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#### Abstract

Dynamic stress evolution during earthquake rupture contains information of fault frictional behavior that governs dynamic rupture propagation. Most of earthquake stress drop and evolution studies are based on kinematic slip inversions. Several dynamic inversion methods in the literature require dynamic rupture modeling that makes them cumbersome with limited applicability. In this study, we develop a fault-stress model of earthquake sources in the framework of the representation theorem. We then propose a dynamic stress inversion method based on the fault-stress model to directly invert for dynamic stress evolution process on the fault plane by fitting seismic data. In this inversion method, we calculate numerical Green's function once only, using an explicit finite element method EQdyna with a unit change of shear or normal stress on each subfault patch. A linear least-squares procedure is used to invert for stress evolution history on the fault. To stabilize the inversion process, we apply several constraints including zero normal slip (no separation or penetration of the fault), non-negative shear slip, and moment constraint. The method performs well and reliably on a synthetic model, a checkerboard model and the 2016 $\mathrm{M}_{\mathrm{w}}$ 5.0 Cushing (Oklahoma) earthquake. The proposed fault-stress model of earthquake sources with inversion techniques such as one presented in this study provides a new paradigm for earthquake source studies using seismic data, with a potential of deciphering more physics from seismic recordings of earthquakes.
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## Key points

- We develop a fault-stress model of earthquake sources that provides a new paradigm comparing with the kinematic slip model.
- We present an inversion method based on the fault-stress model to invert for dynamic stress evolution directly from seismic data.
- Tests on a synthetic model, a checkerboard model and the 2016 Cushing earthquake show the dynamic stress inversion method works well.


#### Abstract
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## Plain Language Summary

Scientists have been fitting seismic recordings to obtain slip (relative motion between two sides of a geology fault that causes earthquakes) and slip evolution to understand what
happen during an earthquake. This is the fault-slip (or kinematic) model of earthquake sources that have been in dominance in the literature and scientific community. To understand why earthquakes happen in ways observed in past earthquakes, scientists further calculate stress changes and stress evolution, which control earthquake rupture processes, from the above slip distribution and slip evolution with some assumptions. In this study, we propose a fault-stress model of earthquake sources and present an inversion method based on this model to directly obtain stress change and evolution during an earthquake from seismic recordings. Tests on a couple of hypothetical models and the 2016 Mw 5.0 Cushing (Oklahoma) earthquake show the fault-stress model and the inversion method perform well. The proposed fault-stress model with inversion techniques such as one presented in this study provides a new paradigm for scientists to study earthquake sources from seismic recordings, potentially advancing our understanding of earthquake physics and improving our ability for seismic hazard analysis and reduction greatly.
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## 1. Introduction

Kinematic slip inversions have been the primary approach for the scientific community to understand sources of earthquakes, such as the 1979 Mw 6.5 Imperial Valley (California) (Olson and Apsel, 1982; Hartzell and Heaton, 1983), 1984 Mw 6.2 Morgan Hill (California)
(Hartzell and Heaton, 1986; Beroza and Spudich, 1988), 1992 Mw 7.3 Landers (California) (Wald and Heaton, 1994; Wang et al., 2022), 1999 Mw 7.6 Chi-Chi (Taiwan) (Ma et al., 2000; Ji et al., 2003), 2004 Mw 9.1 Sumatra (Indonesia) (Ammon et al., 2005; Yoshimoto and Yamanaka, 2014), 2011 Mw 9.0 Tohoku (Japan) (Yue and Lay, 2011; Yamazaki et al., 2011), and 2016 Mw 7.8 Kaikoura (New Zealand) (Zhang et al., 2017; Wang et al., 2018) earthquakes, among many others. By inverting seismic and/or geodetic data, one can obtain slip distribution and/or spatiotemporal slip evolution on the causal fault of an earthquake. Slip distribution shows where and how much slip occurs on the fault in an earthquake. Spatiotemporal slip evolution reveals how rupture propagates along the fault, such as rupture velocity, direction, and slip rise time. These results from slip inversions have provided majority of understanding of past earthquakes from a kinematic point of view.

To gain further knowledge of physics of earthquake sources from earthquakes, several lines of efforts have been made in the literature to obtain dynamic parameters and/or models of past earthquakes. One line of efforts is to obtain static stress changes from slip distributions. Andrews (1980) developed a formulation that relates the slip-parallel shear stress change to the slip distribution in the wavenumber domain. Ripperger and Mai (2004) extended Andrews' formation for fast computation of the shear stress drop distribution on a fault from the slip distribution of a kinematic inversion. This method has been used in other studies. For example, Luttrel et al. (2011) estimated the coseismic stress drop from the slip distribution of the 2010 Mw 8.8 Maule (Chile) earthquake using the method. Okada (1992)'s analytical expressions allow one to calculate static stress (tensor) changes in an elastic homogeneous half space from a given final fault slip distribution. The analytical solutions have been adopted in widely used Coulomb stress change calculations (King et
al., 1994; Lin and Stein, 2004). One limitation of these methods in calculating either static shear stress drops or static stress tensor changes from slip distributions is that the fault is assumed to be embedded in a homogeneous medium. In addition, Ripperger and Mai's method and Andrews's formulation further assumes the fault is embedded in a full space. In addition, the accuracy of these static stress calculations is strongly dependent on the quality of kinematic slip inversion results.

The second line of efforts is to compute dynamic stress changes (i.e., stress evolution during the coseismic dynamic rupture process) of an earthquake from its kinematicallydetermined spatiotemporal slip evolution. Quin (1990) used a trial-and-error method to obtain a dynamic rupture model to fit the kinematic inversion results of the 1979 Imperial Valley earthquake. Miyatake (1992) proposed a similar method to reconstruct dynamic rupture process of an earthquake from kinematic constraints. In both studies, the frictional coefficient is assumed to drop from the static level to the dynamic level instantaneously at failure, which results in nonphysical stress and slip-rate singularities at the crack tip. In addition, they did not calculate the theoretical waveforms based on their dynamic rupture parameters, which makes it difficult to evaluate the degree of fit of these dynamic models to the recorded seismograms. Fukuyama and Mikumo (1993) developed an iterative method of a kinematic slip inversion and a crack inversion to estimate dynamic rupture properties of an earthquake, including dynamic stress drop and shear strength excess, by fitting near-field seismograms. Bouchon (1997) developed an approach to directly derive the spatiotemporal stress evolution on the fault from the kinematic slip evolution of an earthquake, by using the expressions linking the P -wave scalar potential and S -wave vector potential in the medium with the seismic moments of the fault points. The method was used
to compute stress drop (both static and dynamic) and strength excess distributions on the faults for the 1979 Imperial Valley, 1984 Morgan Hill, 1989 Loma Prieta, and 1994 Northridge earthquakes (all in California) (Bouchon, 1997), to gain insights into the state of stress before the earthquakes and heterogeneous distributions of stress drop and strength excess. The method was also used to study the complex rupture in the 1992 Landers (California) earthquake, revealing the important role of large dynamic stress perturbations in the earthquake (Bouchon et al., 1998). Ide and Takeo (1997) proposed to solve elastodynamic equations with a finite difference method to determine fault stress evolution using fault slip evolution from a kinematic waveform inversion as a boundary condition. They applied the method to the 1995 Ms 6.8 Kobe (Japan) earthquake and examined constitutive relations of fault slip, such as slip and/or slip-rate dependence of fault friction. They found clear slip-weakening relations on the fault while no clear slip-rate dependence. They analyzed the slip-weakening behavior and found a depth dependence of the critical slip distance $\mathrm{D}_{0}$ in the widely used slip-weakening law (Ida, 1972; Andrews, 1976; Day, 1982; Okubo and Dieterich, 1984; Ohnaka et al., 1987). Seismologically determined Do from this study is about 1 m or more in the shallow depth, while the upper limit is about 0.5 m or smaller in the deeper part of the fault. This method has also been used in later studies, such as Piatanesi et al. (2004) and Ma (2021) for the 1999 Chi-Chi earthquake. In this method, the absolute displacement of each wall of the fault interface, rather than the slip (the relative displacement between the two walls), should be assigned as the boundary conditions to calculate stresses. Ide and Takeo (1997) assume symmetry in displacement between two walls and thus assign half of the slip to each wall. This assumption may be largely valid for a vertical strike-slip fault. But it does not hold for dip-slip faults, in
particular shallow-dipping thrust faults, as the displacement of the hanging wall can be significantly larger than that of the footwall because of broken symmetry (Oglesby et al., 1998; Oglesby et al., 2000).

The third line of efforts is so called "fully dynamic inversions". Peyrat and Olsen (2004) used dynamic rupture simulations and neighborhood algorithm (NA) to invert for stress drops for the 2000 Western Tottori earthquake (Mw6.6). In the dynamic inversion, stress drops are inverted on a number of rectangular patches over the fault plane, while assuming constant yield stress Tu and slip weakening distance $\mathrm{D}_{0}$ over the fault plane. Di Carli et al. (2010) used low frequency strong motion data to do a nonlinear kinematic and dynamic inversion using NA for the 2000 Tottori earthquake. Both inversions are based on the elliptical subfault approximation to reduce model parameters. The kinematic inversion is used to establish a prior information to reduce parameters and define the parameter range for dynamic inversion. In the dynamic inversion, a strong prior constraint is applied by fixing the peak stress level Tu , initial stress field Te and slip weakening distance $\mathrm{D}_{0}$. The inverted parameters are the geometries of two elliptical rupture patches. Ruiz and Madariaga (2011) proposed a dynamic inversion method for a moderate size of earthquake (Mw 6.7) in Chile. They assume a simple elliptical shape rupture patch and uniform stress and friction within the patch, and invert for eleven parameters in total, including five parameters for geometry, location, and orientation of the elliptical patch, two parameters for rupture initiation radius and (shear) stress level, four parameters for $\mathrm{D}_{0}$, static strength Tu in the slip-weakening law, and initial (shear) stress levels inside and outside the patch. They perform forward dynamic rupture simulations by a finite different method and use a NA and Monte Carlo (MC) technique for the inversion. The method was used in later
studies for other intermediate sizes of earthquakes (Ruiz and Madariaga, 2013; Ruiz et al., 2017; Herrera et al., 2017). Overall, they need dynamic rupture simulations in their inversions with NA, and the number of dynamic rupture simulations are not fixed depending on the convergence speed in NA.

More recently, Xie and Cai (2018) proposed an earthquake stress model and applied it to invert for coseismic static stress changes on the shallow-dipping fault plane (including both fault shear and normal stresses) of the 2011 Mw 9.0 Tohoku (Japan) earthquake. They obtained the fault shear and normal stresses changes due to the earthquake directly from GPS data of the coseismic deformation, without the need of slip inversion as in Okada's method or Rapperger and Mai's method. In addition, they can obtain fault normal stress changes, which are absent in the Rapperger and Mai's method but can be significant in dipslip faulting earthquakes such as the Tohoku earthquake. They further applied the method to invert for fault stress accumulations (both shear and normal stresses) directly from GPS data before the Tohoku earthquake, revealing large shear stress accumulations and normal stress variations in the Tohoku coseismic rupture areas (Xie et al., 2019).

In this study, we extend Xie and Cai's earthquake stress model to the dynamic process and present a fault-stress model of earthquake sources in the framework of the representation theorem, in comparison with the kinematic slip model of earthquake sources (i.e., the fault-slip model) that has been dominantly used in the community. We then develop a dynamic stress inversion method based on the fault-stress model to directly invert seismic waveform recordings for the coseismic fault stress evolution (both shear and normal stresses). Compared with the second line of efforts reviewed above, the method eliminates the need of the slip evolution inversion and avoids problematic assumptions
such as symmetric displacements between the two walls of a fault interface. Compared with the third line of efforts discussed above, the method does not need to perform spontaneously dynamic rupture modeling. Involvement of dynamic rupture modeling in these previous dynamic inversion methods makes them cumbersome and/or mainly applicable for intermedium sizes of earthquakes. In contrast, dynamic stress inversion methods based on the fault-stress model such as one proposed in this study can be standardized in a way similar to kinematic slip inversions that have been developed for many decades. The method can be used for small earthquakes to megathrust earthquakes. We test the method on a synthetic model and perform a resolution analysis with a checkerboard test. Finally, we apply it to the 2016 Mw 5.0 Cushing (Oklahoma) earthquake to show its validity. The fault-stress model and associated inversion methods such as one presented in this study open a door to decipher fault friction behavior and parameters such as $\mathrm{D}_{0}$ directly from seismic recordings.

## 2. The fault-stress model of earthquake sources

### 2.1 The faulting theory of earthquakes and the fault-slip model

The faulting theory of earthquakes was established from observations of the extensive rupturing of the San Andreas fault during the 1906 San Francisco earthquake (Reid, 1910). In this theory, earthquakes are the results of dynamic faulting. This theory was proven to be valid for most shallow tectonic earthquakes by seismological and geodetic observations. The theory gained widespread acceptance since the early 1960 s with the installation of the Worldwide Standardized Seismic Network (Scholz, 2002).

A faulting source of earthquakes has classically been characterized as slip across a fault plane, i.e., a discontinuity in tangential displacement. This is termed as the fault-slip model of earthquake sources in this study, in comparison with the fault-stress model to be developed. The fault-slip model has been the basis for kinematic slip inversions of seismic data in the literature. As shown in Figure 1, an internal interface (a fault plane) $\Sigma$ with unit normal vector $\mathbf{n}$ (pointing from the $\Sigma^{-}$side to the $\Sigma^{+}$side) is embedded in a volume V enclosed by surface S . The representation theorem gives the displacement $\mathbf{u}(\mathbf{x}, \mathrm{t})$ at a general point $\mathbf{x}$ in the volume V at time t due to the sum of the contributions from slip history $[\boldsymbol{u}(\xi, \tau)]$ of points on the fault plane $\Sigma$ in the Cartesian component form as (Aki and Richards, 1980, Eq. 3.2)

$$
\begin{equation*}
u_{m}(\boldsymbol{x}, t)=\int_{-\infty}^{\infty} d \tau \iint_{\Sigma}\left[u_{i}(\xi, \tau)\right] c_{i j p q} n_{j} \partial G_{m p}(\boldsymbol{x}, t-\tau ; \xi, 0) / \partial \xi_{q} d \Sigma \tag{1}
\end{equation*}
$$

Here, $\boldsymbol{\xi}$ is the general position on the fault plane $\Sigma, c_{i j p q}$ are elastic constants, $n_{j}$ is the jth component of the unit normal vector $\mathbf{n}$ of $\Sigma, \mathrm{G}_{\mathrm{mp}}$ is Green's function, and the Einstein's summation convention applies in the equation. Green's function $G_{m p}(\boldsymbol{x}, t ; \boldsymbol{\xi}, \tau)$ gives the $m$ th component of displacement at a general point $\mathbf{x}$ within V and time t due to unit slip in the $p$-direction at $\mathbf{x}=\boldsymbol{\xi}$ on the fault $\Sigma$ and $\mathrm{t}=\tau$.

Using the delta function derivative $\partial \delta(\boldsymbol{\eta}-\boldsymbol{\xi}) / \partial \eta_{q}$ to localize points of $\Sigma$ within $\mathrm{V}, \mathrm{Eq}$ (1) may be written as
$u_{m}(\boldsymbol{x}, t)=\int_{-\infty}^{\infty} d \tau \iiint_{V}\left\{-\iint_{\Sigma}\left[u_{i}(\xi, \tau)\right] c_{i j p q} n_{j} \partial \delta(\boldsymbol{\eta}-\xi) / \partial \eta_{q} d \Sigma\right\} G_{m p}(\boldsymbol{x}, t-$ $\tau ; \boldsymbol{\eta}, 0) d V(2)$.

The term within $\}$ in $\mathrm{Eq}(2)$ is the body-force equivalent of fault slip on $\Sigma$. Therefore, the seismic waves within $V$ excited by fault slip are the same as those excited by a distribution
on the fault of certain body forces canceling moment, among which a surface distribution of double couples can always be chosen in an isotropic medium (Aki and Richards, 1980, Sec 3.2).

### 2.2 The fault-stress model of earthquake sources

Reid's (1910) seminal work led to the elastic rebound theory of tectonic earthquakes, in which stress accumulation before an earthquake and stress drop (release) during an earthquake are the key features of earthquake cycles. When shear stress increases to the frictional strength level of a fault due to tectonic movement, the fault ruptures, releasing the accumulated shear stress and generating fault slip and seismic waves. Therefore, in principle a faulting source of earthquakes can also be characterized by shear stress drop, more generally stress change, on the ruptured fault, in addition to slip across the fault plane. But this concept had not been utilized until the recent study by Xie and Cai (2018), in which they propose an earthquake stress model to study static stress changes of earthquakes. Here, we extend their static earthquake stress model to the dynamic evolution of fault stress during earthquakes. We term the model as the fault-stress model of earthquake sources, in comparison with the fault-slip model reviewed above. Furthermore, we place this model in the context of the representation theorem in seismology.

As shown in Figure 1, we consider the traction change $\Delta \boldsymbol{T}$ on the ruptured fault, instead of fault slip, as the source of seismic waves. Here, we may consider two adjacent internal surfaces, labeled $\Sigma^{-}$and $\Sigma^{+}$, which are opposite faces of the fault plane $\Sigma$. The traction change $\Delta \boldsymbol{T}$ can be defined as the change in the traction $\boldsymbol{T}$, which is applied on $\Sigma^{-}$by the material on the $\Sigma^{+}$side. Then $-\Delta \boldsymbol{T}$, which is same in magnitude but opposite in direction
with $\Delta \boldsymbol{T}$, is the change in the traction $-\boldsymbol{T}$ that is applied on $\Sigma^{+}$by the material on the $\Sigma^{-}$side. With this characterization of earthquake sources, we may write the representation of displacement at a general point $\mathbf{x}$ in volume $V$ at time $t$ due to the traction change on the ruptured fault as (i.e., the representation theorem for the new model)

$$
\begin{equation*}
u_{m}(\boldsymbol{x}, t)=\int_{-\infty}^{\infty} d \tau \iint_{\Sigma} \Delta T_{p}(\xi, \tau) G_{m p}(\boldsymbol{x}, t-\tau ; \xi, 0) d \Sigma \tag{3}
\end{equation*}
$$

Here, Green's function $G_{m p}(\boldsymbol{x}, t ; \boldsymbol{\xi}, \tau)$ gives the $m$ th component of displacement at a general point $\mathbf{x}$ within $V$ and time $t$ due to unit traction change in the $p$-direction at $\mathbf{x}=\boldsymbol{\xi}$ on the fault $\Sigma$ and $t=\tau$. With this representation, we can invert for traction changes on the ruptured fault directly from seismic recordings, after Green's functions are calculated. As discussed above, this model is termed as the fault-stress model of earthquake sources in this study, which is the basis for a dynamic stress inversion method we develop below. Notice that $\Delta \boldsymbol{T}$ is a vector that generally does not lie within the fault plane $\Sigma$, i.e., non-zero values in both shear and normal components. Therefore, dynamic stress inversions based on this model can invert for both fault shear and normal stress changes of earthquakes from seismic recordings.

We remark that this new model, the fault-stress model of earthquake sources, is different from both double couples of earthquake sources and dynamic rupture models. Double couples are essentially a body-force equivalent of the fault-slip model, and fault slip is represented by a surface distribution of double couples. In the fault-stress model, the traction is surface force applied on the fault plane, not body force. Dynamic rupture models require friction laws, and rupture propagation is governed by these laws and stress and strength evolutions on the fault. Therefore, dynamic inversion procedures based on dynamic rupture models in the literature as reviewed above are cumbersome as they need
to handle rupture propagation and are limited in rupture geometry and earthquake sizes. In contrast, the fault-stress model developed here does not consider spontaneous rupture propagation. Instead, it only considers traction changes (i.e., fault shear and normal stress changes). Therefore, standard inversion procedures for dynamic stress evolutions can be developed relatively easily. For example, most techniques used in kinematic slip inversions over many decades can be readily adopted in dynamic stress inversion methods based on the fault-stress model, such as the one developed in the next section.

## 3. A dynamic stress inversion method

Based on the fault-stress model of earthquake sources, we develop a dynamic stress inversion method, which includes two major parts. The first part is to calculate the Green's functions at seismic stations due to unit stress changes over a finite time interval on individual fault patches (i.e., subfaults). We use an explicit finite element method (FEM) EQdyna (Duan and Oglesby, 2006; Duan and Day, 2008; Duan, 2010, 2012; Luo and Duan, 2018; Liu et al., 2018) to numerically calculate the Green's functions. The second part is to invert seismic waveforms directly for stress evolutions on all subfaults. We use a leastsquares method with multiple physical constraints to perform the inversion.

### 3.1. Numerical Green's Function Calculations

To calculate numerical Green's functions at seismic stations, we divide the fault interface into many subfaults and apply unit stress changes ( 1 MPa ) on subfaults over a time interval along the fault strike, dip and normal directions, shown in Figure 2a. The model top boundary is set as free surface and other boundaries fixed. Perfectly matched layers (PML)
are used to absorb seismic wave reflection from truncated model boundaries (Liu and Duan, 2018). The initial-boundary value problem for such a numerical Green's function is governed by the following equations

$$
\begin{align*}
& \rho \Delta \ddot{u}_{i}=\Delta \sigma_{i j, j}  \tag{4}\\
& \Delta \sigma_{i j}=\lambda \Delta \varepsilon_{k k} \delta_{i j}+2 \mu \Delta \varepsilon_{i j}  \tag{5}\\
& \Delta \varepsilon_{i j}=\left(\Delta u_{i, j}+\Delta u_{j, i}\right) / 2  \tag{6}\\
& \Delta \sigma_{i j} n_{j} \mid \Gamma_{\text {subfault }}=\Delta T_{i}  \tag{7}\\
& \Delta \sigma_{i j} n_{j} \mid \Gamma_{\text {free_surface }}=0  \tag{8}\\
& \Delta u_{i} n_{i} \mid \Gamma_{\text {other }}^{\text {boundary }}  \tag{9}\\
& =0  \tag{10}\\
& \Delta u_{i}=0,(t=0)  \tag{11}\\
& \Delta \dot{u}_{i}=0,(t=0)(i, j=x, y, z)
\end{align*}
$$

where $\Delta u_{i}, \Delta \dot{u}_{i}, \Delta \ddot{u}_{i}, \Delta \sigma_{i j}$ and $\Delta \varepsilon_{i j}$ are changes in displacement, velocity, acceleration, stress and strain in the medium induced by a unit stress change applied to a subfault, respectively. $\lambda$ and $\mu$ are Lame constants. $n_{i}$ is the unit normal vector to the fault surface or a model boundary. $\Delta T_{i}$ is the applied unit stress change along $i$ direction on a subfault. $\Gamma_{\text {subfault }}$ stands for the subfault interface and $\Gamma_{\text {free_surface }}$ stands for the free surface of the model. $\delta_{i j}$ is the Kronecker delta and the Einstein's summation convection implies in the equations.

We solve the boundary value problem using EQdyna. The fault interface is modeled by the traction-at-split-nodes technique ( Day et al., 2005; Duan, 2010). At each fault node location, the technique splits a fault node into two halves that share the same spatial location but can move relative to each other. The two halves of a split node interact only through a traction acting on the interface between them. Figure 2a schematically shows an
example that applies an along-strike unit stress change $\left(\Delta T_{x}\right)$ on a subfault of a strike-slip fault interface with two walls (Fault Wall A and B). The same concept applies to Green's functions for other subfault patches, arbitrary fault geometries, and unit stress changes along fault dip or fault normal directions. Notice that a subfault comprises two adjacent surfaces, on which stress changes are opposite in sign but same in magnitude. The unit stress change is applied over the first time-step in the dynamic simulation in Green's function calculations. The element size of a model is limited by the Courant-FriedrichLewy (CFL) condition (Courant et al., 1967) for the explicit time integration rule and by the need of frequency contents generated in the model. As a result, the dimension of a subfault is typically much larger than the element size to make model parameters in the inversion problem at a reasonable number relative to the number of available seismic recordings. Each subfault may contains tens of element facets, shown in Figure 2b. We apply a unit stress change uniformly on all the element facets within the subfault over the first time step. Then the resultant slip on all subfaults (three directions) and synthetic Green's functions on all available seismic stations (three directions) are stored for use in the inversion stage. This kind of computations is performed once before inversion for each subfault and for each stress change direction (strike, dip and normal), with the total number of calculations equal to the number of subfaults multiplied by three. The calculated Green's functions of seismic waves on available stations are used for dynamic stress inversion. The Green's functions of resultant slip on subfaults are used to apply constraints during the inversion and to recover the stress versus slip relation on each subfault after the inversion.

### 3.2 The Least-Squares Inversion with Constraints

We utilize the observed seismograms recorded by local stations to invert for the coseismic dynamic stress change history on each subfault and in each direction. For the inversion, the fault plane is divided into multiple subfaults (Figure 2b). On each subfault, the source time function (STF) is parameterized by several narrow stress change rectangles of the same duration and each rectangle offset by its duration, and the amplitudes of these stress change rectangles should be inverted (Figure 2c). On each subfault, we define a new local coordinate system to invert stress changes in three directions: $\mathbf{D}_{\mathbf{1}}, \mathbf{D}_{\mathbf{2}}$ and $\mathbf{D}_{\mathrm{n}}$, shown in Figure 2 b . The $\mathbf{D}_{\mathbf{1}}$ and $\mathbf{D}_{\mathbf{2}}$ are within the fault plane, with $\mathbf{D}_{\mathbf{1}}$ as 45 degrees counterclockwise from the rake angle (rake-45) and $\mathbf{D}_{2}$ as 45 degrees clockwise from the rake angle (rake+45), while the $\mathbf{D}_{\mathbf{n}}$ is perpendicular to the fault plane. In this way, the inverted stress changes of $\Delta \mathrm{T}_{1}$ and $\Delta \mathrm{T}_{2}$ (along $\mathbf{D}_{\mathbf{1}}$ and $\mathbf{D}_{\mathbf{2}}$ directions) are comparable in magnitude, which makes the inversion results more stable. The inverted $\Delta \mathrm{T}_{1}$ and $\Delta \mathrm{T}_{2}$ may be different, so that the rake angle of the resultant stress change vector (parallel with the fault plane) on each specific subfault may vary from the average rake angle (within 45 degrees).

To further stabilize inversion results, we also apply a smoothing constraint and a normal displacement continuity constraint in Eq (12), a non-negative slip constraint in Eq (13) and a moment constraint in Eq (14), as described below. The MATLAB routine lsqlin, which is a linear least-squares solver with bounds or linear constraints, is used to solve Equations (12)-(14).

$$
\left[\begin{array}{c}
\mathbf{G}  \tag{12}\\
\lambda \mathbf{L} \\
\beta \mathbf{W}
\end{array}\right] \Delta \boldsymbol{T}=\left[\begin{array}{l}
\boldsymbol{d} \\
\mathbf{0} \\
\mathbf{0}
\end{array}\right]
$$

$$
\left[\begin{array}{l}
\mathbf{S}_{1}  \tag{13}\\
\mathbf{S}_{2}
\end{array}\right] \Delta T>=\left[\begin{array}{l}
\mathbf{0} \\
\mathbf{0}
\end{array}\right]
$$

$$
\left[\begin{array}{l}
\mathbf{M}_{\mathbf{1}}  \tag{14}\\
\mathbf{M}_{2}
\end{array}\right] \Delta \boldsymbol{T}=\left[\begin{array}{c}
\frac{\sqrt{2}}{2} \mathrm{~m}_{0} \\
\frac{\sqrt{2}}{2} \mathrm{~m}_{0}
\end{array}\right]
$$

In above equations, $\Delta \boldsymbol{T}$ is the stress change vector to be inverted in the dynamic stress inversion, including stress changes on each subfault, each rectangle in source time function along each direction ( $\mathbf{D}_{\mathbf{1}}, \mathbf{D}_{\mathbf{2}}$ and $\mathbf{D}_{\mathbf{n}}$ ), as shown in Figure 2bc. In Eq (12), matrix $\mathbf{G}$ stores the Green's functions of three component seismic waves on available stations calculated by the FEM, which are generated by 1 MPa stress change on each grid, each rectangle in source time function along each direction. Then the Green's functions in $\mathbf{G}$ matrix need to be convolved with a rectangle box function as designed in the STF. The vector $\boldsymbol{d}$ stores observed three component seismic waveforms at stations. Matrix $\lambda \mathbf{L}$ functions to apply a Laplacian regularization (Hartzell and Heaton, 1983; Yue and Lay, 2013), which constrains temporal and spatial smoothing of the inverted stress change STF. The optimal degree of smoothing is determined by iterative modeling of seismic waveforms using a range of smoothing factors $\lambda$. Matrix $\beta \mathbf{W}$ functions to apply the normal displacement continuity constraint with factor $\beta . \beta \mathbf{W}$ is equal to $\beta\left(\mathbf{S}_{\mathbf{n}}^{\mathbf{A}}-\mathbf{S}_{\mathbf{n}}^{\mathbf{B}}\right)$ with $\mathbf{S}_{\mathbf{n}}^{\mathbf{A}}$ and $\mathbf{S}_{\mathbf{n}}^{\mathbf{B}}$ representing the normal displacement on all subfaults on Fault Wall A and Fault Wall B. In Eq (13), matrix $\mathbf{S}_{\mathbf{1}}$ stores Green's functions of fault slip in the $\mathbf{D}_{\mathbf{1}}$ direction on all subfaults, generated by 1 MPa stress change on each subfault, each rectangle in source time function and along each direction. Matrix $\mathbf{S}_{\mathbf{2}}$ is similar to $\mathbf{S}_{\mathbf{1}}$, representing the fault slip in the $\mathbf{D}_{\mathbf{2}}$ direction. The non-negative slip constraint in Eq (13) regulates that final slip vector $\mathbf{S}_{\mathbf{1}} \Delta \boldsymbol{T}$ along $\mathbf{D}_{\mathbf{1}}$
and $\mathbf{S}_{\mathbf{2}} \Delta \boldsymbol{T}$ along $\mathbf{D}_{\mathbf{2}}$ should be equal or larger than zero, so that the direction of final fault slip on each subfault should be within 45 degrees from the earthquake rake angle, which is realistic and further stabilizes the dynamic stress inversion results. In Eq (14), matrices $\mathbf{M}_{\mathbf{1}}$ and $\mathbf{M}_{\mathbf{2}}$ store Green's functions of cumulative moment on the whole fault in the $\mathbf{D}_{\mathbf{1}}$ and $\mathbf{D}_{\mathbf{2}}$ directions, generated by 1 MPa stress change on each subfault, each rectangle in source time function and along each direction. The vector on the right of Eq (14) is composed of two values, each equal to $(\sqrt{ } 2 / 2) m_{0}$, with scalar value mo equal to the moment of the target earthquake. The moment constraint in Eq (14) regulates that the total moment in the direction of rake angle is approximately equal to $\mathrm{m}_{0}$, to avoid an anomalous inverted moment.

## 4. A synthetic model test

### 4.1 Forward modeling of the synthetic model A

We build a synthetic strike-slip model A based on the fault geometry and 1D seismic velocity structure of the 2016 Mw 5.0 Cushing earthquake (Meng et al., 2021) to test the dynamic stress inversion method. The fault of the 2016 Cushing earthquake is a vertical NEE strike-slip fault with its surface trace shown in Figure 3, and the 1D velocity structure is given in Table 1.

The synthetic strike-slip model A, shown in Figure 4, is generated using EQdyna. Model A has a strike-slip source patch in size of about 4.5 km by 4.5 km as shown in Figure 4ad, with the rupture starting at $\mathrm{x}=4.0 \mathrm{~km}$ and $\mathrm{z}=-3.4 \mathrm{~km}$ and a fixed rupture velocity of $\sim 3$ $\mathrm{km} / \mathrm{s}$. The fault is governed by the time weakening friction law (Andrews, 2004) where the static friction coefficient $f_{s}$ drops linearly to the dynamic friction coefficient $f_{d}$ over 0.2
s . The time step is 0.01 s in the simulation. Within the source patch, static friction is $\mathrm{f}_{\mathrm{s}}=$ 0.4 and dynamic friction is $f_{d}=0.3$ in the center ( 2.5 km by 2.5 km ) and linearly increases to $f_{d}=f_{s}=0.4$ over 1 km to the boundaries. Outside of the source patch $f_{s}=f_{d}=0.4$. The initial normal and shear stress on the fault plane is set as -100 MPa (negative compressional) and 35 MPa , respectively, thus the source patch tends to yield stress drop (along strike) of about 6 MPa , and areas surrounding the stress drop zone have stress increase due to the termination of slip (Figure 4a). The stress increase zone is very narrow with the maximum stress increase about 7 MPa (Figure 4a). For a strike-slip model, the stress change amplitude is much smaller along the dip and normal directions, Figure 4bc. In addition to synthetic stress change model (Figure 4abc), the dynamic simulation generates synthetic slip distribution on fault interface (Figure 4def) and synthetic seismic waveforms at selected stations. The maximum synthetic slip along strike direction is about 0.4 m distributing within the source patch (Figure 4d), while the slip in the dip and normal directions are very small compared to the strike direction, Figure 4ef. From synthetic model A, we generate synthetic seismic waveforms on eight virtual stations evenly distributed on two sides of the fault trace (Figure 3a), and also on five virtual stations (Figure 3b), for the synthetic test.

### 4.2 Green's function generation

To calculate the numerical Green's functions for this synthetic model test, the following checkerboard test and the Cushing earthquake source inversion, we set a finite element model in size of 60 km by 60 km by 30 km along $\mathrm{x}, \mathrm{y}, \mathrm{z}$ directions, with element size of 100 m . We utilize an 1D velocity structure from the kinematic source inversion study of
the Cushing earthquake (Meng et al., 2021) and the P-wave velocity, S-wave velocity and density of different layers are presented in Table 1. Given the minimum S-wave velocity of $1.5 \mathrm{~km} / \mathrm{s}$ in the top layer and assuming that we need at least 5 elements to resolve a wavelength, the highest frequency contents in the numerical Green's functions is 2.9 Hz . The total fault interface is 9 km by 6.5 km , in the $\mathrm{x}-\mathrm{z}$ plane. We divide the fault interface into 18 by 13 subfaults along $x$ and $z$ directions, respectively, with each subfault in size of 500 m by 500 m . Given the element size of 100 m , each subfault comprises $5 \times 5$ quadrilateral element facets. Time step is calculated as $d t=\alpha d x / V_{p}$ according to the CFL condition (Courant et al., 1967). We choose $d t=0.01 \mathrm{~s}$ with $\alpha=0.5$. The unit stress change of 1 MPa is applied at each subfault uniformly over the first time step, along fault normal, strike and dip directions, respectively. There are in total $18 \times 13 \times 3=702$ Green's functions computed on each of eight virtual stations (Figure 3a) for the synthetic model test and checkerboard test, and on each of five real stations (Figure 3b) for the synthetic model test, checkerboard test and the Cushing earthquake source inversion.

### 4.3 Inversion for the synthetic model $A$

Utilizing the synthetic seismic waveforms on eight virtual stations (Figure 3a), we apply the dynamic stress inversion method to invert model A as a benchmark test, using synthetic seismic waves generated in model A as virtual observations (d vector in Eq. 12). In the inversion, we adopt the same hypocenter location at $\mathrm{x}=4.0 \mathrm{~km}$ and $\mathrm{z}=-3.4 \mathrm{~km}$ and the same rupture velocity of $3 \mathrm{~km} / \mathrm{s}$ as in the synthetic forward modeling in model A . The stress change source time function at each subfault is parameterized by four rectangles, each rectangle lasting for 0.2 s and offset by 0.2 s , with total duration of 0.8 s . We invert for the
amplitude of each rectangle to get the stress change history for each subfault along each direction. The total moment $m_{0}$ in model A is utilized for the moment constraint during the inversion (Eq. 14). Before inversion, both the Green's functions in matrix $\mathbf{G}$ and the virtual observed seismic waves in $\boldsymbol{d}$ are band-pass filtered between $0.5-2 \mathrm{~Hz}$. During inversion, we use a range of smoothing factor $\lambda$ to get the relationship between $\lambda$ and the waveform matching misfit, as shown in Figure 5 a , where the optimal $\lambda$ is around $5 * \mathrm{e}^{-4}$. The $\beta$ factor vs misfit is shown Figure 5 b , while using $\lambda=5^{*} \mathrm{e}^{-4}$. Unlike the thrust fault situation in Xie and Cai (2018), the $\beta$ factor has very small effect on the misfit for a strike-slip fault in this test, because the misfit only increases by 0.002 when $\beta$ factor increases by several orders. Applying the $\lambda$ factor of $5 * \mathrm{e}^{-4}$ and $\beta$ factor of $1.5 * \mathrm{e}^{-6}$, the inverted result INV1 is shown Figure 6.

The inverted stress changes and associated fault slip along the strike, dip and normal directions (Figure 6) are close to those of the synthetic model A (Figure 4). The inverted result INV1 shows a maximum stress drop about -5.9 MPa and stress increase about 1.6 MPa along strike direction (Figure 6a), compared with the maximum stress drop of 6 MPa and stress increase about 7 MPa in the synthetic model (Figure 4 a and Figure 7). The maximum inverted stress increase along strike is much lower than that in the synthetic model because the inverted stress change is an average value over a subfault with a size of 500 m , not to mention that a smoothing factor is also applied during the inversion, further averaging a sharp stress increase. For example, we compare the original stress change in model A with those after averaging over 500 m and 1000 m along strike in Figure 7. After applying smoothing over 1000 m , the maximum stress increase drops to about 2 MPa while the maximum stress drop stays unchanged in the center of the slip patch. The maximum
inverted fault slip along strike is around 0.33 m (Figure 6d), close to but smaller than that in the synthetic model A. In INV1, the inverted normal stress and slip are both near zero values, consistent with those in the synthetic model A due to a proper usage of constraint factor $\beta$. In addition, we use a pair of smaller parameters of $\lambda=1.5 * \mathrm{e}^{-4}$ and $\beta=1.5 * \mathrm{e}^{-7}$ to get the inverted result INV2 as a comparison with INV1, shown Figure 8. In INV2, the maximum inverted stress drop and increase are -7.3 MPa and 2.2 MPa . The maximum inverted slip along strike is around 0.38 m , closer to the maximum slip in synthetic model A than INV1. For two inverted results, the inverted slip patch size is slightly larger and maximum slip is slightly smaller compared to the synthetic model A , which may relate to the application of the smoothing factor. Generally, we need to utilize a smoothing factor closer to the optimal value, in order to avoid oversmoothing or undersmoothing by using a too large or too small $\lambda$, according to Xie and Cai (2018). The smoothing factors used in INV1 and INV2 are close to the optimal value, and the inverted results recover well the source features in the synthetic model. In INV2, the inverted normal stress and slip is larger due to a weaker normal slip continuity constraint when using a smaller $\beta$ factor in INV2 than in INV1.

The two inversion cases INV1 and INV2 are both conducted under the condition of utilizing virtual seismic data on eight close stations, as shown in Figure 3a. We also conduct an inversion INV3 using virtual seismic data on five stations as shown in Figure 3b. The relative locations of five stations to the fault is set up based on the 2016 M 5 Cushing earthquake and its adjacent seismic stations, that we will present in later sections. In INV3 (Figure 9), we find that the inverted final stress change and resultant final fault slip is generally similar to those in INV1 and INV2. In addition, an artificial stress drop and slip
area occurs near the bottom of the fault zone, which is likely due to the lack of station coverage compared to INV1 and INV2. It implies an important role of the dense seismometer array for improving the resolution of dynamic stress inversions. Notice that the stress change inversion involves three traction components, while kinematic slip inversions only involve two slip components within the fault plane. Inversion for more parameters in the stress change inversion may require more high-quality observed data to get stable and reliable results.

### 4.3.1 Deciphering $\mathrm{D}_{0}$

The dynamic stress inversion allows us to obtain the distribution of the critical slip distance $\mathrm{D}_{0}$ in the slip-weakening law on the fault plane directly from seismic recordings. In Figure 10, we plot the stress versus slip curves from INV2 and compare them with those from the synthetic model A . We remark that in the synthetic model $\mathrm{A}, \mathrm{D}_{0}$ (turning point of the stress vs slip curve) varies on the fault plane with a smaller value ( $\sim 0.05 \mathrm{~m}$ ) near the hypocenter and larger values further away from the hypocenter ( $>0.1 \mathrm{~m}$ ), because a timeweakening friction law (e.g., Andrews, 2004) is used in the synthetic forward modeling. The comparison shows that the dynamic stress inversion method can invert for $\mathrm{D}_{0}$ values well, in particular near the hypocenter. It can also recover the spatial variation of $D_{0}$ on the fault plane. We notice that some subfaults further away from the hypocenter may have smaller inverted final stress drop values compared with the synthetic values, which may relate to the smoothing effect in the inversion. At the stress drop under-estimated points or some other stress drop over-estimated points, the turning point of $\mathrm{D}_{0}$ gets blurred to some extent, compared with the synthetic model A.

## 5. Resolution analysis: A checkerboard test

To check the resolution of the dynamic stress inversion method, we conduct a checkerboard test with the same fault geometry and velocity structure as the above section. We first perform a dynamic rupture simulation using EQdyna to obtain the forward checkerboard source model and virtual waveforms at two sets of seismic stations (eight stations and five stations shown in Figure 3). Then we utilize the Green's functions and apply the dynamic stress inversion method to obtain the inverted source model by matching the virtual waveforms.

The forward checkerboard model has a source composed of nine $2 \mathrm{~km} \times 2 \mathrm{~km}$ patches as shown in Figure 11ab. Similar to model A, the fault is governed by the time weakening friction law (Andrews, 2004) where the static friction coefficient $\mathrm{f}_{\mathrm{s}}$ drops linearly to the dynamic friction coefficient $f_{d}$ over 0.2 s , with time steps of 0.01 s . Five shaded patches out of nine have $f_{s}=0.4$ and $f_{d}=0.3$, while the other four have $f_{s}=f_{d}=0.4$. Given a uniform initial normal and shear stress of -100 MPa (negative compressional) and 35 MPa , respectively, the five shaded patches yield stress drops of about 5 MPa , while outside of them stress increases sharply. The rupture is set to start at $\mathrm{x}=4.0 \mathrm{~km}$ and $\mathrm{z}=-3.4 \mathrm{~km}$ with a fixed rupture velocity of $3 \mathrm{~km} / \mathrm{s}$. The shear stress change and associated slip distributions of the checkerboard model are shown in Figure 11ab. Uniform stress drops occur on the five shaded patches with sharp stress increases in the narrow zones immediately outside of the four outer patches. The associated slip distribution is heterogeneous with slip concentrated within the five shaded patches and larger slip at shallower depths.

Using the Green's functions calculated earlier (section 4.2) and the virtual seismic waveforms generated by the forward checkerboard model above, we invert for the stress
changes directly and calculate fault slip associated with the stress changes. The hypocenter and rupture velocity are set to be the same as the checkerboard forward model. The parameterization of the stress-change source time function and the bandpass filter applied to seismic waveforms are the same as those in the inversion of model A . When using eight stations, the patches and amplitudes of the stress drop are well recovered as shown in Figure 11c. The patches of slip are well recovered (Figure 11d), though inverted slip amplitudes are smaller than the synthetic values (Figure 11b). With five stations, the stress drop and slip patches are less well recovered (Figure 11ef) because of fewer stations and poor station coverage. Generally, the shallower three patches are recovered while the two deeper patches suffer a low resolution.

## 6. Application to the 2016 Mw 5.0 Cushing (Oklahoma) earthquake

We apply the dynamic stress inversion method to the 2016 M 5 Cushing earthquake. The M5 Cushing earthquake occurred on November 7th, 2016, near the city of Cushing in Oklahoma, which is the largest crude oil storage site in the USA, and also close to numerous water disposal wells. There are many nearby stations for this event, but only 5 stations are within epicentral distance of 10 miles. We use seismic recordings at these 5 stations to perform the dynamic stress inversion with Green's functions calculated in Section 4.2. The fault geometry (strike/dip/rake $60^{\circ} / 90^{\circ} / 0^{\circ}$ ), hypocenter location ( 3.4 km depth) and rupture speed $(3 \mathrm{~km} / \mathrm{s})$ are consistent with the previous kinematic study of this event (Meng et al., 2021). Total fault dimension is of $6.5 \times 6.5 \mathrm{~km}$, with each subfault size of $0.5 \times 0.5 \mathrm{~km}$. On each subfault, the STF is composed by four 0.2 s rectangles. The inverted final shear stress change and associated fault slip from the dynamic inversion are
shown in Figure 12ab. There are two separate stress drop (and slip) patches on the fault plane: one near the hypocenter and the other to the north (right) of the first patch, reflecting a complex rupture pattern even for a M 5 event. From the stress vs slip curves near the centers of two slip patches, we find the stress drop and slip weakening distance $\mathrm{D}_{0}$ are larger near the hypocenter (Figure 12c) than in the second slip patch (Figure 12d).

For the 2016 Cushing earthquake, Meng et al. (2021) inverted a kinematic slip model. They further calculated the static stress change using the Coulomb3 software (Toda et al., 2011) based on the inverted slip on each subfault. Comparing results from two methods, they both obtain two main slip/stress-drop patches with similar relative locations. The inverted slip patches from the dynamic stress change inversion are slightly larger than those from the kinematic slip inversion, and the maximum value of the stress drop and slip is lower in the dynamic stress change inversion result. This difference may be related to more model parameters in the dynamic stress inversion, for the given available data. In addition, we do not capture frequency contents higher than 3 Hz in the numerical Green's function calculations in order to reduce computational costs, and the bandpass filtering applied for both observation and Green's function waveforms is $0.2-2 \mathrm{~Hz}$ for the dynamic stress inversion. For the kinematic slip inversion, the Green's functions, calculated based on a semi-analytical method (Zhu and Rivera, 2022), can carry very high frequency signal and both observation and Green's function waveforms are bandpass filtered to higher frequency band ( $0.2-3 \mathrm{~Hz}$ ) for the Cushing earthquake (Meng et al., 2021).

## 7. Discussion

Compared with other fully dynamic inversions (the third line of efforts in Introduction), which need to run dynamic rupture simulations many times during the inversion process,
we only need to calculate numerical Green's functions, the most time-consuming part, once through the whole inversion process. Because the forward numerical modeling is separated from the inversion part, similar to the kinematic inversion, we don't need to make priori assumptions, for example the yield strength, stress drop or friction parameters, to reduce inversion parameters or narrow down the parameter space. In addition, we invert not only for shear stress change but also for normal stress change, which could be significant in megathrust events (Xie and Cai, 2018).

Compared with the static and dynamic stress inversion methods based on kinematic inversion results (the first and second lines of efforts in Introduction), we utilize physicsbased models to calculate stress change Green's functions and directly fit the seismic data instead of fitting preexisting kinematic slip models. If utilizing fault slip as input, the uncertainties in slip from kinematic inversions will map into stress results. Furthermore, some methods (e.g. Ide and Takeo, 1997) must split fault slip onto the two sides of the fault to solve for the stress change, which may be very difficult (or not valid) for dip-slip faulting earthquakes such as megathrust events, in which the hanging wall has much larger displacement than the footwall. In addition, our finite element models for Green's function calculations can capture complex geometry of earthquake faults and use heterogeneous velocity structures, unlike some analytical methods that require a homogeneous medium and/or simple fault geometry.

We remark that we need to find a balance between the computation efficiency and inversion resolution in the dynamic stress inversion. In the dynamic inversion, the source time function needs to convolve with the stress change Green's function to fit the recorded seismograms. For Green's function calculations with the FEM, finer element sizes are
needed for higher frequency contents, which could be computationally demanding. In addition, we parameterize the source time function by several consecutive nonoverlapping rectangles in this study. This represents a piecewise linear stress evolution over each rectangle duration (for example 0.2 s in this study). It would be interesting to test other types of source time function in future studies, such as trapezoid for nonlinear stress evolution. Finally, during Green's function calculations a unit stress change of 1 MPa is applied at each subfault uniformly over the first time step, under assumption that a small subfault can be regarded as moving simultaneously. In the future, if we study large megathrust earthquakes with much larger subfault dimension, e.g. 10 by 10 km in size, we need to consider the rupture prorogation effect when calculating Green's functions on each subfault.

One important contribution of the fault-stress model and the dynamic stress inversion method developed in this study is to open a door for the scientific community to study fault friction behaviors directly from seismic recordings, in addition to dominantly laboratory studies of fault friction in the literature. As shown in the synthetic and the real case (Cushing) tests above, we can recover the slip-weakening process and the associate parameter value (the critical slip distance $\mathrm{D}_{0}$ ) well. With more studies in the future, we may be able to examine rate- and state-dependence of fault friction directly from seismic observations, paving a way for finding parameter values of fault friction that are directly applicable to natural earthquakes, instead of extrapolating laboratory experiment results on small rock samples to natural earthquakes, which is a challenging and classical scaling problem in geoscience.

The dynamic stress inversion method developed in this study shares common techniques with classical kinematic slip inversion methods. In principle, techniques for kinematic slip inversions that have been developed over many decades in the community can be readily used for a dynamic stress inversion based on the fault-stress model presented in Section 2. The dynamic inversion method we develop in this study and its tests on the synthetic, checkerboard models and the Cushing earthquake show that the fault-stress model works well. We encourage many colleagues in seismology to apply their kinematic slip inversion methods and techniques they develop over years to perform dynamic stress inversions of recent earthquakes, based on the fault-stress model presented in this study, to decipher more physics from past earthquakes. It is our hope that this study provides a new paradigm for the scientific community to perform seismic source inversions and study earthquake source physics.

## 8. Conclusions

In this study, we present a fault-stress model of earthquake sources, in comparison with the fault-slip model that dominates in earthquake source studies. Based on the fault-stress model, we develop a dynamic stress inversion method to invert for the coseismic stress evolution on the fault directly from seismic recordings. In this method, numerical Green's functions at seismic stations are calculated by an explicit finite element method EQdyna for a unit change of shear or normal stress on each sub-fault patch. Although computationally demanding, they can be computed efficiently with high-performance supercomputers and require only one time calculation. We apply several constraints, including zero normal slip (no separation or penetration of the fault), non-negative shear
slip (positive or zero shear slip), and moment constraints to invert for the dynamic stress evolution with a least-squares method. Tests on a synthetic model, a checkerboard model and the real dataset from the 2016 M 5 Cushing (Oklahoma) earthquake, show that the method recovers well the dynamic stress changes during an earthquake with reliable performance. We expect that the fault-stress model and associated dynamic stress inversion methods such as one developed in this study will improve seismic source inversions significantly from a dynamic point of view. They provide the scientific community with a new paradigm to study fault frictional behaviors, which govern dynamic rupture propagation, directly from seismic recordings. In addition to recovering the critical slip distance $\mathrm{D}_{0}$ in the slip-weakening friction law as shown in this study, we may be able to decipher rate- and state- dependence of fault friction and corresponding parameter values that are applicable to natural earthquakes directly from seismic data in the future.
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| Depth <br> $(\mathrm{km})$ | Thickness <br> $(\mathrm{km})$ | Vp <br> $(\mathrm{km} / \mathrm{s})$ | Vs <br> $(\mathrm{km} / \mathrm{s})$ | Density <br> $\left(\mathrm{g} / \mathrm{cm}^{\wedge} 3\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.20 | 0.20 | 3.10 | 1.50 | 2.30 |
| 0.40 | 0.20 | 3.30 | 1.68 | 2.35 |
| 0.60 | 0.20 | 3.50 | 1.86 | 2.38 |
| 0.80 | 0.20 | 3.70 | 2.04 | 2.41 |
| 1.00 | 0.20 | 4.00 | 2.31 | 2.46 |
| 1.20 | 0.20 | 4.34 | 2.53 | 2.51 |
| 1.40 | 0.20 | 4.69 | 2.75 | 2.56 |
| 1.60 | 0.20 | 5.03 | 2.96 | 2.61 |
| 1.80 | 0.20 | 5.38 | 3.18 | 2.65 |
| 4.73 | 2.93 | 5.72 | 3.40 | 2.60 |
| 10.73 | 6.00 | 6.18 | 3.62 | 2.80 |
| 14.73 | 4.00 | 6.32 | 3.67 | 2.80 |
| 24.73 | 20.00 | 6.60 | 3.70 | 2.90 |
| 35.73 | 11.00 | 7.30 | 4.00 | 3.10 |
|  | - | 8.20 | 4.70 | 3.40 | Cushing earthquake.

```
852
```

Table 1. 1D Velocity Structure used in this study, based on the case for the 2016 M 5


Figure 1. Schematic diagram for the fault-slip model and the fault-stress model of earthquake sources. A fault plane $\Sigma$, an internal surface with a unit normal vector $\mathbf{n}$ pointing from the $-\operatorname{side}\left(\Sigma^{-}\right)$to the $+\operatorname{side}\left(\Sigma^{+}\right)$, is embedded within volume V that is enclosed by surface S . Dynamic faulting on $\Sigma$ causes an earthquake, setting up seismic waves that propagate within V and can be recorded at a general point $\mathbf{x}$ within $V$ (e.g., displacement $\mathbf{u}(\mathbf{x}, \mathrm{t}))$. The fault-slip model of dynamic faulting characterizes the earthquake source as slip [ $\mathbf{u}]$, i.e., the differential displacement between the two sides of the fault. The fault-stress model characterizes the earthquake source as traction change $\Delta \boldsymbol{T}$. Slip and traction change at a general point $\xi$ on $\Sigma$ are illustrated in the diagram.
(a)

(b)

(c)


Figure 2. (a) A schematic diagram of the model for numerical Green's functions, which are calculated by applying unit stress changes on subfaults. The two fault walls, which are separated for a better visualization, are connected by tractions on the fault interface. The shaded patches show the two surfaces of a subfault with a unit of stress change $\Delta T_{x}$ along the x direction applied. The unit stress change of $\Delta T_{x}$ on fault wall B is in the opposite sign to that on the fault wall A . Triangles on the free surface indicate stations recording
seismograms. The coordinate system of the finite element model is shown. (b) A detailed sketch of the fault interface on fault wall B. In the schematic case, the fault is divided into 5 by 8 subfaults. A unit stress change along the x direction $\Delta T_{x}$ is applied to the shaded subfault. The shaded subfault consists of 9 elements. The coordinate system of the finite element model is shown by $\mathbf{x}, \mathbf{y}, \mathbf{z}$. A local coordinate system is defined by $\mathbf{D}_{\mathbf{1}}, \mathbf{D}_{\mathbf{2}}$ and $\mathbf{D}_{\mathbf{n}}$, where $\mathbf{D}_{1}$ is 45 degrees counterclockwise with the earthquake rake angle (rake-45), $\mathbf{D}_{\mathbf{2}}$ is 45 degrees clockwise to the earthquake rake angle (rake +45 ) and $\mathbf{D}_{\mathbf{n}}$ is normal to the fault plane, parallel with $\mathbf{y}$ direction in this diagram. (c) A schematic diagram of the stress change source time functions, to be inverted, each composed of four rectangles, along three directions $\left(\mathbf{D}_{\mathbf{1}}, \mathbf{D}_{\mathbf{2}}\right.$ and $\left.\mathbf{D}_{\mathbf{n}}\right)$ on one subfualt interface on fault wall B. In this schematic case, blue rectangles represent stress drops and red rectangles represent stress increases. Direction $\mathbf{D}_{\mathbf{n}}$ is perpendicular to the fault plane (into the paper).


Figure 3. Surface trace of the vertical strike-slip fault (green circle chains) responsible for the 2016 M 5 Cushing (Oklahoma) earthquake with (a) eight virtual seismic stations distributed on two sides of the fault trace, and (b) five actual seismic stations that records the 2016 Cushing earthquake.


Figure 4. Final stress changes along (a) strike, (c) dip and (e) normal directions of the synthetic rupture model A generate by FEM and associated fault slip in (b) strike, (d) dip and (f) normal directions. The maximum slip is $\sim 0.4 \mathrm{~m}$ and event magnitude is $\sim \mathrm{Mw} 5.31$. The black dots shown in (a) and (d) represent the rupture initiation point in model A. The shear stress profile shown by the dashed line in (a) is displayed in Fig. 7.


Figure 5. (a) Relationship of smoothing factor $\lambda$ vs misfit (for waveforms on eight virtual stations), while using nine different $\beta$ factors shown in (b). The $\beta$ factor value has a neglectable effect on misfit change, thus nine lines overlap with each other and seem like one curve. The red dot represents $\lambda=1.5 * \mathrm{e}^{-4}$ and the green dot represents $\lambda=5 * \mathrm{e}^{-4}$.(b) The relationship of $\beta$ factor vs misfit, using the smoothing factor $\lambda=1.5 \mathrm{e}^{-4}$. The red dot represents $\beta=1.5 * \mathrm{e}^{-7}$ and the green dot represents $\beta=1.5 * \mathrm{e}^{-6}$.


Figure 6. Inverted results INV1 for the synthetic rupture model A shown in Fig. 4, using $\lambda=5 \mathrm{e}^{-4}$ and $\beta=1.5 \mathrm{e}^{-6}$ shown with green dots in Fig. 5 and using seismic data from eight stations shown in Fig. 3a. (a)(c)(e) The inverted stress change on strike, dip and normal directions. (b)(d)(f) The inverted slip along strike, dip and normal directions. The red dots represent the hypocenter location.


Figure 7 The stress change (blue line) along strike direction at depth of 3.5 km for the synthetic model A, shown by dashed line in Fig. 4a. The stress change is then smoothed over 500 m (one subfault) shown in yellow line and 1000 m (two subfault sizes) shown in orange line.


Figure 8. Inverted results INV2 for the synthetic rupture model A shown in Fig. 4, using $\lambda=1.5 \mathrm{e}^{-4}$ and $\beta=1.5 \mathrm{e}^{-7}$ shown with red dots in Fig. 5 and using seismic data from eight stations shown in Fig. 3a. (a)(c)(e) are inverted stress change in strike, dip and normal directions. (b)(d)(f) are associated slip along strike, dip and normal directions. The red dots represent the hypocenter location.


Figure 9. Inverted results INV3 for the synthetic rupture model A shown in Fig. 4, using $\lambda=1.5 \mathrm{e}^{-4}$ and $\beta=1.5 \mathrm{e}^{-7}$ shown with red dots in Fig. 5 and five seismic stations shown in Figure 3b. (a) is the inverted stress change in strike direction and (b) is the associated slip in strike direction.


Figure 10. Slip vs stress curves for the forward model A (red lines) compared with slip vs stress curves for the inverted result INV2 (blue lines), on grids located within the slip zone outlined by white rectangles in Fig. 8ad. The top right panel represents slip-stress history for near the hypocenter.


Figure 11. Checkerboard test results. (a)(b) The checkerboard model of stress changes and associated fault slip along strike direction. The black dot represents the rupture initiation point in the model. (c)(d) The inverted result for stress changes and fault slip along strike direction, using eight stations for inversion as shown in Fig. 3a. (e)(f) The inverted result for stress changes and fault slip along strike direction, using five stations for inversion as shown in Fig. 3b.


Figure 12. Comparison of the inverted stress change (a)(e) and resultant final slip (b)(f) between the dynamic stress inversion method (top) the kinematic slip inversion method (bottom). Slip-stress evolution history for the hypocenter (central point of the left slip patch in (a)) is shown in (c) and for the central point in another slip patch in (a) is shown in (d).

