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Abstract

In global applications and data sparse regions, which comprise most of the earth, hydrologic model-based flood monitoring relies

on precipitation data from satellite multisensor precipitation products or numerical weather forecasts. However, these products

often exhibit substantial errors during the meteorological conditions that lead to flooding, including extreme rainfall. The

propagation of precipitation forcing errors to predicted runoff and streamflow is scale-dependent and requires an understanding

of the autocorrelation structure of precipitation errors, since error autocorrelation impacts the accumulation of precipitation

errors over space and time in hydrologic models. Previous efforts to account for satellite precipitation uncertainty in hydrologic

models have demonstrated the potential for improving streamflow estimates; however, these efforts use satellite precipitation

error models that rely heavily on ground reference data such as rain gages or weather radar and do not characterize the

nonstationarity of precipitation error autocorrelation structures. This work evaluates a new method, the Space-Time Rainfall

Error and Autocorrelation Model (STREAM), which stochastically generates possible true precipitation fields, as input to

the Hillslope Link Model to generate ensemble streamflow estimates. Unlike previous error models, STREAM represents the

nonstationary and anisotropic autocorrelation structure of satellite 2 precipitation error and does not use any ground reference

to do so. Ensemble streamflow predictions are compared with streamflow generated using satellite precipitation fields as well

as a radar-gage precipitation dataset during peak flow events. Results demonstrate that this approach to accounting for

precipitation uncertainty effectively characterizes the uncertainty in streamflow estimates and reduces the error of predicted

streamflow. Streamflow ensembles forced by STREAM improve streamflow prediction nearly to the level obtained using ground-

reference forcing data across basin sizes.
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Abstract 10 

In global applications and data sparse regions, which comprise most of the earth, hydrologic 11 

model-based flood monitoring relies on precipitation data from satellite multisensor precipitation 12 

products or numerical weather forecasts. However, these products often exhibit substantial errors 13 

during the meteorological conditions that lead to flooding, including extreme rainfall. The 14 

propagation of precipitation forcing errors to predicted runoff and streamflow is scale-dependent 15 

and requires an understanding of the autocorrelation structure of precipitation errors, since error 16 

autocorrelation impacts the accumulation of precipitation errors over space and time in hydrologic 17 

models. Previous efforts to account for satellite precipitation uncertainty in hydrologic models 18 

have demonstrated the potential for improving streamflow estimates; however, these efforts use 19 

satellite precipitation error models that rely heavily on ground reference data such as rain gages or 20 

weather radar and do not characterize the nonstationarity of precipitation error autocorrelation 21 

structures. This work evaluates a new method, the Space-Time Rainfall Error and Autocorrelation 22 

Model (STREAM), which stochastically generates possible true precipitation fields, as input to the 23 

Hillslope Link Model to generate ensemble streamflow estimates. Unlike previous error models, 24 

STREAM represents the nonstationary and anisotropic autocorrelation structure of satellite 25 
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precipitation error and does not use any ground reference to do so. Ensemble streamflow 26 

predictions are compared with streamflow generated using satellite precipitation fields as well as 27 

a radar-gage precipitation dataset during peak flow events. Results demonstrate that this approach 28 

to accounting for precipitation uncertainty effectively characterizes the uncertainty in streamflow 29 

estimates and reduces the error of predicted streamflow. Streamflow ensembles forced by 30 

STREAM improve streamflow prediction nearly to the level obtained using ground-reference 31 

forcing data across basin sizes. 32 

Keywords: satellite methods, precipitation, catchment dynamics, uncertainty 33 

1. Introduction 34 

1.1 Motivation 35 

Hydrologic models are central to efforts to mitigate the devastating impacts of floods and are 36 

used around the world to predict streamflow, with particular interest in high streamflow events 37 

that cause flooding (e.g., Alfieri et al., 2013; Wu et al., 2014). Despite continual advances, these 38 

models cannot perfectly predict streamflow for a number of reasons. In addition to model 39 

uncertainty (i.e. imperfect representation of physical processes and parameter uncertainty), forcing 40 

uncertainty due to errors in rainfall data—whether obtained from gauge data, radar, numerical 41 

weather prediction model (NWP) forecasts, or satellite multi-sensor precipitation (SMP) 42 

products—leads to errors in runoff and streamflow estimates (Hong et al., 2006; Sperna Weiland 43 

et al., 2015). In global hydrologic modeling studies, precipitation forcing data has been found to 44 

be the primary driver of predictive uncertainty, and using parameter calibration to compensate for 45 

biases in meteorological forcing data can actually result in inconsistent performance between 46 

calibration and evaluation periods, leading to calls for “improved characterization of global rainfall 47 
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amounts at spatial resolutions of 0.5° and smaller” (Fekete et al., 2004; Sperna Weiland et al., 48 

2015). 49 

Precipitation uncertainty in basins in high latitudes and the tropics leads to hydrologic 50 

uncertainty of the same or greater magnitudes due to the relatively moist soil conditions and 51 

propensity of rainfall to become runoff in these regions (Biemans et al., 2009; Fekete et al., 2004). 52 

Precipitation error propagation is more variable in semi-arid regions where the rainfall-runoff 53 

generation processes are highly nonlinear (Fekete et al., 2004). Initial and simulated soil moisture 54 

conditions in watersheds, which are also critical to accurate streamflow prediction, are dependent 55 

on multiple previous precipitation events (Alvarez-Garreton et al., 2014; Tramblay et al., 2010, 56 

2011).   57 

The issue of precipitation uncertainty in streamflow prediction is particularly prevalent in 58 

regional-to-global-scale efforts, which due to lack of alternatives, typically must rely on either 59 

precipitation from satellites or numerical weather models—both of which are prone to 60 

substantially larger errors than in-situ gage measurements. Examples include the Global Flood 61 

Monitoring System (GFMS; Wu et al., 2014) and the Global Flood Awareness System (GloFAS; 62 

Alfieri et al., 2013). These use NASA’s Integrated MultisatellitE Retrieval for the Global 63 

Measurement Mission (IMERG) and the ECMWF Integrated Forecast System (EFS) data, 64 

respectively, to generate global streamflow predictions. Similar to other satellite multi-sensor 65 

precipitation products, IMERG precipitation estimates exhibit considerable systematic bias and 66 

random error, and IMERG often overestimates rainfall during extreme precipitation events (e.g., 67 

Anjum et al., 2018; Asong et al., 2017; Gilewski & Nawalany, 2018; Omranian et al., 2018; Wang 68 

et al., 2017). A number of studies have demonstrated that IMERG can introduce large uncertainties 69 

into streamflow predictions when compared with gauge-based or radar-gauge products, although 70 
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the extent to which IMERG-based results underperform varies (Amorim et al., 2020; Jiang & 71 

Bauer-Gottwein, 2019; N. Li et al., 2016). For instance, IMERG-forced streamflow predictions 72 

across China were shown to exhibit substantially more error in arid watersheds than humid 73 

watersheds (Jiang et al., 2019). 74 

For a thorough review of the use of satellite multi-sensor precipitation (SMP) products in 75 

hydrologic modeling, see Quintero et al. (2016). Hydrologic modeling is not the only satellite 76 

precipitation application that contends with satellite precipitation uncertainty; land surface 77 

modeling, snow simulations, groundwater modeling, and landslide hazard assessment are also 78 

susceptible to errors in output when ingesting erroneous precipitation data (e.g., Hartke et al., 2020; 79 

Maggioni et al., 2011; Marc et al., 2022; Pradhan & Indu, 2021; Raleigh et al., 2015; Schreiner-80 

McGraw & Ajami, 2020; Serpetzoglou et al., 2010; Shrestha et al., 2020). Although this work 81 

focuses on accounting for uncertainty in SMP data, numerical weather prediction model (NWP) 82 

precipitation fields also exhibit similar levels of bias and random error, including high 83 

uncertainties during extreme events, due to a highly dynamic atmosphere and the sensitivity of 84 

model precipitation forecasts to a range of model parameters (e.g., Lowrey & Yang, 2008; Luitel 85 

et al., 2018; Moosavi et al., 2021; Nasrollahi et al., 2012; Nogueira, 2020). 86 

1.2 Precipitation Error Modeling Background 87 

Within hydrologic models runoff is accumulated over a range of basin sizes, and precipitation 88 

error propagation is dependent on both basin scale as well as the autocorrelation of precipitation 89 

errors in space and time (Cunha et al., 2012; Nijssen & Lettenmaier, 2004; Nikolopoulos et al., 90 

2010). Error autocorrelation describes the intuitive fact that an overestimation of precipitation by 91 

IMERG at a pixel in a given timestep likely corresponds to an overestimation by IMERG in 92 
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surrounding pixels and timesteps. While accumulation during rainfall-runoff generation processes 93 

can serve to “average out” random errors in precipitation datasets, it can also serve to accumulate 94 

a field of precipitation with correlated errors (i.e. precipitation being overestimated over an entire 95 

storm system) and propagate these into streamflow predictions. Cunha et al. (2012) found “the 96 

efficiency of the river basin in filtering out random errors to be highly sensitive to the presence of 97 

spatial correlation in errors,” and that “when rainfall errors are correlated in space, the process of 98 

aggregation and attenuation by the river network is not as effective in filtering out uncertainties.” 99 

Correctly simulating the autocorrelation of precipitation error fields is paramount to capturing 100 

precipitation uncertainty at coarser scales (e.g., basin scales; Hartke et al., 2022). Just like the 101 

correlation structure of precipitation, the correlation structure of precipitation error fields is 102 

anisotropic and nonstationary in time and space, changing depending on the observed precipitation 103 

system and retrieval conditions (i.e., errors may exhibit lower spatial autocorrelation during a 104 

scattered precipitation event than during a larger—and more highly spatially autocorrelated—105 

frontal precipitation event). 106 

A number of SMP error models have been introduced that generate distributions to describe 107 

the uncertainty surrounding a given SMP estimate at a single time and pixel (i.e., Kirstetter et al., 108 

2018; Maggioni et al., 2014; Wright et al., 2017; see Section 3.3). One of the major limitations of 109 

these “pixel-scale” error formulations is that they do not relate the uncertainty of SMP estimates 110 

across space and time; there is no intuitive way to combine the uncertainty distributions at every 111 

pixel in a field to create an ensemble of precipitation error fields. Previous work has attempted to 112 

link pixel-scale precipitation uncertainty estimates using calibrated correlation coefficients or 113 

lengths to quantify the space-time autocorrelation structure of errors (e.g., Ciach et al., 2007; 114 

Hossain & Anagnostou, 2006), but such approaches do not represent the nonstationarity of satellite 115 
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precipitation errors and rely on ground reference data for calibration. Previous studies on ensemble 116 

SMP error correction in hydrologic modeling have utilized the Two-Dimensional Satellite Rainfall 117 

Error Model (SREM2D; Hossain & Anagnostou, 2006), which does not account for the 118 

nonstationarity and anisotropy of SMP error correlation structures (Falck et al., 2015, 2018, 2021; 119 

Maggioni et al., 2013). These studies demonstrate that the inclusion of precipitation uncertainty 120 

using ensemble methods does generally improve streamflow prediction, although not always in 121 

large basins when an error model applies bias correction to entire basin areas (as shown with 122 

SREM2D in Falck et al., 2015), but do so using an approach that is not viable for most of the 123 

world, due to a scarcity of ground-based data which is unlikely to change.  124 

1.3 Incorporating satellite precipitation uncertainty into hydrologic modeling 125 

Accounting for precipitation uncertainty in hydrologic modeling applications poses a challenge 126 

because of the probabilistic nature of precipitation uncertainty, the nonstationary correlation 127 

structure of precipitation errors, and the need to calibrate precipitation uncertainty models with 128 

little to no ground-reference data in many parts of the world. The Space-Time Rainfall Error and 129 

Autocorrelation Model (STREAM) was developed with an eye to overcoming these challenges 130 

(Hartke et al. 2022). STREAM stochastically generates a precipitation ensemble that represents 131 

the possible true precipitation based on a satellite precipitation field (or a numerical weather 132 

forecast). It consists of two pieces: 1) using an uncalibrated, nonstationary error autocorrelation 133 

scheme that requires no ground reference data and 2) pixel-scale uncertainty estimates that can be 134 

obtained from existing error model formulations. By not calibrating the autocorrelation scheme on 135 

historical ground reference or SMP error fields and instead replicating the changing, anisotropic 136 

autocorrelation structure of SMP fields, STREAM nimbly incorporates nonstationarity into its 137 

representation of SMP uncertainty. Like previous ensemble-based approaches, STREAM 138 
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ensembles can be ingested by SMP applications, including hydrologic models, without any 139 

modification to the model structure.  140 

One strategy to address precipitation uncertainty in hydrologic modeling is bias correction 141 

(e.g., Charles et al., 2020; Ciupak et al., 2019; Habib et al., 2014; Ji et al., 2020). However, when 142 

applied in near real-time this approach only adjusts for systematic bias and does not consider or 143 

account for the substantial random error in SMP and NWP datasets. This work employs a bias 144 

correction scheme in order to compare such an approach with one that considers the full range of 145 

precipitation uncertainty – both systematic bias and random error. 146 

The goal of this work is to understand how precipitation uncertainty impacts streamflow 147 

estimates, with an emphasis on peak streamflow events, and assess whether STREAM presents a 148 

suitable way to account for IMERG uncertainty and improve predicted streamflow. In this work, 149 

IMERG uncertainty is incorporated into the Iowa Flood Center’s distributed hydrologic model, the 150 

Hillslope Link Model (HLM), using precipitation ensemble fields generated by STREAM. The 151 

resulting ensemble of streamflow estimates are compared against USGS observations as well as 152 

streamflow estimates from HLM when forced with IMERG-Early, a bias-corrected version of 153 

IMERG-Early, and a ground-reference product, NEXRAD Stage IV (Lin, 2011). Unlike previous 154 

attempts to account for SMP uncertainty, namely by using SREM2D, STREAM ensembles model 155 

the nonstationarity of SMP error correlation structures and do not rely on ground-reference 156 

precipitation data to do so. 157 

This paper is structured as follows: the study area in Iowa and precipitation and streamflow 158 

datasets are described in Section 2. Section 3 details the methodology of the Hillslope Link Model 159 

and STREAM and presents the chosen evaluation metrics for streamflow results. Section 4 160 
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presents HLM simulation results using a range of precipitation inputs. Results and implications of 161 

this work are discussed in Section 5. 162 

2. Study Area and Data 163 

2.1 Study Area and Period 164 

The study area comprises the state of Iowa (roughly  97°W to 90°W, 40°N to 44°N), including 165 

the major river basins of the Cedar, Iowa, Skunk, and Des Moines rivers that drain into the 166 

Mississippi River along the eastern border of the state (Figure 1c). This study area is classified as 167 

humid continental on the Koppen climate scale, covers a range of watersheds and sub watersheds, 168 

and is comparable to or larger than many study areas used to validate hydrologic performance of 169 

SMP data (e.g., Amorim et al., 2020; Maggioni et al., 2013; Nikolopoulos et al., 2010). In the past 170 

three decades, the state has experienced several widespread flooding events with substantial social 171 

and economic tolls, with the most notable events occurring in 1993, 2008, and 2011 (Lott, 1993; 172 

Mutel, 2010; Vennapusa & White, 2015). The study period covers 2008 – 2013, which includes 173 

one of the largest flood events that Iowa has experienced in June 2008 (Budikova et al., 2010; 174 

Smith et al., 2013). 175 

2.2 Precipitation Data 176 

The NEXRAD Stage IV radar-gauge product, available over the Continental U.S. (CONUS) 177 

at an hourly, 1/24˚ resolution (Lin, 2011), is used as the ground-reference precipitation product in 178 

this work. Although Stage IV is not exempt from errors, it has been considered to exhibit negligible 179 

uncertainty relative to SMP data in previous SMP studies (e.g., Aghakouchak et al., 2011), and is 180 

considered highly accurate in this study region (Quintero et al., 2020b). 181 
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NASA’s IMERG satellite product is available globally from 2000 to present at a half-hourly, 182 

0.1° resolution in three versions: IMERG-Early at a 4-hour latency, available in near real-time but 183 

excluding remote sensing data following a satellite pass, IMERG-Late at a 12-hour latency, which 184 

incorporates additional remote sensing retrievals, and IMERG-Final at an approximately 2.5 185 

month latency, which assimilates gauge data to improve product accuracy (Huffman et al., 2019; 186 

Tan et al., 2019). In this work, IMERG-Early is used because of its low latency and availability 187 

for early warning systems. IMERG-Early is rescaled to an hourly resolution to match the temporal 188 

resolution of Stage IV data during calibration of the SMP error model required for STREAM 189 

(Section 3.2). 190 

The threshold of detection for all precipitation data in this work is 0.1 mm/hour, consistent 191 

with previous sub daily precipitation studies (e.g., Germann & Zawadzki, 2002; Li et al., 2021). 192 

2.3 Streamflow Data 193 

USGS gauge data throughout the state of Iowa was used to validate the streamflow estimated 194 

by the Hillslope Link Model (Section 3.1). A total of 192 USGS stations are used. Periods with 195 

missing streamflow data are excluded from analysis. Fourteen gauge sites which are heavily 196 

influenced by reservoir operations or other anthropogenic diversions are also excluded from 197 

analysis since the hydrologic model described in Section 3.1 does not account for these effects. 198 

Roughly 20% of the resulting 178 gauge sites have an upstream area less than 100 km2; 30% of 199 

sites have upstream areas between 100 and 1,000 km2; 15% of gauge sites have upstream areas 200 

greater than 5,000 km2 with the largest upstream area being 32,645 km2 at the Des Moines River 201 

at Keosauqua (Figure 1d). 202 
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3. Methods 203 

3.1 Hillslope Link Model 204 

The Iowa Flood Center’s Hillslope Link Model is a continuous rainfall-runoff model that 205 

routes runoff calculated at individual ‘hillslopes’ (Figure 1b) into links which are connected via 206 

channel routing (Figure 1a; Krajewski et al., 2017). The HLM was developed initially as part of 207 

the Iowa Flood Information System (IFIS; Demir et al., 2018; Demir & Krajewski, 2013; 208 

Krajewski et al., 2017) in response to the devastating 2008 flooding in eastern Iowa and began 209 

operational use in 2012, providing distributed streamflow predictions and a flood potential index 210 

(Quintero et al., 2020a) every 15 minutes at sites across the state (Figure 1c). This study uses the 211 

same parameters as in the operational model and does not calibrate the HLM model for specific 212 

precipitation datasets. Although the HLM is not a continental or global scale model that utilizes 213 

SMP or NWP data, it shares the objective of other operational forecast models to provide 214 

expedient, accurate data to prepare communities for potential high flow and flooding events. 215 

In the HLM, the landscape is divided into individual channels and hillslopes based on USGS 216 

digital elevation model (DEM) data with a 90-meter resolution. Rainfall input is partitioned into 217 

soil moisture, drainage, and runoff fluxes. The uncertainty in rainfall input data is viewed as one 218 

of the largest uncertainty sources for model predictions (Quintero et al., 2020b). 219 
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3.2 Space-Time Rainfall Error and Autocorrelation Model (STREAM) 220 

The Space-Time Rainfall Error and Autocorrelation Model (STREAM) was developed to 221 

allow pixel-scale SMP uncertainty estimates to be combined in space and time by simulating the 222 

space-time autocorrelation structure of SMP error using minimal ground reference data (Hartke, 223 

Wright, Li, Maggioni, & Dalia, 2021). The space-time correlation structure of an SMP field – in 224 

this application, IMERG – is adopted as the space-time correlation structure of SMP error at each 225 

time step using the python package pySTEPs and a semi-Lagrangian advection scheme (Pulkkinen 226 

et al., 2019; Figure 2; see Hartke et al., (2022) for further details). IMERG uncertainty at each 227 

pixel and timestep is represented by a distribution that is conditional on an IMERG precipitation 228 

estimate; selecting any value randomly from this conditional distribution produces equally 229 

Figure 1. Methodology schematic of the Iowa Flood Center's Hillslope Link Model. (a) A channel 

routing program combines the (b) runoff calculated from hillslopes for individual channel links. 

(c) Model streamflow estimates are output and compared to observed streamflow at USGS gauge 

sites across the state of Iowa. (d) Histogram of upstream area at all sites. Figures from Quintero 

et al. (2020a) and Quintero et al. (2020b). 
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probable values for the true precipitation. To generate a field of possible true precipitation values, 230 

however, requires consideration of the correlation between satellite precipitation errors. Error 231 

autocorrelation describes the intuitive fact that an overestimation of precipitation by IMERG at a 232 

pixel in a given timestep likely corresponds to an overestimation by IMERG in surrounding pixels 233 

and timesteps. By stochastically generating uniform noise fields that replicate the autocorrelation 234 

structure of IMERG fields, a proxy for the unknown autocorrelation structure of the IMERG error 235 

field, possible true precipitation values can be selected from conditional distributions to generate 236 

precipitation fields which incorporate autocorrelated precipitation errors (Figure 2). The Censored 237 

Figure 2.  STREAM schematic (Hartke et al. 2022) 
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Shifted Gamma Distribution (CSGD) error model and the conditional distributions it generates are 238 

further described in Section 3.3. 239 

As in Hartke et al. (2022), the CSGD error model is used here to generate pixel-scale 240 

uncertainty distributions for IMERG estimates at every time step and pixel in the study area. For 241 

further information on STREAM, see Hartke et al. (2022). 242 

3.3 The Censored Shifted Gamma Distribution Error Model and a Bias-corrected 243 

IMERG 244 

The Censored Shifted Gamma Distribution error model was first introduced by Scheuerer & 245 

Hamill (2015) for post-processing of NWP precipitation fields and was adapted by Wright et al. 246 

(2017) to characterize the uncertainty of single satellite precipitation estimates across the 247 

continental U.S. The CSGD which is used to describe the uncertainty around a precipitation 248 

estimate is an adaptation of the two-parameter gamma distribution with an additional “shift” 249 

parameter δ that shifts the probability density function (PDF) leftward. The density left of zero 250 

represents the probability of zero precipitation, while the density at any value greater than zero 251 

represents the likelihood of that amount of precipitation (Figure 3c). The reparameterized 252 

distribution is then left-censored at zero, replacing all negative values with zero. 253 

A regression model, described by error model parameters 𝛼1, 𝛼2, 𝛼3, and 𝛼4, is trained based 254 

on contemporaneous co-located SMP and ground-truth observations. The calibrated model 255 

generates unique “conditional” CSGD parameters μ(t), σ(t), and δ(t) at any time t as a function of 256 

the model parameters and the SMP estimate 𝑅𝑠(𝑡): 257 

𝜇(𝑡) =
𝜇𝑐

𝛼1
log {1 + (exp(𝛼1) − 1) [𝛼2 + 𝛼3

𝑅𝑠(𝑡)

�̅�
]}   Equation 1, 258 
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𝜎(𝑡) =  𝛼4𝜎𝑐√
𝜇(𝑡)

𝜇𝑐
     Equation 2, 259 

𝛿(𝑡) =  𝛿𝑐     Equation 3, 260 

 261 

Where 𝜇𝑐, 𝜎𝑐, and 𝛿𝑐 are the parameters of the climatological CSGD, calculated using SMP 262 

data (Figure 3a and b), and �̅� is the mean of SMP estimates. μ(t), σ(t), and δ(t) are the parameters 263 

of a conditional CSGD describing the uncertainty around SMP estimate 𝑅𝑠(𝑡) (Figure 3c). 264 

Equations 1-3 describing the CSGD are written in terms of its mean and standard deviation but 265 

can be reparametrized in terms of shape and scale parameters. The error model parameters and 266 

climatological CSGD can be trained for a single location using ground reference and SMP 267 

timeseries from a single grid cell or can be regionalized by concatenating the timeseries from 268 

multiple grid cells and using the resulting timeseries during calibration. In this application of the 269 

STREAM (Section 3.2), the CSGD error model is trained regionally over 25 0.1° grid cells at a 270 

time (5 grid cells wide and 5 grid cells high; Figure 3a). This approach ensures that sufficient data 271 

is used during model training and that differences in IMERG error characteristics are represented 272 

across the study region. 273 

Figure 3.  (Left) Climatological mu of 5 by 5 pixel “regional” CGSD error models in study area. 

(Middle) CDF of climatological CSGD for region over Iowa City. (Right) Conditional CSGDs 

generated using regional error model calibrated over Iowa City for IMERG estimates of 1 mm/hr 

(blue) and 5 mm/hr (pink). 
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An additional precipitation dataset is generated by selecting the mean value of the conditional 274 

distribution generated for each IMERG estimate in space and time, adjusting the IMERG estimate 275 

for systematic bias. This precipitation dataset is effectively a bias-corrected version of IMERG 276 

and is referred to as bias-corrected IMERG in the remainder of this work. 277 

3.4 Experimental Set Up 278 

The HLM is run for April – October in 2008 – 2013 at a 1-hour timestep with the following 279 

five precipitation inputs: 0.1° IMERG, 0.1° Stage IV, 1/24° Stage IV, 0.1° STREAM ensemble 280 

fields (Section 3.2), and a 0.1° bias-corrected IMERG field (Section 3.3). All precipitation inputs 281 

produce deterministic streamflow estimates except the STREAM ensemble fields, which produce 282 

an ensemble of streamflow estimates. Two resolutions of Stage IV precipitation are used so that 283 

the coarser 0.1° product, bilinearly interpolated from the native 1/24° resolution product, matches 284 

the resolution of IMERG, and any differences between the performance of the two Stage IV 285 

products can be attributed to the resolution of the precipitation data. The first month of the HLM 286 

simulation in each year (April) is discarded as a spin-up period, and May – October is used for 287 

evaluation. 288 

3.5 Streamflow Peak Event Identification 289 

In order to assess HLM streamflow performance during high flow events, we identify peak 290 

events using the wavelet-based event identification method proposed in Towler & McCreight 291 

(2021) and Liu et al. (2011). This method assesses the statistical significance of the spectral power 292 

“jumps” that large streamflow events represent when the entire streamflow record is transformed 293 

into spectral space using a wavelet transform, which creates a representation of the signal in both 294 

the time and frequency domain (Figure 4 a-c). We assessed the power spectrum averaged over the 295 
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1-8 day period to find statistically 296 

significant events at this scale. 297 

Wavelet-based event identification is 298 

advantageous because it allows 299 

comparison of peak event 300 

characteristics (peak flow, flow 301 

volume, event duration) without the 302 

complication of timing errors. 303 

Intermittent periods with missing 304 

data in USGS gauge records are 305 

linearly interpolated for the purposes 306 

of event identification and calculation 307 

of total event volume. After identifying 308 

events at each gauge site using 309 

observed USGS streamflow (Figure 310 

4d), the peak event flow and total event 311 

volume are calculated for the five 312 

largest events, as determined by event 313 

volume, using the observed streamflow 314 

and the simulated streamflow obtained 315 

by forcing HLM with all precipitation datasets. At almost every gauge site, the top five identified 316 

events included events during June 2008 and June 2013. The mean absolute error (MAE) of 317 

IMERG and Stage IV simulations and mean continuous ranked probability score (MCRPS; 318 

Figure 4.  (a) Hydrograph, (b) Wavelet power spectrum 

of streamflow, and (c) Variance of the power spectrum 

averaged over 1-8 day (24-192 hour) period for 2008 at 

the Cedar River at Cedar Rapids. (d) The identified five 

largest events at each gauge site over 2008-2013 study 

period. 
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described in Section 3.6) of STREAM simulations are calculated for peak flow and event volume 319 

at these events. 320 

3.6 Performance metrics 321 

The normalized root mean squared error (NRMSE), also referred to as the relative RMSE 322 

(Falck et al., 2015), is calculated for IMERG-based and Stage IV-based streamflow as well as for 323 

the mean of the STREAM-based streamflow ensemble. 324 

𝑁𝑅𝑀𝑆𝐸 =  
√

1

𝑁
∑ (�̂�𝑡−𝑄𝑡)2𝑁

𝑡=1

1

𝑁
∑ 𝑄𝑡

𝑁
𝑡=1

    Equation 4, 325 

Where 𝑄𝑡 is the observed streamflow and �̂�𝑡 is the predicted streamflow at timestep t. The 326 

mean absolute error (MAE) for deterministic streamflow estimates and the mean continuous 327 

ranked probability score (MCRPS) for streamflow ensembles are calculated. The continuous 328 

ranked probability score of an ensemble streamflow estimate is analogous to the absolute error of 329 

a single streamflow estimate and reduces to the absolute error as the ensemble size decreases to 330 

one; therefore, the MCRPS of a probabilistic streamflow timeseries is analogous to the MAE of a 331 

deterministic timeseries, allowing for comparison of performance between probabilistic and 332 

deterministic streamflow predictions. 333 

𝑀𝐴𝐸 =  
1

𝑁
∑ |�̂�𝑡 − 𝑄𝑡|𝑁

𝑡=1      Equation 5, 334 

𝑀𝐶𝑅𝑃𝑆 =
1

𝑁
∑ ∫ [𝐹(�̂�𝑡) − 𝐼(�̂�𝑡 ≥ 𝑄𝑡)]

2
𝑑�̂�𝑡

 

ℝ
𝑁
𝑡=1    Equation 6, 335 
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Where 𝐹(�̂�𝑡) is the forecasted distribution of streamflow, in this case an ensemble rather than 336 

an explicit distribution, and 𝐼[•] is an indicator function. The ideal value for NRMSE, MAE, and 337 

MCRPS is 0, and higher values indicate worse performance. 338 

The containing ratio (CR) is the proportion of observed streamflow data which lies within the 339 

range of the streamflow ensemble generated using STREAM precipitation ensembles. This 340 

probabilistic performance metric, and its counterpart, the exceedance ratio (ER), have been used 341 

by previous work in the satellite precipitation, hydrologic modeling, and forecast verification 342 

communities to assess ensemble performance (e.g. Franz & Hogue, 2011; Hartke et al., 2021; 343 

Maggioni et al., 2013; Xiong & O’Connor, 2008) 344 

𝐶𝑅 =  
1

𝑛
∑ 𝐼[𝑄𝑡]𝑛

𝑡=1      Equation 7, 345 

Where the indicator function 𝐼[•] is equal to one when 𝑄𝑡 is bracketed by the minimum and 346 

maximum values of the predicted streamflow ensemble at timestep t and is equal to zero when 𝑄𝑡 347 

lies outside the ensemble. The ideal value for CR is 1, indicating that the ensemble brackets 348 

observed streamflow in every instance, while the poorest performance would be indicated by a 349 

value of 0. 350 

The uncertainty ratio (UR) is the ratio between ensemble spread and the corresponding 351 

observed streamflow at each timestep and has been used in previous studies of probabilistic 352 

streamflow and soil moisture (Falck et al., 2015; Maggioni et al., 2011). 353 

𝑈𝑅 =  
∑ (�̂�𝑡𝑚𝑎𝑥−�̂�𝑡𝑚𝑖𝑛)𝑛

𝑡=1

∑ 𝑄𝑡
𝑛
𝑡=1

    Equation 8, 354 

The UR can vary between 0 and infinity, with lower values indicating lower ensemble spread 355 

relative to observed streamflow. A high CR and low UR are ideal for ensemble predictions because 356 
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this indicates that an ensemble is consistently bracketing observations while maintaining a small 357 

ensemble spread relative to observed streamflow values. Periods with missing data in USGS gauge 358 

records are excluded when calculating the above performance metrics. 359 

4. Results 360 

4.1 Performance of HLM streamflow estimates 361 

Figure 5 shows the containing ratio (CR) of the streamflow ensemble generated using 362 

STREAM ensemble precipitation input and the percent reduction in MAE of the IMERG-based 363 

streamflow when compared to the MCRPS of the STREAM-based streamflow ensemble. The CR 364 

of the STREAM-based streamflow ensemble varies across the study area but is consistently high 365 

in watersheds in eastern and western Iowa. Lower CR values in the Des Moines Lobe landform in 366 

central Iowa correspond to an area where the HLM configuration has low performance, mainly 367 

because the model does not account for changes in infiltration and flow due to agricultural tile 368 

drainage systems (Quintero et al., 2020). The MCRPS of the STREAM-based streamflow 369 

Figure 5.  (Left) Map showing containing ratio (CR) of streamflow ensemble generated by HLM 

using STREAM ensemble as input and (Right) Percent difference between MAE of IMERG-based 

streamflow and MCRPS of STREAM-based streamflow ensemble. The STREAM-based streamflow 

ensemble has a MCRPS that is 20 - 60% lower than the MAE of IMERG-based streamflow at most 

gauge sites in the study area. Different geomorphological landforms across the state are shaded. 
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ensemble is lower than the MAE of IMERG-based streamflow across all watersheds, reducing the 370 

MAE by up to 80% in some locations.  371 

Figure 6 plots the NRMSE, MAE and MCRPS of IMERG-, Stage IV-, and STREAM-based 372 

streamflow estimates. The CR and UR of the STREAM-based ensemble are also presented in 373 

panels c and d. Stage IV-based streamflow generally exhibits the lowest error; however, the 374 

STREAM-based streamflow exhibits errors nearly as low as that of Stage IV-based streamflow 375 

and much lower than that of the IMERG-based simulations. MAE and MCRPS increase with 376 

upstream area, which is expected since streamflow magnitudes are greater in bigger basins. The 377 

reduction in MCRPS relative to MAE by STREAM-based streamflow estimates increases 378 

substantially with basin size; the STREAM-based streamflow ensemble exhibits a MCRPS 50% 379 

lower than the MAE of IMERG-based streamflow estimates at gauge sites with upstream areas 380 

greater than 10,000 km2. Except for basins < 100 km2, the CR of STREAM simulations generally 381 

increases with upstream area when basins < 100 km2 (the size of a single IMERG pixel) are 382 

excluded, while the UR of the STREAM ensemble consistently decreases with upstream area. The 383 
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large ensemble spreads in small basins reflected by high UR may be due to the limitations of 384 

hydrological models in simulating fast hydrological responses in small basins, when remote 385 

sensing products such as IMERG are too coarse to capture (Nimmo et al., 2021; Széles et al., 386 

2020).  387 

Figure 6.  (a) NRMSE and (b) MAE and MCRPS calculated for all streamflow estimates. (c) 

Containing Ratio, and (d) Uncertainty Ratio calculated for STREAM-based streamflow estimates 

April-October 2008-2013 at USGS gauge sites across Iowa as a function of upstream area. The 

green areas in (c) and (d) highlight results from gauges with upstream areas less than 100 km2, 

an area smaller than that of a single IMERG grid cell. 
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Figure 7 displays the MCRPS and CR of STREAM-based streamflow ensembles as a function 388 

of ensemble size and upstream area. Ensemble members were chosen at random to generate this 389 

plot. MCRPS generally decreases and CR generally increases with increasing ensemble size. As 390 

shown previously in Figure 5, MCRPS increases with upstream area. MCRPS decreases with 391 

ensemble size in basins less than 4500 km2 in size until an ensemble size of 10 is reached, after 392 

which the MCRPS appears to stabilize. In basins larger than 4500 km2, a larger ensemble appears 393 

to improve MCRPS until an ensemble size of 20 is reached. The CR demonstrates greater change 394 

with ensemble size; for all basin sizes, the CR continuously increases with ensemble size, and 395 

basins less than 100 km2 (greater than 2000 km2) in size eventually level out at a CR of 396 

approximately 0.6 (0.55). The upstream area range that consistently has the lowest CR is 100 – 397 

750 km2.  398 

Figure 7.  (Left) MCRPS and (Right) Containing Ratio of STREAM-based streamflow ensemble as a 

function of ensemble size and basin area. The MCRPS decreases with increasing ensemble size 

and is lowest in basins with the smallest upstream areas. CR increases with ensemble size. 
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4.2 Performance of HLM streamflow estimates during extreme flow events 399 

Figure 8 illustrates observed and simulated HLM streamflow during identified peak flow 400 

events at three gauges: the Cedar River at Cedar Rapids (6,492 km2), the Iowa River at Lone Tree 401 

(4,291 km2), and East Nishnabotna River at Red Oak (897 km2). Visual comparison of observed 402 

and simulated streamflow reveals that Stage IV-based estimates generally match observations 403 

leading up to and during high flow events; however, even though Stage IV precipitation data is 404 

relatively accurate, Stage IV-based streamflow peaks often lag behind observed peaks, indicating 405 

a timing error in the hydrologic model. Further, Stage IV-based streamflow does not agree with 406 

observed streamflow during the recession period (e.g. late June 2008 at the Cedar River in Figure 407 

8). In almost all high flow events illustrated in Figure 8, IMERG-based streamflow overestimates 408 

the actual streamflow, sometimes by a considerable margin. This is consistent with findings that 409 

IMERG-Early tends to overestimate extreme precipitation in this part of the world (Li et al., 2022). 410 

The STREAM simulation mean generally matches Stage IV and observations more than IMERG, 411 

and the 90% confidence interval brackets the observed streamflow at almost all timesteps during 412 

increasing and peak flows. The STREAM 90% CI is widest during periods when IMERG 413 

uncertainty is high and IMERG-based streamflow estimates correspondingly exhibit high error 414 

(e.g., the 2010 event in Figure 8). All HLM simulations exhibit a tendency to underestimate 415 

streamflow during the recession period following peak events. 416 

The MAE of IMERG- and Stage IV-based streamflow and MCRPS of STREAM-based 417 

streamflow ensembles when estimating the peak flow, event volume, and event duration calculated 418 

for the largest ten events during the study period at each gauge are shown in Figure 9a-c. As with 419 

the MAE and MCRPS for estimating streamflow, the MAE and MCRPS for estimated peak flow 420 

and event volume increase with upstream basin area. The MCRPS of STREAM-based peak flow 421 
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estimates is substantially reduced relative to the MAE of IMERG-based peak flow at gauge 422 

locations with upstream areas greater than 1,000 km2. The accuracy of event volume predictions 423 

does not improve as much as the accuracy of peak flow when predicted using the STREAM 424 

ensemble instead of IMERG. The absolute error in estimated peak flow, event volume, and event 425 

duration for identified events at 97 gauge stations in June 2008 and 101 gauge stations in June 426 

Figure 8. Example of identified peak streamflow events and performance of HLM streamflow 

estimates at three USGS gauge sites. Observed streamflow from USGS gauges (black) and 

predicted streamflow is shown for HLM results based on Stage IV (green), IMERG (blue), and the 

STREAM ensemble (red). 
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2013 are shown in Figure 9d-f and Figure 9g-i, respectively. As found in Quintero et al. (2020b), 427 

errors in peak flow estimation increase with upstream area (Figure 9d, 9g). The absolute error for 428 

STREAM simulations is shown as a 90% confidence interval, representing the range of STREAM-429 

based estimates for peak flow, event volume, and event duration, which may be interpreted as the 430 

range of uncertainty surrounding these event metrics due to precipitation error. IMERG 431 

Figure 9.  (Top) The MAE of IMERG-based and Stage IV-based estimates and MCRPS of STREAM-

based estimates of (a) event maximum streamflow and (b) event total volume for the ten largest 

events at each gauge site. (Middle) The absolute error of simulated estimates of (d) peak flow, 

(e) event volume, and (f) event duration during the June 2008 events detected at 97 gauge sites. 

(Bottom) Absolute error of simulated estimates of (g) peak flow, (h) event volume, and (i) event 

duration during the June 2013 events detected at 101 gauge sites 
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consistently overestimates peak flow and volume across all sites during the 2008 event while Stage 432 

IV estimates are much closer to observed values. The 90% CI of the STREAM-based simulation 433 

consistently brackets observed peak flow and duration but fails to capture event volume in several 434 

sites with high upstream areas during the 2013 event. The performance of all simulations and range 435 

of uncertainty surrounding event duration in 2008 and 2013 are comparable across basin sizes. 436 

4.3 Effect of precipitation uncertainty, precipitation resolution, and bias-correction 437 

Figure 10 presents the proportion of streamflow error (here in terms of MAE) that can be 438 

attributed to different precipitation sources, sorted by upstream area. Figure 10a shows the percent 439 

reduction in MAE from IMERG-based streamflow to streamflow forced by more accurate Stage 440 

IV data (at 0.1° resolution and at native resolution). The percentage of streamflow MAE 441 

attributable to IMERG uncertainty increases with upstream area and ranges from 20 to 40% of 442 

MAE on average across basin sizes.  In some basins, this percentage is as high as 60. Figure 10b 443 

Figure 10.  (a) Percent reduction in streamflow MAE from IMERG-based streamflow to native 

resolution and 0.1° Stage IV-based streamflow. (b) The reduction in streamflow MAE when using 

bias-corrected IMERG and the STREAM ensemble instead of IMERG as precipitation input to the 

Hillslope Link Model. The MCRPS is used to calculate the reduction in streamflow MAE for the 

STREAM ensemble. 
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compares the percent reduction of IMERG-based streamflow MAE when compared to bias-444 

corrected IMERG (yellow; described in Section 3.3) and the STREAM ensemble simulations 445 

(magenta). The reduction in streamflow MAE is consistently higher across basin sizes when using 446 

the STREAM ensemble instead of bias-corrected IMERG to force the HLM. In some basins, using 447 

bias-corrected IMERG to predict streamflow actually increases the MAE  448 

of predicted streamflow relative to IMERG. Unlike the STREAM-based streamflow estimates, 449 

streamflow based on bias-corrected IMERG appears to perform worse relative to IMERG as the 450 

upstream area increases at gauge sites. Although Figure 10b is calculated using all streamflow 451 

estimates, Supplemental Figure 2 shows the same analysis for the highest 10% of streamflow 452 

observations at each gauge site.  453 

5. Discussion 454 

5.1 Performance of HLM streamflow estimates overall and during peak flow events 455 

Across study results, use of the STREAM ensemble to force the HLM hydrologic model 456 

improves streamflow performance to nearly the same degree as use of ground reference data, 457 

relative to the satellite multisensor product IMERG. Results that demonstrate greater relative 458 

improvement in MAE in large basins when using STREAM ensemble fields to force the HLM 459 

(Figures 6,10) correspond to results in Falck et al. (2018), which found greater reduction in random 460 

error at large basin scales in Brazil. The notably greater reduction in MCRPS relative to MAE in 461 

large basins demonstrates the importance of accounting for precipitation uncertainty in hydrologic 462 

models for basins greater than 10,000 km2 in size (Figures 5 and 6). While the error in streamflow 463 

estimates in small basins may not greatly improve when precipitation uncertainty is accounted for, 464 

accounting for precipitation uncertainty in large basins noticeably reduces error in streamflow 465 
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estimates. That STREAM-based streamflow ensembles exhibit NRMSE and MCRPS nearly as 466 

low as that of Stage IV-based streamflow ensembles across all gauge sites overall and during peak 467 

events (Figures 5 and 9) demonstrates that STREAM effectively captures the range of true 468 

precipitation and is effective at substantially reducing the effects of precipitation uncertainty on 469 

HLM output. Notably, this is contingent on both the ability of STREAM to simulate the space-470 

time autocorrelation structure of errors as well as the ability of the CSGD error model to provide 471 

apt uncertainty characterizations for every IMERG estimate. Improved streamflow prediction 472 

using the STREAM ensemble supports previous work demonstrating the advantages of ensemble-473 

based, probabilistic flood forecasting (e.g., Cloke & Pappenberger, 2009; Verbunt et al., 2007). 474 

The STREAM ensemble outperforms bias-corrected IMERG because firstly, the bias-475 

corrected product cannot simulate extreme rain rates while it is correcting for the systematic 476 

tendency of IMERG to overestimate moderate to high precipitation events and, furthermore, it 477 

cannot simulate high rain rates over multiple pixels (e.g., autocorrelated errors) in a watershed, 478 

which leads to heavy underestimation of streamflow in instances when high rain rates are, in fact, 479 

occurring across a watershed. 480 

It is also interesting that IMERG-based streamflow does not always fall within the STREAM 481 

ensemble range, especially during peak flows (see Figure 8, Supplemental Figure 1). This occurs 482 

when IMERG overestimates precipitation over multiple pixels and the STREAM methodology 483 

generates precipitation fields that may contain some high rain rates, or a similar area of 484 

precipitation, but that overall reduce the amount of IMERG-estimated precipitation across a 485 

region. Essentially, during process of correcting for systematic bias, simulating the range of 486 

random error, and simulating error autocorrelation structures, STREAM recognizes that such a 487 

large area of extreme rainfall observed by IMERG is statistically very unlikely to correspond to 488 
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such extreme ‘true’ rainfall; thus, no ensemble members are generated that predict this high 489 

regional precipitation as the possible true rainfall. The resulting streamflow forced by the 490 

STREAM ensemble does not bracket the IMERG-based simulation, but it is clear that STREAM 491 

was correct in generally reducing precipitation rates and the STREAM ensemble replicates the 492 

Stage IV simulation and observations more than IMERG (Figure 8, Supplemental Figure 1). 493 

The decreasing UR and increasing CR of the STREAM-based streamflow ensemble with 494 

upstream area may be due to smaller relative uncertainties (UC) in larger basins (as in Falck et al., 495 

2015; Maggioni et al., 2013). These UR and CR trends also demonstrate that the higher CR in 496 

larger basins is not due to a significantly larger ensemble spread relative to the average streamflow. 497 

These results are consistent with previous findings by Falck et al. (2015), which also found UR to 498 

decrease with increasing upstream area in Brazil. Additionally, it could be expected that basins 499 

with upstream areas < 100 km2 perform differently than larger basins (e.g., Figure 6c) because the 500 

runoff in these basins is based on a single IMERG estimate and does not need to account for the 501 

autocorrelation of errors in multiple IMERG estimates across a watershed. Decreasing 502 

performance of bias-corrected IMERG predictions with upstream area (Figure 9b, Supplemental 503 

Figure 2b) indicates that basins in this study area are not effectively filtering out precipitation 504 

random error. Otherwise, larger basin areas should correspond to better performance of streamflow 505 

predictions generated by IMERG and bias-corrected IMERG. That STREAM-based predictions 506 

meanwhile improve in performance with upstream area (Figure 9b, Supplemental Figure 2b) 507 

indicates that (1) autocorrelation of random errors has a substantial impact on the propagation of 508 

precipitation error in the HLM and (2) STREAM effectively simulates such autocorrelation 509 

structures. 510 
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The containing ratio and MCRPS show consistent improvement with increasing ensemble size 511 

until approximately an ensemble size of approximately 30 (Figure 7). In small basins, fewer 512 

ensemble members are required, which is intuitive given the limited variety of potential true 513 

precipitation fields that an ensemble generates for basins covered by only a handful of IMERG 514 

pixels. However, in large basins, where there are more possible combinations of precipitation error 515 

and error autocorrelation structures, more realizations of the possible true precipitation fields are 516 

required to capture observed streamflow. 517 

The Hillslope Link Model was designed principally to monitor high streamflow conditions that 518 

may endanger communities and infrastructure in Iowa. It is therefore not unexpected that its 519 

streamflow estimates during low flow conditions do not consistently match USGS observations 520 

(see Figure 8; Quintero, et al., 2020). Given the inaccuracy in HLM streamflow estimates during 521 

low flow conditions or recessions after peak events even when the high-quality Stage IV product 522 

is used (e.g. Figure 8) provides reasonable grounds to conclude that poor streamflow accuracy at 523 

low flows is due to structural or parameter error within HLM rather that problems with the 524 

precipitation. Visual inspection of hydrographs also reveals timing errors in predicted peak 525 

streamflow events that can be attributed to either the HLM or insufficient temporal resolution of 526 

precipitation forcing data, but not to precipitation uncertainty since even the high accuracy ground 527 

reference precipitation dataset fails to generate correct timing of peak streamflow in some 528 

instances (Figure 8, bottom left panel). 529 

5.2 Effect of precipitation uncertainty, precipitation resolution, and bias-correction 530 

A sizeable percentage—between 20 and 40% on average across basin sizes—of the error in 531 

predicted streamflow using IMERG data can be attributed to errors in this precipitation data 532 
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product (Figure 10a). The minimal difference in reduction in predicted streamflow MAE when 533 

using 1/24° and 0.1° resolution Stage IV demonstrates that uncertainty in precipitation data makes 534 

a larger contribution towards the error in simulated streamflow than does the resolution of the 535 

precipitation data. Coarser resolution Stage IV improves predicted streamflow accuracy slightly 536 

more that native resolution Stage IV, except in the largest basins (Figure 10a). When only the top 537 

10% of streamflow observations are considered, however, native resolution Stage IV outperforms 538 

the coarser resolution product in all basin size categories except those less than 100 km2 539 

(Supplemental Figure 2). The ability of coarser resolution ground reference data to produce 540 

streamflow estimates with a slightly lower MAE than 1/24° resolution ground reference data is 541 

most likely due to sampling error; several of the USGS gauge sites for basins in this study only 542 

have available data for two or three of the years in the six years study period.  543 

Correcting for systematic bias does not account for random error, which is a substantial 544 

component of overall IMERG and other SMP product uncertainty (Figure 10b). During all flows 545 

and particularly during the highest subset of streamflow across gauge sites, streamflow error is 546 

consistently reduced more when the STREAM ensemble is used as input to the HLM rather than 547 

the bias-corrected IMERG dataset. This demonstrates the inadequacy of bias correction as an 548 

approach to addressing precipitation uncertainty in hydrologic models like the HLM and supports 549 

similar findings in (Habib et al., 2014) and (REFERENCE) Hartke et al (2020) regarding SMP 550 

uncertainty in runoff simulations and landslide hazard applications, respectively. 551 

6. Summary and Conclusions 552 

Although satellite multisensor precipitation products and numerical weather model fields have 553 

made possible near real-time hydrologic modeling on a continental to global scale in recent 554 
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decades, streamflow estimates are hampered by the uncertainty in precipitation data from these 555 

sources. Overestimation, underestimation, and incorrect detection of precipitation all lead to less 556 

accurate estimates of runoff and streamflow in hydrologic models. Although hydrologic model 557 

calibration may reduce the propagation of forcing data uncertainty, it is no substitute for explicitly 558 

representing the uncertainty in forcing precipitation data, which includes substantial random error 559 

in addition to systematic bias. However, this effort is complicated by the need to simulate the 560 

autocorrelation structure of precipitation errors in order to capture basin-scale precipitation 561 

uncertainty, while minimizing reliance on ground references and representing precipitation 562 

uncertainty in a way that hydrologic models or other applications with deterministic inputs can 563 

readily ingest. 564 

In this paper, precipitation ensembles generated by the Space-Time Rainfall Error and 565 

Autocorrelation Model (STREAM) are used to force the Hillslope Link Model and simulate 566 

streamflow ensembles which reflect the uncertainty in precipitation forcing from IMERG. Using 567 

STREAM ensembles substantially reduces the error in streamflow estimates overall and during 568 

peak flow events. Results show that a substantial portion of the error between predicted and 569 

observed streamflow—as much as 60%—is due to the error in IMERG. Correcting for systematic 570 

bias while neglecting the range of random error is shown to be an insufficient approach to 571 

addressing precipitation uncertainty and can actually worsen streamflow predictions. Results also 572 

reemphasize the results of Cunha et al. (2012)—that the spatial autocorrelation of precipitation 573 

errors heavily impacts the ability of basins to filter out precipitation uncertainty. Although 574 

STREAM is applied to SMP data in this work and in Hartke et al. (2022), it is also applicable to 575 

numerical weather prediction (NWP) model fields. 576 
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Although the error characterization in this work utilizes a ground reference product for 577 

calibration, recent work by Li et al. (2021) demonstrates a method for characterizing satellite 578 

precipitation uncertainty using dual-precipitation radar data; this will allow STREAM to generate 579 

precipitation ensembles to represent satellite precipitation uncertainty anywhere in the world 580 

without ground reference data. Future work will use a similar methodology as demonstrated in this 581 

work to account for satellite precipitation uncertainty in hydrologic modeling on a continental to 582 

global scale without reliance on any ground-based precipitation data. 583 
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Supplemental Material 849 

 850 

 851 

Supplemental Figure 1.  As in Figure 8, example of identified peak streamflow events and 

performance of HLM streamflow estimates at three additional USGS gauge sites. Observed 

streamflow from USGS gauges (black) and predicted streamflow is shown for HLM results based 

on Stage IV (green), IMERG (blue), and the STREAM ensemble (red). 
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 852 

Supplemental Figure 2. As in Figure 10, but for top 10% of USGS streamflow observations. (a) 

Percent reduction in streamflow MAE from IMERG-based streamflow to native resolution and 

0.1° Stage IV-based streamflow. This represents the percentage of streamflow MAE that is 

attributable to IMERG uncertainty and demonstrates the relatively small portion of streamflow 

MAE that is attributable to the resolution difference in precipitation data. (b) The reduction in 

streamflow MAE when using bias-corrected IMERG and the STREAM ensemble instead of IMERG 

as precipitation input to the Hillslope Link Model. The MCRPS is used to calculate the reduction 

in streamflow MAE for the STREAM ensemble. 


