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Abstract

As climate-driven risks for the world’s coastlines increase, understanding and predicting morphological changes as well as

developing efficient systems for coastal forecast has become of the foremost importance for adaptation to climate change and

informed coastal management choices. Artificial Intelligence, especially deep learning, is a powerful technology that has been

rapidly evolving over the last couple of decades and can offer new means of analysis for the coastal science field. Yet, the potential

of these technologies for coastal geomorphology remains relatively unexplored with respect to other scientific fields. This article

investigates the use of Artificial Neural Networks and Bayesian Networks in combination with fully coupled hydrodynamics

and morphological models (Delft3D) for predicting morphological changes and sediment transport along coastal systems. Two

sets of deep learning models were tested, one set relying on localized modelling outputs or localized data sources and one

set having reduced dependency from modeling outputs and, once trained, solely relying on boundary conditions and coastline

geometry. The first set of models provides regression values greater than 0.95 and 0.86 for training and testing. The second set

of reduced-dependency models provides regression values greater than 0.84 and 0.76 for training and testing. Both model types

require a running time of the order of minutes, compared to the several hours of running times of the hydrodynamic models.

Our results highlight the potential of deep learning and statistical models for coastal applications.

1
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Abstract:  8 

As climate-driven risks for the world’s coastlines increase, understanding and predicting 9 

morphological changes as well as developing efficient systems for coastal forecast has become 10 

of the foremost importance for adaptation to climate change and informed coastal management 11 

choices. Artificial Intelligence, especially deep learning, is a powerful technology that has been 12 

rapidly evolving over the last couple of decades and can offer new means of analysis for the 13 

coastal science field. Yet, the potential of these technologies for coastal geomorphology 14 

remains relatively unexplored with respect to other scientific fields. This article investigates 15 

the use of Artificial Neural Networks and Bayesian Networks in combination with fully 16 

coupled hydrodynamics and morphological models (Delft3D) for predicting morphological 17 

changes and sediment transport along coastal systems. Two sets of deep learning models were 18 

tested, one set relying on localized modelling outputs or localized data sources and one set 19 

having reduced dependency from modeling outputs and, once trained, solely relying on 20 

boundary conditions and coastline geometry. The first set of models provides regression values 21 

greater than 0.95 and 0.86 for training and testing. The second set of reduced-dependency 22 

models provides regression values greater than 0.84 and 0.76 for training and testing. Both 23 

model types require a running time of the order of minutes, compared to the several hours of 24 
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running times of the hydrodynamic models. Our results highlight the potential of deep learning 25 

and statistical models for coastal applications. 26 

 27 

Plain language summary: 28 

Predicting future amounts of erosion/sedimentation and sediment transport along a coastline is 29 

important for coastline management in response to climate change. Artificial intelligence is a 30 

technique which has been widely used to make predictions in variety of engineering fields, but 31 

its potential hasn't been fully explored for coastal science. This study proposes different 32 

Artificial Intelligence models for prediction of erosion/sedimentation rates and sediment 33 

transport along coastlines. These Artificial Intelligence models require some input data which 34 

are retrieved from traditional numerical models, commonly used to reproduce the movement 35 

of sediments and water. These traditional models require a lot of computer power and time to 36 

give results. The Artificial Intelligence models that we propose here can instead provide 37 

predictions of coastal change almost instantaneously and with minimal computer power. We 38 

tested two types of Artificial Intelligence Models. The first set of models are based on a large 39 

amount of input data and gives predictions which are very accurate (around 90%). The second 40 

set of models are based on a very limited amount of input data which can be very easy to find 41 

for coastal managers. The latter don't work as good as the previous set but still provide 42 

information with 70% accuracy. 43 

 44 

Keywords: Morphological changes; Sediment Transport; Neural Networks; Bayesian 45 

Networks; Delft3D 46 

1. Introduction 47 

More than 600 million people live along coastal areas less than 10 meters above sea level 48 

and the ocean economy, and associated ecosystem services are worth around 3 to 6 trillion 49 
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annually (Deutz, Kellett, & Zoltani, 2018; UNCC, 2020). The unfolding impact of climate 50 

change on the coastal zone is expected to be increasingly disruptive at all spatial scales and 51 

derives from the complex overlaps of multiple agents including sea level rise, storms, and 52 

anthropogenic influences. For instance, in the UK alone, the need to realign coastal defenses 53 

in response to sea level rise is expected to increase the cost of coastal infrastructure 54 

maintenance by 150-400% (Dawson et al., 2016).  Projections from IPCC indicate that Europe 55 

will face storms with higher frequency and the sea level rise will increase the risk of storms 56 

and tidal floods leading to greater erosion (Huang-Lachmann & Lovett, 2016).  In Europe, the 57 

Netherlands is expected to be most affect by sea level rise and more than 4 million people will 58 

be living below sea level by 2100 (Buchholz, 2020). According to Nunez and Staff (2022), in 59 

2050 the United States is predicted to receive damaging floods 10 times more than it does 60 

today. Population living in the East and Gulf Coasts are among the most vulnerable to flooding. 61 

Out of the huge number of people affected by the rising sea levels, 70% of the people are 62 

estimated to be living in just eight countries in Asia (Buchholz, 2020). Most affected people 63 

will be from China followed by Bangladesh and India. People in Vietnam, Indonesia, Thailand, 64 

the Philippines, and Japan would also be largely affected. 65 

Coastal change results from the imbalance between the import and export of sediments, 66 

with sediment starvation been normally associated to coastal erosion. Coastline mobility takes 67 

place over a yearly time scale but high intensity storm events can lead to significant coastal 68 

changes (Plant, Robert Thieler, & Passeri, 2016). Understanding and predicting coastlines 69 

evolution is essential for climate adaptation and the correct management of coastal systems.  70 

Numerical models have been one of the preferred tools for investigating coastal 71 

hydrodynamics and coastal change and underpin a variety of coastal engineering applications 72 

(e.g., Ciavola et al. (2011) and USGS (2015); Lyddon et al., 2019; King et al., 2021) with 73 

sophisticated modelling suite been able to predict both hydrodynamic and morphological 74 
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conditions under different scenarios (C. Chen et al., 2022; Muñoz et al., 2022; Shchepetkin & 75 

McWilliams, 2005). These numerical models can be computationally expensive and are not 76 

always easily available to a variety of stakeholders. Artificial Intelligence applications have 77 

been also used for coastal applications. Sumangala and Warrior (2022) combined Artificial 78 

Neural Network (ANN) and numerical simulations to improve the prediction of current 79 

velocities in the near-shelf and far-shelf regions of northern bay of Bengal. Rodriguez-Delgado, 80 

Bergillos, and Iglesias (2019) utilized ANN for optimization of layout and position of a wave 81 

farm for coastal protection at Playa Granada, a beach on Mediterranean coast of southern Spain. 82 

López, Aragonés, Villacampa, and Compañ (2018) predicted the cross-shore beach profile 83 

using ANN for the sand beaches of coast of province of Valencia, Spain. 84 

However, there are still many unknown about the potential of combining Artificial 85 

Intelligence techniques with hydro-morphodynamic modelling and this manuscript aims at 86 

investigating synergies between the two methodologies and their potential for predicting 87 

morphological changes and sediment transport along the coastline. The main goal of this 88 

manuscript is the development of a procedure allowing maximization of numerical modelling 89 

outputs for a variety of coastal application through their embedding within computationally 90 

efficient data-driven models.   91 

Within this context, two sets of Artificial Intelligence models, aimed at predicting 92 

coastal change and suspended sediment transport, were tested in combination with hydro-93 

morphodynamic modelling. One set relying on localized modelling outputs or localized data 94 

sources and one set having a reduced dependency from modelling outputs and, once trained, 95 

solely relying on boundary conditions information.  96 

Specifically, a hydro-morphodynamic model was developed for Morecambe Bay, UK 97 

using Delft3D and was combined that with 4 different Artificial Neural Networks and two 98 
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Bayesian Networks models with the goal of forecasting Sediment transport and morphological 99 

changes along the coastline.    100 

The test case in analysis is Morecambe Bay, a macrotidal embayment located in the 101 

north-west of England. Morecambe Bay (fig. 1) opens south-west into the Irish sea and most 102 

of its shoreline is covered in fine sand (Mason, Scott, & Dance, 2010). Intertidal zones are very 103 

susceptible to changes mainly in sandbanks and subtidal channels, which can be noticed even 104 

within a single season. Morecambe Bay experiences spring tidal waves with amplitudes up to 105 

10m. The fetch length of waves for Morecambe Bay is constrained by landmasses such as 106 

Ireland and Isle of Man and sprints at bay mouth. However, the significant wave height at the 107 

mouth of the bay reaches up to 2m for about 10% of the year and for the remaining duration of 108 

the year significant wave height remain around 0.5m. Coastal change and suspended sediment 109 

transport in Morecambe Bay were simulated under different external forcing conditions using 110 

Delft3D.  111 
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112 

Fig. 1 Morecambe Bay model domain and bathymetry with observation points (circles) 113 

Delft3D solves the 3-D Navier-Stokes equations for incompressible free-surface flow 114 

under the shallow water approximation for unsteady, incompressible, turbulent flow. The 115 

hydrodynamic and morphodynamic modules are fully coupled so that the flow field adjusts in 116 

real-time as the bed topography changes. The module Delft3D-WAVE can be then used to 117 

simulate wave generation, propagation, and nonlinear wave-wave interactions. Within this 118 

module, bottom dissipation, whitecapping, and depth induced breaking are fully accounted for 119 

in a dissipation term (Booij, Ris, & Holthuijsen, 1999).  120 

Modeling results were recorded at 286 observation points along the Morecambe Bay 121 

shoreline, as presented in Fig 1. Artificial neural network (ANN) and Bayesian Network (BN) 122 

were trained to predict morphological changes and Depth Averaged Suspended Sediment 123 

Transport (SST). 124 
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ANN, sometime referred to as black-box (Akrami, El-Shafie, & Jaafar, 2013; Pavitra 125 

Kumar et al., 2021), mimics the human brain structure (El-Shafie, Noureldin, Taha, Hussain, 126 

& Mukhlisin, 2012; P. Kumar et al., 2020) to provide variables predictions through 127 

establishment of relationships between them and other pre-define inputs (Akrami et al., 2013). 128 

It has the capability of predicting non-linear variables and has found widespread application 129 

across physics and engineering (Arqub & Abo-Hammour, 2014). Fig 2. illustrates a basic ANN 130 

structures. ANN models receive inputs at the input layer which contains as many nodes as the 131 

number of inputs. Nodes in the input layer are connected to those of the hidden layer. As an 132 

example, the ANN in fig 2a consists of two hidden layers H1 and H2 containing 5 nodes each 133 

(N1, N2, N3, N4, and N5). However, there can be any number of hidden layers with any number 134 

of nodes depending upon the level of complexity needed to deal with the inputs-outputs 135 

relationships. The hidden layer is followed by the output layer where the product of all the 136 

calculations within the network is provided (Fig 2a).  The information received at the input 137 

layer is processed forward through the hidden layers to reach the output layer (El-Shafie & 138 

Noureldin, 2011). The structure of ANN shown in fig 2a is an example of Feed-Forward Neural 139 

Network (FFNN) where the information provided at the input layer flows forward from the 140 

input layer to the output layer. In contrast to feed-forward, fig 2b represents a Recurrent Neural 141 

Network (RNN) i.e., Elman Neural Network (ENN). In this case, a copy of the information 142 

flowing from input to output is diverted back in the hidden layers. ENN was designed for voice 143 

processing problems (Li et al., 2019) and is similar to the FFNN except for the addition of the 144 

context layer (Tampelini, Boscarioli, Peres, & Sampaio, 2011) which stores a copy of the 145 

information to be provided to the hidden layers in the subsequent calculation steps 146 

(Mahdaviani, Mazyar, Majidi, & Saraee, 2008). Each hidden layers have its own context layer 147 

with the number of nodes equal to the number of nodes in the corresponding hidden layer. The 148 
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context layer acts as a memory to the ENN as it holds a copy of activations of previous time 149 

step (Sheela & Deepa, 2013). 150 

151 

Fig. 2 Basic structure of ANN models (a) FFNN and (b) ENN 152 

Bayesian Network is a statistical model which provides a framework for probabilistic 153 

prediction (Plant & Stockdon, 2012). BN evaluates the probability of a certain outcome based 154 

on prior probabilities developed by the network among the output and input variables. BN can 155 

use relationships and inductive reasoning to calculate the joint probability between the input 156 

variables (S. H. Chen & Pollino, 2012; Palmsten, Splinter, Plant, & Stockdon, 2014; Wilson, 157 

Adams, Hapke, Lentz, & Brenner, 2015). BN works on Bayes’ theorem (Gutierrez, Plant, & 158 

Thieler, 2011) which provides a relation (eq. 1) to calculate the probability of occurrence of an 159 

event depending on the occurrence of other event(s) (Yates & Le Cozannet, 2012). 160 

 161 

 is the probability of the occurrence of event , given a set of events . 162 

Occurrence of an event can be joint occurrence of different events. For example, occurrence of 163 

the event “morphological change” is a joint occurrence of higher wave height and greater depth 164 

averaged velocity. The event scenarios i and j refers to the number of event R and observation 165 

O.  is said to be the likelihood of the set of observations (O) for the known event R, 166 
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which represents the strength of the correlation between O and R.  is the prior probability 167 

of the event R.  is the likelihood of the observations. 168 

2. Methods and Data 169 

2.1 Simulation 170 

Delft3D is used for simulating the hydrodynamics and morphdynamics of Morecambe 171 

Bay. The model grid has a varying resolution from around 120 x 200m onshore to around 1000 172 

x 300m offshore. The bathymetry of Morecambe Bay (Fig 1) has been obtained from EDINA 173 

Marine Digimap download service (https://digimap.edina.ac.uk/roam/download/marine). 174 

DTM data from LiDAR surveys at 2 m resolution were then used for areas covering the 175 

shoreline and were downloaded from the UK Environment Agency’s LiDAR data archive 176 

(https://environment.data.gov.uk/DefraDataDownload/?Mode=survey). The model boundary 177 

is forced with ten tidal harmonics (M2, S2, N2, K2, K1, O1, P1, Q1, S1, M4) interpolated 178 

across the two boundary extremes and derived from the global tidal model GOT-e 4.10c (Ray, 179 

1999; Stammer et al., 2014). The model was calibrated using OpenDA and through comparison 180 

of the simulated water level values with values at the Heysham tidal station 181 

(https://ntslf.org/data/uk-network-real-time). The model was calibrated using OpenDA 182 

(Carnacina, Lima Rego, Verlaan, Zijl, & Van der Kaaij, 2015; Karri et al., 2013; Kurniawan, 183 

Ooi, Hummel, & Gerritsen, 2011; "OpenDA: Integrating models and observations,"). OpenDA 184 

interfaces with Delft3D and uses a derivative free algorithm (DUD or doesn't use derivative, 185 

Ralston and Jennrich, 1978), an algorithm for non-linear least squares minimization, to 186 

minimize a quadratic cost function based on differences between observed and model water 187 

levels through changing of roughness coefficient, water depth and boundary conditions. 188 

Successive iterations of the numerical simulation were repeated until the convergence criteria 189 

was reached. The accuracy was evaluated using the Brier Skill Score (Murphy and Epstein, 190 

1989) defined as: 191 

https://digimap.edina.ac.uk/roam/download/marine
https://environment.data.gov.uk/DefraDataDownload/?Mode=survey
https://ntslf.org/data/uk-network-real-time
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 192 

where , for which  is the correlation 193 

coefficient,  is the standard deviation,  is a normalization term, and X and Y are observed 194 

and modelled values. The model was calibrated from January 5th to February 20th, 2018 195 

(Leonardi, 2022).  The Brier Skill score in this case was 0.99. The model was subsequently run 196 

for 89 days, with a time step of 1 min from 1st of January to 30th March. The hydrodynamic 197 

model is fully coupled with a morphological model and the bathymetry is updated with a 198 

morphological scale factor of 10. The total morphological changes simulated with the factor of 199 

10 for the whole simulation period (89 days in this case) is equivalent to morphological changes 200 

simulated for 10 times the original simulation period (i.e., 890 days). Non-Cohesive sediment 201 

type with specific density as 2650 kg/m3 and dry bed density as 1600 kg/m3 is used for 202 

simulating the sediment transportation. The initial sediment layer thickness at bed is set to 5m. 203 

Depth averaged (2DH) advection diffusion equation is solved for suspended sediment load 204 

calculation (Brakenhoff et al., 2020; Galappatti & Vreugdenhil, 1985). Van Rijn (1993) 205 

distinguished the bedload with suspended load based on a reference height (0.05m for this 206 

case), above which is considered as suspended load transport and below which is considered 207 

as bedload. The depth-averaged equilibrium concentration, solved using expressions provided 208 

by Van Rijn (2007), is used for calculation of sediment exchange between the bed and water 209 

column, which includes computation of velocity profile and vertical concentration profile. 210 

Near-bed reference concentration (Ca), computed by eq. 3, is required to compute the vertical 211 

sediment concentration profile. 212 

 213 
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where:  is the critical bed shear stress,  is grain related bed shear stress due to current 214 

and waves,  is median sediment diameter (120 m, in this case), a is Van Rijn’s reference 215 

height and  is non-dimensional grain size. The depth averaged suspended load transport is 216 

calculated by eq. 4. 217 

 218 

where:  is depth averaged suspended sediment transport,  is depth averaged velocity,  is 219 

depth averaged sediment concentration and  is water depth. 220 

Different boundary conditions were simulated by changing the significant wave height 221 

at the boundary (0.25m, 0.5m, 0.75m, 1m, 1.5m and 2m). Modelling results were recorded 222 

every ten minutes (simulated times) at 286 observation points plotted along the coastline at 223 

around 500m from each other (fig 1). The following variables were considered: Depth average 224 

velocity, Water depth, Significant Wave Height, Peak Wave Period, Wavelength, Cumulative 225 

Erosion/Sedimentation, and Depth Averaged Suspended Sediment Transport (SST). The time-226 

series data of these variables from all 286 points and for all boundary forcing were then fed to 227 

ANN, ENN, and BN models in different format as required by these models for training. 228 

2.2.1 Artificial Neural Network Modeling 229 

The first set of ANN and ENN modeling was fed with modelling outputs time-series of 230 

Depth average velocity, Water depth, Significant Wave Height, Peak Wave Period, and 231 

Wavelength at the observation points as input to the models and target of the models were 232 

morphological changes and SST at the same observation points. For FFNN, data is divided into 233 

three datasets: training, testing, and validation dataset with corresponding percentage of 80, 10, 234 

and 10 percent (Gazzaz, Yusoff, Aris, Juahir, & Ramli, 2012), respectively. For ENN, data is 235 

divided into training and testing dataset with corresponding percentage of 80 and 20 percent 236 

(Y. Chen, Song, Liu, Yang, & Li, 2020; Liu, Yan, Tai, Xu, & Li, 2012). The training dataset 237 

is used for training the models i.e., updating the weights and biases of the network (de Gennaro 238 
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et al., 2013; Najah, El-Shafie, Karim, & Jaafar, 2011). The validation dataset is used for 239 

preventing the overfitting of the model. Weights and biases are not updated in the validation 240 

process. Testing dataset is used for testing the final predictive strength of the model (P. Kumar 241 

et al., 2020). Training of ANN and ENN models requires a pre-defined configuration in terms 242 

of number of hidden layers and nodes because prediction accuracy of the model also depends 243 

on these factors. For instance, models having a smaller number of hidden layers and nodes fail 244 

to learn complete pattern of variations in the training dataset, thus lowering prediction 245 

accuracy. Similarly, models having greater number of hidden layers and nodes become more 246 

complex structure for the data with least variations leading to overfitting of the model, thus 247 

lowering prediction accuracy (Uzair & Jamil, 2020). Hence, an optimum number of hidden 248 

layers and its nodes are to be chosen for greater accuracy. In this study, training of FFNN and 249 

ENN models have been done on different combinations of hidden layers and nodes as presented 250 

in table 1. Optimum model, which provides better accuracy, is selected from these 251 

combinations based on the performance criteria. Training and analysis of FFNN and ENN 252 

models were done on MATLAB platform. 253 

Table 1. Combination of hidden layers and nodes for FFNN and ENN 254 

Model Hidden Layers 
Number of nodes in Hidden layers 

H1 H2 H3 

FFNN 2 10 10 - 

2 15 15 - 

2 20 20 - 

2 25 25 - 

3 10 10 10 

3 15 15 15 

3 20 20 20 

3 25 25 25 

ENN 2 10 10 - 

2 15 15 - 

2 20 20 - 

2 25 25 - 

3 10 10 10 

3 15 15 15 

3 20 20 20 

3 25 25 25 
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 255 

2.2.2 Bayesian Modeling 256 

The data received from Delft3D for Bayesian modeling is divided into two datasets: 257 

training and testing dataset with percentage division of 80 and 20 percent, respectively. Like 258 

the ANN modeling, Depth average velocity, Water depth, Significant Wave Height, Peak Wave 259 

Period, and Wavelength, are used as input to train the model for prediction of morphological 260 

changes, and SST. Each variable is represented by a node in BN (Gutierrez, Plant, Thieler, & 261 

Turecek, 2015; Zeigler et al., 2017). The joint correlation within the variables in BN (262 

) can be expressed as: 263 

 264 

 265 

where  and  represents the probability of morphological change and SST, given the joint 266 

probability distribution with other variables (V: depth average velocity, D: water depth, WH: 267 

significant wave height, WP: peak wave period, WL: wavelength). The data for Bayesian 268 

modeling is divided into different bins for training.  The number of bins selected for training 269 

determines the ability of the network to fit the data (Wang, Oldham, & Hipsey, 2016). For this 270 

study, input data was divided into 5 bins and target data was divided into two bin scenarios 271 

(Table 2). Training and analysis of these BN models were done using the Netica software 272 

package developed by Norsys Software Corporation. 273 

Table 2. Classification of data into different number of bins 274 

Mean Depth 

Average Velocity 

(m/s) 

Mean 

Water 

depth (m) 

Mean Wave 

Height (m) 

Mean 

Wavelength 

(m) 

Mean Wave 

Period (s) 

<0.2 0 - 2 0 - 0.05 0 - 10 0 - 2 
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0.2 - 0.4 2 - 4 0.05 - 0.1 10 - 20 2 - 3 

0.4 - 0.6 4 - 6 0.1 - 0.2 20 - 30 3 - 4 

0.6 - 0.8 6 - 8 0.2 - 0.3 30 - 40 4 - 5 

0.8 – 1.0 8 - 14 0.3 - 0.45 40 - 60 >5 

Morphological change 

(m/year) 

(7 bins) 

SST 

(m3/s/m) 

(7 bins) 

Morphological change 

(m/year) 

(5 bins) 

SST 

(m3/s/m) 

(5 bins) 

<-2 0 – 0.0001 <-2 0 – 0.0001 

-2 - -1 0.0001 – 0.0002 -2 - -1 0.0001 – 0.0002 

-1 – 0 0.0002 – 0.0003 -1 – 1 0.0002 – 0.0004 

0 0.0003 – 0.0004 1 – 2 0.0004 – 0.0006 

0 - 1 0.0004 – 0.0005 >=2 >=0.0006 

1 - 2 0.0005 – 0.0006 - - 

>=2 >=0.0006 - - 

 275 

2.3.1 Reduced Dependency Neural Networks modeling  276 

Models developed in above sections are capable of predicting morphological changes 277 

and SST at the observation points along the coastline. But these models require input data such 278 

as Depth average velocity, Water depth, Significant Wave Height, Peak Wave Period, and 279 

Wavelength, at the same observation points for prediction and thus relies on localized data 280 

sources, which might not necessarily be easily available without an existing modelling run or 281 

data stations. Hence, this section proposes a model which was trained solely through boundary 282 

conditions of significant wave height, distance of the coastline from the boundary and angle of 283 

the coastline with respect to wave direction for prediction of morphological changes and SST 284 

at the observation points. The distance of each observation point from the boundary and the 285 

direction of the coastline in proximity of the observation point can be easily inferred from the 286 

geometry of the coastline though GIS. This set of reduced dependency models bypasses the 287 
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need for numerical simulations and localized data sources. For this scenario, FFNN and ENN 288 

models were trained using the same data division percentage mentioned in the above sections 289 

and using the same sets of hidden layers and nodes as presented in table 1.  290 

2.3.2 Reduced Dependency Bayesian modeling  291 

Bayesian models were also developed using boundary conditions, distance and angle 292 

of the coastline as input variables. The joint correlation within the variables in BN is thus: 293 

 294 

 295 

where  and  represents the probability of morphological changes rate and SST, given the 296 

joint probability distribution with other variables (WH: significant wave height, Dt: distance, 297 

A: angle of the coastline). 298 

For training and analysis of these BN models, same data division process was followed 299 

as done in previous BN models. Number of bins for the target data was same as presented in 300 

table 2. However, the classification of inputs into number of bins were as presented in table 3. 301 

 302 

Table 3. Classification of input data into different number of bins 303 

Significant Wave Height 

(m) 

Distance 

(Km) 

Angle 

(Degree) 

0.25 10 – 15 0 – 50 

0.50 15 – 20 50 – 100 

0.75 20 – 25 100 – 200 

1.00 25 – 30 200 – 250 

1.50 30 – 40 250 – 300 

2.00 >=40 300 – 360 

 304 
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3. Performance Criteria 305 

Prediction accuracy of ANN models is measured using regression, mean square error and 306 

Nash-Sutcliffe efficiency parameters (eq. 9, 10, and 11). The regression value is a statistical 307 

measure indicating how the data is fitting to its best fit line but does not reflect the deviation 308 

between predicted and target values. Hence, an additional parameters Mean Square Error 309 

(MSE) and Nash–Sutcliffe efficiency (NSE) were included to account the error in the predicted 310 

values. NSE measures the efficiency of the model on the scale of - to 1, where 1 represents 311 

most efficient model. For BN models, the success percentage is used to measure the accuracy 312 

of the model, which indicates the number of correct bins predicted by the model over total 313 

number of attempts (eq. 12). The success percentage +/- 1 (eq. 11) bin indicates the total 314 

number of correct bin predictions plus the number of times the model has predicted bins 315 

immediately next to the correct ones.  316 

Regression 317 

 318 

Mean Square Error 319 

 320 

Nash–Sutcliffe efficiency 321 

 322 

Success Percentage 323 

 324 

        (11) 325 



 17 

4. Results 326 

4.1 Simulation 327 

 Fig 3 provides an example of numerical modelling outputs at one of the 286 observation 328 

points (Fig 1). Modelling outputs were recorded every 10 minutes for the whole simulation 329 

period (89 days) and include:  Depth average velocity, Water depth, Significant Wave Height, 330 

Peak Wave Period, Wavelength, Cumulative Erosion/Sedimentation, and SST. Cumulative 331 

Erosion/Sedimentation was converted to morphological change rate (m/y). The values of each 332 

time series were averaged and fed into the ANN and Bayesian models. The average values 333 

received from Delft3D was divided into three datasets (training, testing, and validation) for 334 

FFNN and two datasets (training and testing) for ENN. The division was such that all the 335 

datasets were statistically similar i.e., datasets have similar mean values. While dividing, it was 336 

ensured that the maximum and minimum values of the target data lie in the training dataset so 337 

that the models experience the extreme levels of the data pattern. FFNN and ENN models were 338 

trained with different number of hidden layers with different number of nodes in them. Separate 339 

models were trained for prediction of morphological change and SST. The results of the models 340 

trained for prediction of both morphological changes and SST are presented in table 4 and 5. 341 
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342 

Fig. 3. Numerical modeling output 343 

Table 4. Performance of FFNN and ENN models in predicting morphological changes 344 

Model 
Hidden 

Layers 

Number of Nodes 

in Hidden Layer 
Regression 

Test 

MSE 
NSE 

H1 H2 H3 Training Validation Testing 

FFNN 2 10 10 - 0.8931 0.8997 0.8856 0.1498 0.7969 

2 15 15 - 0.9394 0.9238 0.8985 0.1354 0.8723 

2 20 20 - 0.9356 0.9428 0.8889 0.1480 0.8679 

2 25 25 - 0.9201 0.9272 0.8992 0.1331 0.8442 

3 10 10 10 0.9196 0.8644 0.8836 0.1546 0.8261 

3 15 15 15 0.9324 0.9409 0.9074 0.1235 0.8667 

3 20 20 20 0.9295 0.9316 0.8914 0.1439 0.8578 
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3 25 25 25 0.9586 0.9385 0.9075 0.1254 0.9059 

ENN 2 10 10 - 0.9015 - 0.8320 0.2555 0.7871 

2 15 15 - 0.9485 - 0.8341 0.2561 0.8560 

2 20 20 - 0.9467 - 0.8415 0.2489 0.8551 

2 25 25 - 0.9656 - 0.8432 0.2472 0.8844 

3 10 10 10 0.9356 - 0.8505 0.2265 0.8441 

3 15 15 15 0.9556 - 0.8643 0.2078 0.8790 

3 20 20 20 0.9578 - 0.8454 0.2474 0.8722 

3 25 25 25 0.9639 - 0.8521 0.2432 0.8829 

 345 

Models trained with different configuration have different level of accuracy (table 4). 346 

The training regression value varies from 0.8931 to 0.9586 for FFNN and 0.9015 to 0.9656 for 347 

ENN. However, the deciding parameter for model’s strength is its testing results. The 348 

maximum testing regression obtained was 0.9075 with test mean square error as 0.1254 for 349 

FFNN and 0.8643 with test mean square error as 0.2078 for ENN. Hence, these two models 350 

were selected as optimum models providing better accuracy for prediction of morphological 351 

change. The optimum FFNN model has 3 hidden layers with 25 nodes each and optimum ENN 352 

model has the 3 hidden layers with 15 nodes each. The optimum models have acceptable NSE 353 

values of 0.9059 and 0.8790 for FFNN and ENN, respectively. ENN has its maximum training 354 

regression as 0.9656 but it has less testing regression and more testing mean square error in 355 

comparison to the selected optimum ENN model; hence, it was not considered fit to be chosen 356 

as optimum model. This is the case when model overfits. Overfitting of model is recognized 357 

when it performs well while training but cannot provide good results while testing (Ying, 358 

2019). The regression plots containing training and testing regression plots of selected optimum 359 

FFNN, and ENN models are presented in fig 4.  360 
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 361 
Fig. 4 Regression plot of (a) FFNN and (b) ENN optimum models for morphological change 362 
prediction 363 
 364 

Table 5. Performance of FFNN and ENN models in predicting SST 365 

Model 
Hidden 

Layers 

Number of Nodes 

in Hidden Layer 
Regression 

Test 

MSE 
NSE 

H1 H2 H3 Training Validation Testing 

FFNN 2 10 10 - 0.9883 0.9910 0.9819 0.0030 0.9759 

2 15 15 - 0.9908 0.9922 0.9737 0.0045 0.9785 

2 20 20 - 0.9909 0.9917 0.9788 0.0037 0.9794 

2 25 25 - 0.9928 0.9947 0.9852 0.0024 0.9846 

3 10 10 10 0.9907 0.9929 0.9799 0.0033 0.9798 

3 15 15 15 0.9909 0.9941 0.9831 0.0029 0.9809 

3 20 20 20 0.9887 0.9908 0.9799 0.0033 0.9763 

3 25 25 25 0.9918 0.9937 0.9849 0.0026 0.9826 

ENN 2 10 10 - 0.9913 - 0.9835 0.0031 0.9792 

2 15 15 - 0.9927 - 0.9824 0.0032 0.9813 

2 20 20 - 0.9961 - 0.9792 0.0037 0.9855 

2 25 25 - 0.9939 - 0.9866 0.0024 0.9849 

3 10 10 10 0.9932 - 0.9827 0.0031 0.9822 

3 15 15 15 0.9928 - 0.9850 0.0028 0.9824 

3 20 20 20 0.9949 - 0.9797 0.0036 0.9837 

3 25 25 25 0.9934 - 0.9860 0.0025 0.9839 

 366 
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SST values obtained from Delft3D were normalized within the range of -1 to 1 and all 367 

the training process and result analysis process were performed with the normalized data. The 368 

training and testing regression obtained for the model for predicting SST was about 0.99 and 369 

0.98 (table 5), respectively, which represents a strong correlation between the input variables 370 

and SST. The optimum FFNN model, selected based on the testing results, has 2 hidden layers 371 

with 25 nodes each and provides training regression as 0.9928 and testing regression as 0.9852. 372 

It has the NSE value very close to 1 (0.9846) and testing mean square error as 0.0024. As 373 

mentioned earlier this mean square error is of the normalized data. The optimum ENN model, 374 

having 2 hidden layers with 25 nodes each, has similar training and testing accuracy with 375 

training regression as 0.9939 and testing regression as 0.9866 with testing mean square error 376 

as 0.0024 and NSE value of 0.9849. The maximum NSE value obtained by ENN models is 377 

0.9855 but the corresponding testing MSE is greater than the selected optimum model, hence, 378 

it is not selected optimum model. The regression plots consisting of training and testing 379 

regression plots for optimum FFNN and ENN models for predicting SST are presented in fig 380 

5. 381 

382 

Fig. 5 Regression plots of (A) FFNN and (B) ENN optimum models for SST prediction 383 
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 Fig 6 represents the Bayesian models developed for probabilistic prediction of 384 

morphological changes and SST with 7 bins (fig 6(a)) and 5 bins (fig 6(b)). As shown in fig 6, 385 

there are some connections within the input nodes. Mean depth-averaged velocity is depended 386 

on the mean depth at the observation points. Also, mean wave height, mean wavelength and 387 

mean wave height are inter-related. Hence, these nodes have connections within input nodes. 388 

Nodes contains the list of bins and corresponding prior probabilities (plotted next to it) (Plant 389 

et al., 2016), learned by the network from the training data. Like the ANN models, the data is 390 

divided into two sets: training and testing sets. Two BNs were trained by varying the number 391 

of bins in the target nodes from 5 to 7 while keeping the number of bins in the input nodes 392 

equal to 5. In Erosion/Accretion rate node with 7 bins, classification of bins is as: <-2 393 

representing extreme erosion, -2 to -1 and -1 to 0 as moderate erosion, 0 as stable, 0 to 1 and 1 394 

to 2 as moderate accretion and >=-2 as extreme accretion. The erosion rate/Accretion rate node 395 

with 5 bins has its classification as: <-2 represents the extreme erosion, -2 to -1 represents 396 

moderate erosion, -1 to 1 represents stable condition, 1 to 2 represents moderate accretion and 397 

>=2 represents extreme accretion. In similar fashion, bins of SST nodes are divided in 7 and 5 398 

bins. 399 
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 400 
Fig. 6 Bayesian networks having (a) 7 bins and (b) 5 bins for prediction of morphological 401 
change and SST. 402 
  403 

The results of BN trained and tested on the data from Delft3D are presented in table 6. 404 

The strength of the BN models is measured as the percentage success in predicting correct bins 405 

of morphological change and SST. There is significant increase in the percentage success when 406 

the bins are reduced by increasing the bin size. BN model has high percentage success rate in 407 

case of SST with 84.31% with 7 bins and 86.57% with 5 bins. Model was also performing good 408 

in its testing phase. BN model has high percentage success rate for morphological change 409 

prediction with 5 bins (81.97%) but has less percentage success rate when number of bins were 410 

increased to 7 bins (65.33%). Model performance improves when prediction of next to correct 411 

bin is counted as success prediction i.e., percentage success rate in +/- 1 bin is higher than the 412 

normal percentage success rate. 413 
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Table 6. Results of Bayesian models 414 

Target 
Number 

of Bins 

Training Testing 

Percentage 

Success 

Percentage 

Success +/- 1 

bin 

Percentage 

Success 

Percentage 

Success +/- 1 

bin 

Morphological 

change 

7 65.33 77.81 58.09 74.28 

5 81.97 95.84 76.88 94.51 

SST 
7 84.31 96.72 82.95 95.95 

5 86.57 97.96 84.97 97.40 

 415 

4.3 Reduced Dependency Models 416 

 For the reduced dependency models, the training of FFNN and ENN was done using 417 

the same configurations as before but with limited input variables. These models were trained 418 

to predict morphological rates of change solely based on boundary condition values and basic 419 

geometrical features of the coastline. The optimum FFNN model for prediction of 420 

morphological change (table 7) has 2 hidden layers with 25 nodes each and provides the 421 

training regression of 0.8424 and testing regression of 0.7627 with testing mean square error 422 

of 0.3426 and NSE value as 0.6777. The optimum ENN model for prediction of morphological 423 

change (table 7) has 3 hidden layers with 15 nodes each and provides the training regression 424 

of 0.9022 and has the testing regression of 0.8358 with the testing mean square error of 0.2629 425 

and NSE value as 0.7874. The regression plots of these two optimum models are presented in 426 

fig 7. 427 

Table 7. Performance of FFNN and ENN models in predicting morphological change using 428 

boundary conditions 429 

Model 
Hidden 

Layers 

Number of Nodes 

in Hidden Layer 
Regression 

Test 

MSE 
NSE 

H1 H2 H3 Training Validation Testing 

FFNN 2 10 10 - 0.7775 0.7496 0.7438 0.3629 0.5932 

2 15 15 - 0.8944 0.8047 0.7283 0.4387 0.7488 



 25 

2 20 20 - 0.8663 0.7154 0.7219 0.4098 0.6981 

2 25 25 - 0.8424 0.7337 0.7627 0.3426 0.6777 

3 10 10 10 0.8525 0.7717 0.6801 0.4534 0.6834 

3 15 15 15 0.8478 0.7709 0.7722 0.3219 0.6937 

3 20 20 20 0.8920 0.7432 0.7129 0.4476 0.7339 

3 25 25 25 0.8483 0.6783 0.7196 0.4081 0.6666 

ENN 2 10 10 - 0.8118 - 0.7942 0.3168 0.6517 

2 15 15 - 0.8350 - 0.7923 0.3186 0.6814 

2 20 20 - 0.8761 - 0.8164 0.2868 0.7444 

2 25 25 - 0.8851 - 0.8047 0.3199 0.7491 

3 10 10 10 0.8465 - 0.8217 0.2782 0.7066 

3 15 15 15 0.9022 - 0.8358 0.2629 0.7874 

3 20 20 20 0.9275 - 0.7835 0.3728 0.7965 

3 25 25 25 0.9172 - 0.8260 0.2847 0.8036 

 430 

431 

Fig. 7 Regression plots for (a) FFNN and (b) ENN models for prediction of morphological 432 

changes using boundary conditions 433 

 Models for prediction of SST based on the boundary condition values and basic 434 

geometrical features of the coastline were trained on the same configuration and same 435 

normalized data as in previous paragraphs. The optimum FFNN model for prediction of SST 436 

(table 8) has 2 hidden layers with 15 nodes each and provides the training regression of 0.9704 437 

and testing regression of 0.9538 with the testing mean square error of 0.0085 and NSE value 438 
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as 0.9347. The optimum ENN model for prediction of SST (table 8) has 3 hidden layers with 439 

25 nodes each and provides the training regression of 0.9367 and testing regression of 0.8801 440 

with testing mean square error of 0.0205 and NSE value as 0.8562. Fig 8 represents the 441 

regression plot of these two optimum models. 442 

Table 8. Performance of FFNN and ENN models in predicting SST using boundary conditions 443 

Model 
Hidden 

Layers 

Number of Nodes 

in Hidden Layer 
Regression 

Test 

MSE 
NSE 

H1 H2 H3 Training Validation Testing 

FFNN 2 10 10 - 0.9230 0.9173 0.9224 0.0138 0.8506 

2 15 15 - 0.9704 0.9535 0.9538 0.0085 0.9347 

2 20 20 - 0.9504 0.9281 0.9479 0.0097 0.8973 

2 25 25 - 0.8791 0.8735 0.8581 0.0313 0.7498 

3 10 10 10 0.9545 0.9168 0.9293 0.0130 0.8981 

3 15 15 15 0.9510 0.9405 0.9355 0.0116 0.8973 

3 20 20 20 0.9365 0.9277 0.9187 0.0153 0.8689 

3 25 25 25 0.8954 0.8954 0.8798 0.0240 0.7892 

ENN 2 10 10 - 0.8811 - 0.8493 0.0254 0.7646 

2 15 15 - 0.8847 - 0.7935 0.0344 0.7480 

2 20 20 - 0.9249 - 0.8002 0.0333 0.8103 

2 25 25 - 0.8855 - 0.8003 0.0329 0.7541 

3 10 10 10 0.9345 - 0.8670 0.0224 0.8488 

3 15 15 15 0.9378 - 0.8392 0.0286 0.8401 

3 20 20 20 0.9346 - 0.8818 0.0205 0.8531 

3 25 25 25 0.9367 - 0.8801 0.0205 0.8562 

 444 



 27 

445 

Fig. 8 Regression plots for (a) FFNN and (b) ENN models for prediction of SST using boundary 446 

conditions 447 

 Fig 9 represents the BN models trained for prediction of morphological changes and 448 

SST using 7 bins and 5 bin, respectively. Process of classification of bins for the target nodes 449 

were same as that followed in earlier BN models. The bins of input nodes (wave height, 450 

distance, and angle) were classified based on the limits of the data available for training. The 451 

probabilities of bins displayed in fig 9 is the prior probabilities learned by the network based 452 

on the training data.  453 

454 

Fig. 9 Bayesian networks having (A) 7 bins and (B) 5 bins for prediction of morphological 455 

change and SST  456 

 Table 9 presents the result of the BN models trained using boundary data. The 457 

maximum percentage success rate obtained was 77.88% for morphological change prediction 458 
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with testing percentage success rate of 78.61% with 5 bins. Percentage success rate increased 459 

to 95.40% for training and to 96.82% for testing when +/- 1 bin is included. However, for SST 460 

percentage success rate increased slightly for 5 bins (74.60%) when compared to 7 bins 461 

(73.58%). 462 

Table 9. Results of Bayesian models trained using boundary conditions 463 

Target 
Number 

of Bins 

Training Testing 

Percentage 

Success 

Percentage 

Success +/- 1 

bin 

Percentage 

Success 

Percentage 

Success +/- 1 

bin 

Morphological 

change 

7 59.27 72.63 51.73 64.74 

5 77.88 95.40 78.61 96.82 

SST 
7 73.58 88.10 71.97 88.44 

5 74.60 89.27 73.12 89.31 

 464 

5. Discussion 465 

This article is proposing FFNN, ENN and BN models for prediction of morphological 466 

change and SST at the coastline based on only the boundary condition values and basic 467 

geometrical features of the coastline. Comparison of the accuracy of all the models is presented 468 

in table 10. 469 

Table 10. Comparison of all models 470 

Target Model 

Training Testing 

Regression/ 

Percentage 

Success 

Percentage 

Success +/- 

1 bin 

Regression/ 

Percentage 

Success 

Percentage 

Success +/- 

1 bin 

MSE 

Models on Localised data source 

Morpho-

logical 

change 

FFNN 0.9586 - 0.9075 - 0.1254 

ENN 0.9556 - 0.8643 - 0.2078 

BN 

(7 bin) 
65.33 77.81 58.09 74.28 - 

BN 

(5 bin) 
81.97 95.84 76.88 94.51 - 

SST FFNN 0.9928 - 0.9852 - 0.0024 

ENN 0.9939 - 0.9866 - 0.0024 

BN 

(7 bin) 
84.31 96.72 82.95 95.95 - 
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BN 

(5 bin) 
86.57 97.96 84.97 97.40 - 

Models on Boundary Conditions 

Morpho-

logical 

change 

FFNN 0.8944 - 0.7283 - 0.4387 

ENN 0.9172 - 0.8260 - 0.2847 

BN 

(7 bin) 
59.27 72.63 51.73 64.74 - 

BN 

(5 bin) 
77.88 95.40 78.61 96.82 - 

SST FFNN 0.9704 - 0.9538 - 0.0085 

ENN 0.9367 - 0.8801 - 0.0205 

BN 

(7 bin) 
73.58 88.10 71.97 88.44 - 

BN 

(5 bin) 
74.60 89.27 73.12 89.31 - 

 471 

 Optimum FFNN and ENN models seems to have similar regression values. Hence, any 472 

model can be used for prediction of morphological change and SST. However, it is 473 

recommended to use both FFNN and ENN models and average the outputs, which will create 474 

an ensemble effect, and thus, will help in reducing the final output error (Yang & Browne, 475 

2004). BN models with 7 bins in target nodes have lower percentage success rates than that 476 

with 5 bins. Creating a greater number of bins reduces the size of each bin. Classifying bins 477 

with reduced size (lower range) is a tough task for models, thus, reducing the percentage 478 

success rate. However, creating too few bins reduces the usability of the model. For instance, 479 

a model having only two bins (erosion vs accretion) will have greater percentage success rate 480 

but will provide less information in comparison to models having a number of bins sufficient 481 

to identify conditions of moderate, severe or stable morphological changes. Thus, a model with 482 

5 bins is considered adequate as it can provide prediction of sever erosion rate (<-2 m/year), 483 

moderate erosion rate (-2 to -1 m/year), stable (-1 to 1 m/year), moderate accretion (1 to 2 484 

m/year) and sever accretion (>2 m/year). BN models with 5 bins trained on the localized data 485 

at observation points have percentage success rate greater than 80% in training and greater than 486 

75% in testing. When measured with +/- 1 bins the percentage success is greater than 94%. BN 487 
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models trained on boundary data have percentage success rate greater than 73%, which is 488 

acceptable being this, to our knowledge, the first attempt in literature of developing predictive 489 

data-driven modelling using solely boundary data and coastline features. FFNN, ENN and BN 490 

models, trained in this study, have comparable or higher accuracy with respect to BN models 491 

previously developed for prediction of shoreline change. Plant et al. (2016) proposed BN model 492 

for prediction of shoreline change in the Gulf of Mexico. The prediction skill of BN obtained 493 

for prediction of shoreline change was 0.6. Yates and Le Cozannet (2012) proposed BN model 494 

for evaluating the European coastline evolution which was accurately reproducing more than 495 

65% of shoreline evolution trend. The BN models proposed in this study has the percentage 496 

success rate more than 73% in predicting morphological changes and SST at Morecambe Bay.  497 

 The prediction models proposed in this study have the advantage, over other 498 

morphological change and SST predicting models, of eliminating the dependency on localized 499 

data. Once trained, these models can predict morphological evolution based on boundary 500 

conditions of significant wave height, distance of the coastline from the boundary and angle of 501 

the coastline with respect to wave direction. The limitation of these models is that they are site-502 

specific (Cabaneros, Calautit, & Hughes, 2017), i.e., these models provide accurate predictions 503 

only for the location where models have been trained on. For this study, the data used for 504 

FFNN, ENN and BN training was simulated for Morecambe Bay, hence, these models will 505 

provide accurate predictions for Morecambe Bay only. For predictions at other coasts these 506 

models need to be re-configured and re-trained on the data patterns of that coasts. ANN and 507 

BN models have an advantage in terms of computational time with respect to a full hydro-508 

morphodynamical models. The latter can require several hours of computational time. ANN 509 

and BN models, once trained, can predict the morphological changes close to simulated values 510 

within the order of a few minutes, saving time and computational resources.  511 
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6. Conclusion 512 

This article proposes two set of FFNN, ENN and BN models: one set trained on 513 

localized modelling outputs or localized data sources and one having reduced dependency from 514 

modelling outputs and, once trained, solely relying on boundary conditions and coastline 515 

geometry. The morphological change and SST data for training the models are obtained from 516 

simulation for Morecambe Bay on Delft3D software package. These data are simulated for 89 517 

days and are recorded at an interval of 10 min along with other input data. Simulated input 518 

variables are Depth average velocity, Water depth, Significant Wave Height, Peak Wave 519 

Period, and Wavelength. These input and target data are transformed into the required format 520 

for training FFNN, ENN and BN models. FFNN and ENN models trained on localized data at 521 

observation points provide training regression greater than 0.95 and testing regression greater 522 

than 0.86. BN models, when trained with 5 bins, provide higher percentage success rate which 523 

is greater than 80% for training and greater than 76% for testing. FFNN and ENN models 524 

trained on boundary conditions, provide regression values greater than 0.84 for training and 525 

greater than 0.76 for testing. BN model with 5 bins trained on boundary conditions provide 526 

percentage success rate greater than 74% for training and greater than 73% for testing. These 527 

models provide sufficient accuracy for prediction of morphological change and SST. FFNN 528 

and ENN models, for this study, are providing similar regression values. Hence, it is 529 

recommended to use both the models for prediction and average the outputs, which will provide 530 

more accurate morphological change and SST values. For future studies, it is recommended to 531 

further improve the accuracy of the models trained on boundary conditions by adding more 532 

relevant input variables upon which the morphological change and SST depends. 533 

 534 
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