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Abstract

Physical interactions of microplastics within vegetation and turbulent flows of freshwater systems are poorly understood. An

experimental study was conducted to investigate the underlying physical transport mechanisms of microplastics over submerged

canopies across a range of flow conditions common in the natural environment. The effects of changing canopy heights were

investigated by testing two model canopies of varying stem heights, simulating seasonal variation. This study determined

and compared the mixing and dispersion processes for microplastics and solutes and proposed a hydrodynamic model for

quantifying microplastic mixing in submerged canopies. Longitudinal dispersion coefficients for neutrally buoyant microplastics

(polyethylene) and solutes were significantly correlated within submerged model vegetation irrespective of the complexity of the

flow regime. Hydrodynamic and solute transport models were shown to be capable of robust predictions of mixing for neutrally

buoyant microplastics in environmental flows over a canopy, facilitating a new approach to quantify microplastic transport and

fate.
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mixing in submerged canopies. Longitudinal dispersion coefficients for neutrally buoyant 25 

microplastics (polyethylene) and solutes were significantly correlated within submerged model 26 

vegetation irrespective of the complexity of the flow regime. Hydrodynamic and solute 27 

transport models were shown to be capable of robust predictions of mixing for neutrally 28 

buoyant microplastics in environmental flows over a canopy, facilitating a new approach to 29 

quantify microplastic transport and fate. 30 
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Teaser 34 

We compare the mixing processes for microplastics and solutes then propose a hydrodynamic 35 

model for quantifying the mixing in submerged canopies. 36 

1. Introduction 37 

Over 5 trillion tonnes of plastic are afloat at sea (Eriksen et al., 2014) and up to 80% 38 

of plastics enter the ocean through river networks (Ockelford et al., 2020) causing potential 39 

long-term effects on ecosystems and ecosystem function. Detailed understanding of the 40 

underlying physical mechanisms that govern the behaviour, transport, and fate of plastics is 41 

needed to assess their impact on freshwater systems with complex flows (Abolfathi et al., 42 

2020; Anderson et al., 2016; Bucci et al., 2020; Dris et al., 2018; Wagner et al., 2014). Plastic 43 

pollution is not only a concern because of the sheer volume being discarded, but because 44 

plastic polymers such as polyethylene (PE), polypropylene (PP), and polyvinyl chloride (PVC) 45 

are so resistant to degradation. These polymers can persist in the environment for centuries, 46 

enabling them to be transported far from their original source and often ending up in aquatic 47 

systems. Recent studies have shown plastics being found in the remotest of regions, including 48 

the six deepest ecosystems on earth (Jamieson et al., 2019) and sea ice in the Arctic (Peeken 49 

et al., 2018). When plastics do degrade, they break off in fragments from larger plastic objects 50 



and when smaller than 5 mm, plastic polymer fragments are defined as microplastics. There 51 

are many pathways microplastics can take to enter riverine ecosystems, from waste-water 52 

inputs to groundwater leaching, surface run-off, inappropriate waste management, and 53 

atmospheric deposition (Allen et al., 2019; Barnes et al., 2009; Horton et al., 2017; Klemeš et 54 

al., 2020; Talsness et al., 2009). PE and PP from tyres and road wear, along with abraded 55 

plastics from textiles during laundry, and broken-down packaging account for most of the 56 

plastic polymers transported by rivers in Europe (Horton et al., 2017; Rowley et al., 2020; 57 

Siegfried et al., 2017). Smaller sized plastics are considered a greater threat to humans and 58 

the environment (Edo et al., 2020) due to being easily ingested and significantly more 59 

abundant than large plastic particles (Erni-Cassola et al., 2017). Long-term effects of 60 

microplastic ingestion on human health are not fully understood but microplastics have 61 

recently been shown to accumulate in digestive tracts, blood streams, and lungs in humans 62 

(Jenner et al., 2022; Leslie et al., 2022; Miller et al., 2020; Sana et al., 2020).  63 

Existing numerical models cannot robustly simulate the transport of microplastics in 64 

fluvial systems as there is limited physical modelling data to validate and calibrate such 65 

models. Solute transport models based upon the advection-diffusion equation have been 66 

meticulously developed (e.g. Elder, 1959; Fischer, 1966; Rutherford, 1994; Taylor, 1954) and 67 

are widely validated for tracer measurements across a wide range of flow domains including 68 

pipes, laboratory flumes, and natural rivers (e.g. Abolfathi & Pearson, 2017; Jimoh & Abolfathi, 69 

2022). Thus, these models provide a suitable foundation to quantify the transport processes 70 

which govern pollution behaviour. Such models could also provide accurate approximations 71 

for the transport and dispersion of microplastics that have a similar density to solutes, where 72 

the assumption of a vertically well-mixed plume is valid. Most PE and PP particles have near 73 

neutral buoyancies of between 0.91-0.97 g/cm³ and 0.9-0.91 g/cm³, respectively (Emmerik & 74 

Schwarz, 2019), indicating that they may follow the same transport pathways as solutes in the 75 

natural environment. Cook et al. (2020a), proved that PE behaves analogous to solutes for 76 

open channel flow, suggesting solute transport models and fluorescent tracers can be used 77 



as a proxy for microplastics within “real-world” settings for this flow regime. Given that 78 

microplastics cannot be used for in situ tracer studies in freshwater systems, due to their 79 

hazardous impacts on the environment, it is important to understand how these particles can 80 

be mimicked by non-hazardous substances such as solute tracers (e.g. Rhodamine WT Dye).  81 

Vegetation is ubiquitous in freshwater environments and alters the hydrodynamics of 82 

the system it is present within (Li & Zhang, 2010; Murphy et al., 2007; Shucksmith et al., 2011), 83 

making it a catalyst for altering the mixing processes of solutes. Within submerged vegetation, 84 

lower mean velocities are inside the vegetation canopy than that of the water column above 85 

(Lightbody & Nepf, 2006; Murphy et al., 2007; Nepf & Ghisalberti, 2008; Nepf et al., 1997) and 86 

flow paths become circuitous in motion as they bend around plant stems giving rise to 87 

variances in velocities (Nepf et al., 1997). These fluctuations in velocity generate distinct 88 

mixing regimes within the water column that vary over depth, and likely impact microplastic 89 

transport. Canopy height and density, along with river depth and discharge can vary 90 

depending on the season (Zhang et al., 2012) and climate change is expected to increase the 91 

frequency, intensity, and impacts of extreme weather events such as flooding and droughts 92 

(UK Centre for Ecology & Hydrology, 2021). With vegetation being more commonly used for 93 

flood protection (Geilen et al., 2004; Kourgialas & Karatzas, 2012; Vuik et al., 2016; Dong et 94 

al., 2020; Salauddin et al., 2021) and ever-present in fluvial systems, there is a significant 95 

need to quantify the impact of different canopy heights and densities on the transport and fate 96 

of microplastics. Recent research has documented the effects of microplastics on vegetation 97 

(De Souza Machado et al., 2019; Lehmann et al., 2020; Rillig et al., 2019) and the effects 98 

vegetation has on solute dispersion is well known (Li & Zhang, 2010; Lightbody & Nepf, 2006; 99 

Murphy et al., 2007; Nepf & Ghisalberti, 2008; Nepf et al., 1997; Shucksmith et al., 2011), but 100 

no research has been performed on the effects vegetation has on the dispersion of 101 

microplastics using solute transport techniques.  102 

Fluorescent dyes such as Rhodamine WT dye have previously been used to trace 103 

concentrations of solutes within surface and groundwater studies (Chandler et al., 2016; Cook 104 



et al., 2020a and b; Harden at al., 2003; Nepf et al., 1997). If microplastics are shown to 105 

behave the same as fluorescent dyes under multiple flow regimes, then existing solute 106 

transport models can be applied to track and trace microplastics within different aquatic 107 

environments, ultimately determining their fate. Calculating the longitudinal dispersion 108 

coefficient (LDC) is one such method (Chikwendu, 1985; Elder, 1959; Taylor, 1954) and can 109 

be achieved through a variety of techniques such as fluorometry, Particle Image Velocimetry 110 

(PIV), and Planar Laser Induced Fluorescence (PLIF). Fluorometers can track fluorescent 111 

signatures, by detecting and quantifying them in real-time in both laboratory and field settings 112 

with relative ease. However, PIV and PLIF measurements require the use of lasers and shore-113 

based cameras, causing them to be primarily implemented in laboratory-based studies over 114 

short timescales (Daigle et al., 2013).  115 

Cook et al. (2020a) developed a method for chemically impregnating microplastics with 116 

Nile red dye (excitation/emission: 552/636 nm), which gives off a fluorescent signature similar 117 

to that of Rhodamine (excitation/emission: 555/580 nm), enabling them to be accurately traced 118 

in a laboratory or field setting using fluorometers in real-time in the same experimental setup 119 

(Fig.1). In the current study, this microplastic staining technique was adopted to trace PE’s 120 

behaviour over submerged canopies with the aim of improving current understanding of the 121 

physical mechanisms that govern microplastic mixing and dispersion within these complex 122 

flows. The physical effects of vegetation were simulated in a laboratory flume using flexible 123 

straws, following previously proven methodological approaches (e.g. Li & Zhang, 2010; 124 

Murphy et al., 2007; Nepf & Ghisalberti, 2008; Nepf et al., 1997), and the effects of vegetation 125 

submergence depth on the transport behaviour of microplastics were quantified.  Currently, 126 

there is limited data to validate the hypothesis of neutrally buoyant microplastics following 127 

similar transport pathways to that of solutes. LDC’s for spherical neutrally buoyant PE were 128 

calculated and compared with those measured from Rhodamine WT dye and analytical 129 

solutions for the advection-diffusion equation were adopted to propose a mixing model for 130 

neutrally buoyant microplastics of a similar density to water. This paper, for the first time, 131 



identified and quantified the underlying mixing mechanisms of microplastics for complex flows 132 

over a submerged canopy. 133 

2. Material and Methods 134 

2.1 Experimental setup 135 

Spherical PE (434272, Sigma-Aldrich) of 40-46 µm in diameter was used due to it 136 

being one of the most common plastic polymers found in rivers across the globe (Emmerik 137 

and Schwarz, 2019; Horton et al. 2017; Rowley et al., 2020). Spherical PE particles represent 138 

a class of microplastics which are neutrally buoyant and therefore can be modelled using 139 

solute transport techniques.  The PE was stained with Nile red dye (technical grade, N3013, 140 

Sigma-Aldrich) and Rhodamine WT dye was employed as the fluorescent solute to be used 141 

as a comparison for the dispersion of PE. Longitudinal dispersion measurements were 142 

conducted in a 0.34 m wide, 20 m long recirculating rectangular flume (Fig. 1) made from glass 143 

reinforced plastic with a depth ranging from 0.248-0.254 m due to the variability at higher flow 144 

rates and differing vegetation conditions. The wave dissipating weir was 4.5 m long 145 

(depending on angle) and acted as a downstream tailgate that could be altered to maintain 146 

the flow depth of 0.25 m. Velocities for the concentration data were calculated relative the 147 

position of the top fluorometers through Eq. (1) and highlighted in Fig. 1 as F1, F2, F3, and 148 

F4. 149 

𝑢 =
𝐹4− 𝐹1

𝜇4− 𝜇1
,     (1)  150 

where 𝐹4 and 𝐹1 represent the location of the fourth and first fluorometers within the flume and 151 

𝜇4 and 𝜇1 is the travel time between the centroids (s) of the fourth and first fluorometers 152 

respectively. The top fluorometers were selected for the main LDC results due to the excitation 153 

and emission of light covering a larger proportion of the water column, especially within the 154 

mixing and free flow zones (see §2.5). Bottom fluorometers were used for supplementary data 155 

and labelled F5, F6, F7, and F8. Velocity data for the N-zone model was collected using an 156 



Acoustic Doppler Velocimeter (ADV) positioned near the centre of the flow length section to 157 

accurately record 3D water velocity measurements.  158 

Concentration data was gathered through fluorometers positioned 2.6 m apart at 20º 159 

angles, ensuring maximum detection of the tracer cloud in the centre of the flow and 160 

encompassing its distribution at depth. The fluorometers used Rhodamine WT optics with a 161 

linear range of 0-1000 ppb and a minimum detection limit of 0.01 ppb so that both Rhodamine 162 

dye and Nile red stained PE could be traced. To test the quality of data measurements 163 

recorded by the fluorometers, linear calibrations were performed in which an R² value > 0.99 164 

was obtained and used to convert voltages to ppb and mg/l for both dye and PE. Fluorometers 165 

used a x10 gain, logged at a rate of 10 Hz, and are illustrated by grey rectangles emitting a 166 

green light in the experimental setup (Fig. 1). Plastic straws were glued into circular divots 167 

made in the simulated channel bed (made of PVC sheets) designed to imitate a uniform dense 168 

vegetation canopy and removed for the base condition of open-channel flow. These are 169 

highlighted in green in Fig. 1 and Fig. 2. 170 

2.2 Experimental Processes 171 

Three experimental scenarios were designed for this study including one scenario with 172 

‘no vegetation’ (NV), and two scenarios with a canopy of varying stem heights. Vegetation 173 

lengths of 0.1 m for low vegetation (LV), and 0.2 m for high vegetation (HV) were chosen (Fig. 174 

2) and removed for the base condition of open-channel flow. The LV and HV flow regimes 175 

contained 
𝐻

ℎ1
 values of 2.5 and 1.25 in that order, where 𝐻 is the channel depth (m) and ℎ1 is 176 

the height of the vegetation canopy. Each straw had a diameter of 4 mm and was placed in 177 

equally spaced rectangles 25 mm from the straw in front of it (parallel to the flow direction) 178 

and 50 mm from the straw to beside it. Subsequently, a fifth straw was inserted in the middle 179 

of each rectangle. Three replicates were used for both Rhodamine and PE injections for four 180 

different depth-averaged velocities of 0.0588 m/s, 0.1059 m/s, 0.1529 m/s, and 0.2 m/s in 181 

accordance with both Cook et al. (2020a) and Guymer (2002) to approximate velocities 182 

experienced by UK rivers. These were logged for 6, 5, 4, and 3 minutes respectively within 183 



each of the different canopy heights. Logging started and stopped at least 30 seconds before 184 

and after fluorescence was injected/detected. Injections were made before the flow inlet from 185 

the pump which was located before the first straws within the flume (Fig. 1). 10 ml of 186 

Rhodamine WT at 3000 ppb and 1.5 g of Nile red stained PE with < 10 ml of water was well-187 

mixed into a syringe before each injection. Table 1 provides a summary of these different 188 

conditions. Reynolds numbers for each velocity were calculated through Eq. (2): 189 

 𝑅𝑒 =  
𝑢𝐻

𝑣
,      (2) 190 

where 𝑢 is the velocity (m/s) and 𝑣 is the kinematic viscosity (m²/s). 191 

Velocity data can only be retrieved at least 40 mm away from the end of the ADV 192 

transmitter, requiring predictions to be made for the top 40-50 mm of the water column. 193 

Correlations and velocities were averaged from all four beams produced by the ADV to ensure 194 

quality data. If velocity measurements had correlation values below 0.8, they were highlighted 195 

and removed. Spikes in the ADV data were highlighted using a threshold calculated from the 196 

surrounding datapoints and replaced using a smoothed estimate outlined in Goring & Nikora 197 

(2002). Sampling for velocity measurements occurred at a rate of 100 Hz for a 5-minute 198 

duration for each 32 mm range over the 250 mm water depth in the flume for each flow 199 

condition. For the vegetative conditions, fitted velocity measurements were interpolated using 200 

a polynomial function in order to produce uniformly distributed velocity profiles over the water 201 

column. Open channel flow velocities were theoretically predicted using logarithmic law 202 

through rearranging Eq. (3): 203 

𝑢∗ =  
𝑢𝑘

𝐿𝑁(
𝐻

𝑦0
)
     (3) 204 

𝑢∗ represents shear velocity from the bottom of the channel (m/s), 𝑘 is the Von Karman 205 

constant, 𝐻 is the mean channel depth (m), and 𝑦0 is the relative roughness of the channel 206 

bed (depending on the material) divided by 30 for hydraulically rough flows. Examples of these 207 



profiles can be seen below for the differing flow rates of 5 l/s (0.0588 m/s), 9 l/s (0.1059 m/s), 208 

13 l/s (0.1529 m/s), and 17 l/s (0.2m/s) in Fig. 3. 209 

2.3 longitudinal dispersion 210 

Taylor’s (1954) fundamental analysis is widely recognized as a proven technique for 211 

calculating the longitudinal dispersion of a solute within turbulent flow. Taylor (1954) found 212 

that after an adequate amount of time, a solute being injected into a cross-sectional area 213 

containing a solvent exhibiting uniform flow conditions will form a Gaussian distribution along 214 

the longitudinal axis as seen in Fig. 4. Using a Fickian diffusion-type expression within the 215 

one-dimensional advection-diffusion equation (ADE) this effect is shown in Eq. (4) 216 

𝜕𝑐

𝜕𝑡
+ 𝑢

𝜕𝑐

𝜕𝑡
= 𝐷𝑥

𝜕2𝑐

𝜕𝑥2,    (4) 217 

𝐷𝑥 is the longitudinal dispersion coefficient in m²/s and considers the effects of advection, 218 

molecular diffusion, and shear dispersion, 𝑐 represents the cross-sectional mean 219 

concentration (kg/m³), 𝑡 is time (s), 𝑥 is distance (m). LDC’s were generated from the temporal 220 

concentration distribution of each tracer injection. Background removal was implemented by 221 

subtracting the mean of the last 25 seconds of data collection for each concentration curve. 222 

Cutoff values for the start and end of the peaks were selected using approximately 5% of the 223 

peak concentration and were checked by plotting the values on the respective distributions. 224 

Smoothing was implemented through a running average containing 1 % of the total number of 225 

data points, enabling a larger or smaller window to be implemented depending on the logging 226 

length/flow rate. Moments of the distributions were calculated and a regression was fitted to 227 

calculate the gradient of time to centroid against the variance. LDC’s were then established 228 

through Eq. (5) and confidence intervals of LDC’s were determined by first calculating the 229 

standard deviation (𝜎𝑥
2) and applying an 𝛼 value of 5%. 230 

𝐷𝑥 =
1

2
𝑢2 𝑑𝜎𝑥

2

𝑑𝑡
.     (5) 231 



2.4 Modelling longitudinal dispersion 232 

 Given an idealized vertical velocity profile, Elder (1958) created an equation that can 233 

theoretically predict 𝐷𝑥 by accounting for the effects of shear dispersion through Eq. (6)  234 

𝐷𝑥 = 5.93𝐻𝑢∗,     (6) 235 

Rutherford (1994) showed that 𝑢∗ can be calculated through simply dividing the depth-236 

averaged velocity 𝑢 by anywhere between 10 and 20 depending on the roughness of the 237 

riverbed. This method was used as a reference for calculating 𝑢∗ and applying logarithmic law 238 

in open channels through Eq. (3). Elder’s (1958) equation is widely used due to its simplicity 239 

and that it is based on fundamental mechanisms that are widely accepted. However, Elder’s 240 

(1958) equation assumes a logarithmic velocity profile across the depth of the channel and 241 

does not account for potential fluctuations in velocity. Chikwendu (1986) developed an N-zone 242 

model that can be divided into an infinite number of zones (𝑗) in agreement with Taylor’s (1954) 243 

original formulas. Mixing in each zone is dependent on the velocity differences of the zones 244 

either side of it (𝑞1 + 𝑞2 + ⋯ + 𝑞𝑗)
2

[1 − (𝑞1 + 𝑞2 + ⋯ + 𝑞𝑗)]
2

[𝑢1,2…𝑗 − 𝑢(𝑗+1)…𝑁]
2
 divided by the 245 

vertical diffusivity 𝑏𝑗(𝑗+1) with the longitudinal diffusivity ∑ 𝑞𝑗𝐷𝑥𝑗
𝑁
𝑗=1  added to the total 246 

𝐷𝑥(𝑁) =  ∑
(𝑞1+𝑞2+⋯+𝑞𝑗)

2
[1−(𝑞1+𝑞2+⋯+𝑞𝑗)]

2
[𝑢1,2…𝑗−𝑢(𝑗+1)…𝑁]

2

𝑏𝑗(𝑗+1)

𝑁−1
𝑗=1 + ∑ 𝑞𝑗𝐷𝑥𝑗

𝑁
𝑗=1 ,  (7) 247 

𝑗 = (1,2, … 𝑁), 𝑞 =
ℎ𝑗

𝐻
, 𝐷𝑥𝑗 is the average longitudinal diffusivity, and ℎ𝑗 is the thickness of each 248 

zone. The average vertical diffusivity between each zone is calculated by 249 

𝑏𝑗(𝑗+1) =  
2𝐷𝑧𝑗(𝑗+1)

𝐻2(𝑞𝑗+𝑞𝑗+1)
,     (8) 250 

where 𝐷𝑧𝑗(𝑗+1) = 𝐻𝑘𝑢∗𝑞(1 − 𝑞) using Elder’s (1958) equation for vertical diffusivity or 
𝑘𝑢∗𝐻

6
 251 

when using a depth-averaged value (Jobson and Sayre, 1970).  252 



2.5 Modelling longitudinal dispersion in vegetated flows 253 

Vegetation makes the hydrology within river systems more complex and harder to 254 

model and/or predict the transport and fate of the pollutant in question. Reynolds stress and 255 

velocities vary over depth (Fig. 5) therefore a logarithmic velocity profile cannot be assumed 256 

when submerged vegetation is present. Longitudinal dispersion is consequently split into 257 

zones of mixing that vary over the vertical in size and number depending on the vegetation 258 

conditions present. These can include a wake zone, a mixing zone, and a free flow zone which 259 

is illustrated in Fig. 5. Using Chikwendu’s (1986) model Shucksmith et al. (2011) calculated 260 

𝐷𝑧𝑗(𝑗+1) by considering both the velocity and shear stress profiles to represent the vertical 261 

diffusivity within the system more accurately in Eq. (9). Vertical shear stress can be 262 

approximated through Reynolds stress in the mixing zone, assuming a Schmidt number of 1, 263 

defined as the net transfer of momentum across a surface within a turbulent fluid because of 264 

fluctuations in velocity. 265 

𝐷𝑧𝑗(𝑗+1) =  
𝜏𝑗

𝜌
𝑑𝑢

𝑑𝑧𝑗

,    (9) 266 

𝜌 is the density of the fluid and 𝜏𝑗 is the Reynolds stress in each zone 𝑗 (N/m²). Within the 267 

wake zone a uniform velocity will occur because of low velocity gradients causing  
𝑑𝑢

𝑑𝑧
 to be 268 

near zero and Eq. (9) to become redundant as limited mixing will take place due to shear. 269 

Mixing within the wake zone is expected to be mainly through diffusivity and Lightbody and 270 

Nepf’s (2006) emergent salt marsh canopy equation can be used to calculate 𝐷𝑥(𝑁)  271 

𝐷𝑥(𝑁) = 0.17𝑢𝑆𝑑 ,    (10) 272 

where 𝑢 is the depth-averaged velocity in the wake zone. Above dense vegetation canopies 273 

the velocity profile can become logarithmic again in the free flow zone and the top of the 274 

canopy acts as another boundary layer requiring a need to estimate an equivalent shear 275 

velocity (Murphy et al. 2007; Shucksmith et al., 2011).  276 

𝑢∗ℎ𝑐 =  √𝑔ℎ2𝑆0,     (11) 277 



where 𝑔 is acceleration due to gravity (m²/s), ℎ2 is the height of free flow zone, and 𝑆0 278 

represents the bed slope. Therefore, using 𝑢∗ℎ𝑐 mean vertical diffusivity 𝐷𝑧𝑗(𝑗+1) in the free 279 

flow zone can be calculated as 280 

𝐻𝑘𝑢∗ℎ𝑐

6
.     (12) 281 

3. Results 282 

3.1 Concentration Data 283 

 LDC’s are displayed on the right-hand side of Table 1 and range from 0.0031 ± 0.0006 284 

to 0.0140 ± 0.0016 m²/s for both dye and PE within open channel flow for velocities ranging 285 

from 0.0588 – 0.2000 m/s. LDC’s sorted by canopy height and including confidence intervals 286 

can be seen in Table S1, supplementary material. A few LDC’s for the vegetative conditions 287 

overlapped on Fig. 6 but generally dispersion increased with canopy height (ℎ1)  compared to 288 

overall depth (0.25 m) and velocity. LV ( 
𝐻

ℎ1
 = 2.5) LDC’s ranged from 0.0115 ± 0.0039 to 289 

0.0487 ± 0.0042 m²/s and HV ( 
𝐻

ℎ1
 = 1.25) LDC’s ranged from 0.0166 ± 0.0017 to 0.0707 ± 290 

0.0060 m²/s, both in line with Shucksmith et al’s. (2011) cropped vegetation and Murphy et 291 

al’s. (2007) model canopy values. R² values > 0.95 for LDC’s against velocity were achieved 292 

for every condition (Fig. 6). Using equation (1) velocities for both dye and PE were comparative 293 

to each other across all flow regimes ranging from 0.05827 ± 0.0002 m/s for the flow rate of 5 294 

l/s to 0.209215 ± 0.0005 m/s for 20 l/s. 295 

3.2 N-zone Model 296 

LDC’s for both dye and PE were compared to Chikwendu’s (1986) N-zone model 297 

across all test conditions. For NV the N-zone model achieved a factor (
𝐷𝑥

𝐻𝑢∗
) of 5.93 in line with 298 

Elder’s (1958) equation when using both an idealised velocity profile from the channel bed 299 

and a 
𝑢

𝑢∗
 of 19.3. Resultingly, the N-zone model provided analogous results to the mean LDC’s 300 

for both dye and PE shown in Fig. 6. The 
𝐷𝑥

𝐻𝑢∗
  values for LV and HV of 15.6 and 34.3 reinforce 301 



existing theory suggesting submerged vegetation velocity profiles differ from a logarithmic 302 

boundary layer due to the creation of a semipermeable boundary layer generated through 303 

drag created at the top of the canopy (Ghisalberti & Nepf, 2005). Using Shucksmith’s (2011) 304 

adaptation of Chikwendu’s (1986) N-zone model, accurate LDC’s were predicted for the LV 305 

and HV conditions. LDC’s appeared to show more variability for the HV condition (Fig. 6) and 306 

at higher velocities, which is expected due to increased turbulence and resultingly higher noise 307 

level produced by fluorometers being positioned closer to the canopy. Rhodamine dye and PE 308 

demonstrated analogous relationships with the N-zone model through root mean square 309 

values (RMSE) and percent differences (Table 2). Overall, N-zone predicted LDC’s were 310 

within 10 % for every experimental condition, specifically within 9.32 % accuracy for dye, and 311 

9.83 % accuracy for PE under the NV, LV, and HV regimes (Table 2).  312 

3.3 Microplastics versus dye 313 

 The LDC regressions and both the percentage difference and RMSE analysis indicate 314 

that PE dispersed equally to dye across all flow regimes. The largest percentage differences 315 

happened between PE and dye and the N-zone model within the slowest depth-averaged 316 

velocities of 0.0588 m/s (5 l/s) and 0.1059 m/s (9 l/s) across all the conditions. This was 317 

potentially due to the dispersion coefficients being low themselves, exaggerating the 318 

differences (Table S1) or minor differences between PE and dye dispersion due to PE being 319 

slightly less than neutrally buoyant and advection playing a less dominant role at lower 320 

velocities. Further analysis between the raw LDC data for dye and PE within the slowest depth-321 

averaged velocities revealed no significant difference between the two populations (Welch’s 322 

t-test p > 0.05). For six of the eight flow rates within the vegetated conditions (Table S1), dye 323 

and PE percent differences were dispersing within a 15.06 % range of each other and within 324 

6.12 % for each vegetated condition (Table 2). This was supported through the regression 325 

containing an R² value of 0.98 and a gradient of 1.06x when dye and PE were plotted against 326 

each other (Fig. 7). The RMSE analysis displayed slightly better values using dye as the 327 

predicted value for PE dispersion than the N-zone model, indicating that dye is an agreeable 328 



substitute when used as a proxy for neutrally buoyant microplastic movement. As expected, 329 

LDC’s and variability (95 % confidence intervals) increased with higher velocities as shown by 330 

the regression and longer error bars in Fig. 7.  331 

4. Discussion 332 

4.1 Applicability of microplastic tracing and hydrodynamic modelling 333 

Fluorometers calibrated for Rhodamine emission and excitation wavelengths of 555 334 

nm and 580 nm were found to accurately predict neutrally buoyant microplastic dispersion in 335 

complex flow regimes, widening their current proven applicability from open channels to 336 

additional flow environments.  In theory, fluorometric techniques can be utilised to trace 337 

stained solid particles of a near neutral buoyancy displaying the correct wavelengths for the 338 

employed instruments. Crucially, this demonstrates ample opportunity within future research 339 

to calculate the dispersion of any pollutant that meets these criteria. As a result, the 340 

applicability of fluorometric tracing can be significantly widened beyond solutes.  Since PE is 341 

a solid particle and not a solute, the response curves generate more scattered dispersion 342 

bands, causing the voltage readings to vary slightly as the particles pass through the optical 343 

sensor. This does not affect the calculated dispersion, as demonstrated in Cook et al. (2020a) 344 

and we would expect the same phenomenon to occur for other stained solid particles used for 345 

fluorometric tracing. Although dye produced marginally improved results when modelling PE 346 

dispersion, the N-zone model predicted LDC’s to within 5.72 % across the vegetated 347 

conditions (Table 2), thus analysing velocities over depth may be used to reasonably predict 348 

the dispersion of spherical neutrally buoyant PE in fluvial environments. It is then a logical 349 

assumption that other hydrodynamic models that use velocity profiles may also provide 350 

insights into microplastic dispersion and may be used to quantify their mixing given the right 351 

conditions.  352 

4.2 Flow characteristics 353 

The flow physics for both the LV and HV conditions are visualized in Fig. 2 and 354 

modelled in Fig. 5. The LV profiles are dominated by vortex driven exchanges that penetrate 355 



deep into the canopy where they reach the riverbed and are shot back out into the free flow 356 

zone. This causes the entire canopy to become a singular mixing zone, thus eliminating the 357 

wake zone (Fig. 5). The LV condition displayed flow characteristics similar to Shucksmith et 358 

al’s (2011) Carex plants at a height of 0.055 m, despite Shucksmith implementing a changing 359 

overall depth relative to the canopy height and ours being constant at 0.25 m, due to vortices 360 

penetrating to the bed in both cases. The LV condition was also analogous to Murphy et al’s 361 

(2007) sparse canopy setting indicating that within these flow environments, vortices dominate 362 

the mixing processes. Thus, vortices govern longitudinal dispersion in submerged vegetation 363 

if they penetrate to the bed, producing two zones of mixing. At the lowest depth-averaged 364 

velocity of 0.0588 m/s, the velocity profile for LV in Fig. 3 exhibits a noticeable linear trend 365 

over depth when compared to other velocities for this condition. Indicating that below a certain 366 

velocity, the differences between the mixing and free flow region are not significant enough to 367 

cause the canopy to exhibit a constant velocity at any stage over depth compared to a slight 368 

drag displayed in the top half of the canopies for the faster depth-averaged velocities of 0.1059 369 

m/s, 0.1529 m/s, and 0.2 m/s. The HV profiles are split into three separate zones where 370 

vortices from the free flow zone dominate the dispersion and only reach so far into the 371 

vegetation canopy, enabling separate mixing and wake zones to be established (Fig. 5). The 372 

HV condition matched Shucksmith’s (2011) other cropped cases where the mixing was split 373 

into three zones instead of two. Dispersion occurs mostly in the mixing and free flow zones 374 

with very little contributing within the canopy wake zone. Identification of mixing zone 375 

penetration depth to the top of the wake zone (𝑧1) when using the N-zone model is therefore 376 

essential to accurately depict the flow physics of the channel. Reynolds stress profiles from 377 

the ADV were used over the depth to predict the size of each zone and determine whether a 378 

wake zone was indeed present. 379 

Reynolds stress for the vegetative conditions differed due to its impact on both the 380 

velocity and concentration profiles. Reynolds stress peaked at the top of the canopy (ℎ1) and 381 

at the bed of the flume, indicating two boundary layers are present within vegetative flow 382 



(shown in Fig. 5) in accordance with Murphy et al. (2007) and Shucksmith et al. (2011). 383 

Reynolds stress values for each condition were predicted using an approximation of turbulent 384 

eddies via Eq. (9). As flow rates increased, the Reynolds stress also increased causing more 385 

extreme profiles over the depth at the top of the canopy. Reynolds stress values within the 386 

wake zone were often negative, once again producing the need to provide an accurate 387 

representation of the mixing zone penetration depth within the N-zone model and correctly 388 

implement Eq. (10), eliminating these negative values. Highlighting how many zones are 389 

present within the system is consequently instrumental to performing the correct analysis 390 

within the N-zone model. With this in mind, mixing zone penetration depth can also be 391 

achieved through Eq. (13): 392 

𝑧2

ℎ1
=  

𝐶𝑆𝐿

𝐶𝑑𝑁𝑣𝑆𝑑ℎ1
,     (13) 393 

where 𝐶𝑆𝐿 is the canopy shear layer parameter with an empirical value of 0.23 ± 0.06 (Nepf 394 

et al., 2007), 𝐶𝑑 is the vegetation drag coefficient, 𝑁𝑣 is the vegetation density, and 𝑆𝑑 is the 395 

stem diameter. Although this is a good reference for mixing zone penetration depth, 396 

Shucksmith et al. (2011) demonstrated it can be more accurately interpreted from Reynolds 397 

stress.  398 

 With the flow inlet from the pump in Fig. 1 being perpendicular to the direction of the 399 

flow a honeycomb structure was implemented to straighten the flow (Fig. 1) after a visible 400 

bifurcation effect originally caused 
𝐷𝑥

𝐻𝑢∗
 to be lower for the base condition of open channel flow. 401 

Bifurcation is particularly rare within real-world settings and therefore not applicable to this 402 

study, however within open channel flow the initial tests resulted in the flow physics producing 403 

a low 
𝐷𝑥

𝐻𝑢∗
 when measured against the concentration data. Based on these results, bifurcation 404 

causes lower LDC’s when employing fluorometric techniques. This is potentially due to the 405 

bulk of both the dye and PE concentrations snaking around certain fluorometers instead of 406 

flowing through the optical sensors. More research is needed on the effect bifurcation has on 407 

longitudinal dispersion inside open channels, but it is outside the scope of this study. For future 408 



studies, when using flumes that have pipes perpendicular to the channel (Fig. 1), implementing 409 

a honeycomb structure to straighten the flow is recommended. 410 

4.3 Solute and microplastic dispersion 411 

LDC’s for neutrally buoyant microplastics (i.e. PE) and solutes (i.e. Rhodamine dye) 412 

were significantly correlated within submerged model vegetation irrespective of the complexity 413 

of the flow regime (i.e. Reynolds number) in the water column. The complexity of the flow 414 

regime within the water column did not affect microplastic dispersion inversely to a 415 

conventional solute such as Rhodamine. It is therefore reasonable to expect that microplastics 416 

of a near neutral buoyancy behave in the same manner as solutes from the riverbed to the 417 

flow surface no matter how fast or complicated the flow regime may be. The findings highlight 418 

that microplastics similar to those tested in this study will eventually be deposited in the ocean 419 

and not retained within river catchments once they enter the water column of fluvial systems. 420 

It is worth noting we observed a visible “wall creeping” effect for a small percentage of the 421 

microplastics as seen in Eitzen et al. (2019) study. PE particles would attach themselves to 422 

the model vegetation or the glass walls of the flume through adsorption, but this was not a 423 

significant amount when compared to the bulk tracer cloud that advected straight through. 424 

Nizzetto et al’s. (2016) study inferred that microplastics with a diameter of < 0.2 mm were not 425 

retained in river catchments regardless of their density and only 16-38 % of microplastics with 426 

a higher density than water were retained. Below a certain size other factors such as shape 427 

and density become less significant because the smaller the particle, the lower the effect of 428 

the gravitational force and the higher the effect of the surface force that can act on them. 429 

Hoellein et al. (2019) suggested that particle shapes can affect microplastic transport, but also 430 

stated that even after biofilm colonization, if the density of the microplastic was less than water 431 

it would float. Drummond et al. (2022) also approximated only 5 % of microplastics were 432 

subject to long-term accumulation per km in rivers, all supporting our findings that the majority 433 

of neutrally buoyant microplastics follow the same transport pathways as solutes and are not 434 

retained in river catchments. Over long timescales however, this small percentage is subject 435 



to incremental change and will likely become significant given large enough quantities 436 

resulting in microplastics potentially accumulating in “dead zones” within rivers (Guymer, 437 

2002; Wallis et al., 1989). Though, when subjected to turbulent flows these adsorbed 438 

microplastics may saltate over longer durations (Ji et al., 2014) resulting in temporary 439 

reintroductions into the main flow within the water column and once again reaching the ocean 440 

given a long enough timescale. 441 

We recognize that the results of this data are limited to spherical PE particles but 442 

ultimately contribute to the end goal of validating solute transport techniques to accurately 443 

predict neutrally buoyant microplastic dispersion. It is expected that biofouling, along with 444 

different microplastic types, sizes, shapes, and densities may affect the transport and fate of 445 

microplastics above a certain size (Besseling et al., 2017; Bucci et al., 2020; Hoellein et al., 446 

2019; Kaiser et al., 2017, Nizzetto et al., 2016). If particles are below this size, we would expect 447 

similar results for other plastic polymers regardless of their type or shape if they have a near 448 

neutral buoyancy such as PP. Density and size may then be the most important factors for 449 

smaller microplastics but, as suggested by Nizzetto et al. (2016), even microplastics with 450 

higher densities may not be retained in rivers if they are below a certain diameter. This study, 451 

for the first time, proposes and validates a dispersion model suitable for neutrally buoyant 452 

microplastics within complex flows influenced by submerged canopies. These results can 453 

consequently contribute to implementing a new technique for identifying the transport and fate 454 

of microplastics within rivers worldwide. To provide a more comprehensive understanding of 455 

the underlying mechanisms affecting microplastic transport these variables (e.g. particle’s 456 

type, size, shape, and density) need to be investigated over a variety of timescales and flow 457 

conditions to identify and quantify these effects on the dispersion of microplastics.   458 

5. Conclusion 459 

The dispersion and mixing processes of PE microplastics over submerged canopies 460 

were investigated using novel fluorometric tracing and particle staining techniques for the first 461 

time within a laboratory setting. The fluorometric and hydrodynamic analysis showed that 462 



distinct mixing zones were created over the canopy, which were primarily influenced by 463 

canopy characteristics (i.e. stem height). Neutrally buoyant PE dispersed interchangeably with 464 

Rhodamine in the water column regardless of the complexity of the flow regime instigated by 465 

submerged model vegetation. The results of the fluorometric analysis showed that Rhodamine 466 

WT dye can be used as a proxy over short timescales for field tests with spherical microplastics 467 

of a near neutral buoyancy (i.e. PE) in free-surface flows containing vegetated environments. 468 

It was shown that analytical solutions for mixing coefficients, as a result of the advection-469 

diffusion equation and hydrodynamic modelling using velocity profiles (the N-zone model), are 470 

capable of accurately approximating PE mixing and dispersion over a canopy for a range of 471 

environmental flows with varying Reynolds numbers. Consequently, the proposed analytical 472 

solutions and newly developed tracing and staining techniques for determining the transport 473 

and fate of neutrally buoyant microplastics can help develop effective management strategies 474 

to enhance water quality across a variety of turbulent flow domains in the future. 475 
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Tables 670 

Table 1. Summary of experimental flow conditions and parameters. Where 𝑛 is the number of replicates,  671 

𝑢∗is the bed shear velocity and 𝑢∗ℎ𝑐 is the shear velocity at the top of the vegetation canopy 672 

 673 

              Longitudinal Dispersion 
Coefficient (m²/s) 

𝑛 
Flow 
Rate 
(l/s) 

Average 
Velocity 

(m/s) 

Average 
Canopy 
Velocity 

(m/s) 

Average 
Free 
Flow 

Velocity 
(m/s) 

Flow 
Depth 

(m) 

Canopy 
Height (m) 

Stem 
Diameter 

(m) 

Reynolds 
Number 

𝑢∗ 𝑢∗ℎ𝑐 
Measured 

Dye 
Measured 

PE 
N-zone 

3 5 0.060 N/A N/A 0.25 0 0.004 14245 0.0031 N/A 0.0037 0.0031 0.0046 

3 5 0.047 0.022 0.064 0.25 0.1 0.004 11124 0.0024 0.0384 0.0148 0.0112 0.0094 

3 5 0.053 0.040 0.093 0.25 0.2 0.004 12686 0.0027 0.0221 0.0191 0.0166 0.0226 

3 9 0.108 N/A N/A 0.25 0 0.004 25777 0.0056 N/A 0.0075 0.0085 0.0083 

3 9 0.083 0.037 0.114 0.25 0.1 0.004 19675 0.0043 0.0384 0.0222 0.0156 0.0202 

3 9 0.102 0.077 0.183 0.25 0.2 0.004 24130 0.0052 0.0221 0.0327 0.0329 0.0449 

3 13 0.155 N/A N/A 0.25 0 0.004 36858 0.0079 N/A 0.0118 0.0110 0.0119 

3 13 0.120 0.063 0.158 0.25 0.1 0.004 28585 0.0062 0.0384 0.0312 0.0341 0.0288 

3 13 0.136 0.107 0.229 0.25 0.2 0.004 32159 0.0070 0.0221 0.0503 0.0451 0.0510 

3 17 0.208 N/A N/A 0.25 0 0.004 49524 0.0107 N/A 0.0139 0.0140 0.0159 

3 17 0.154 0.079 0.204 0.25 0.1 0.004 36580 0.0079 0.0384 0.0466 0.0487 0.0498 

3 17 0.159 0.127 0.263 0.25 0.2 0.004 37579 0.0081 0.0221 0.0655 0.0707 0.0570 



Table 2. LDC root mean square error (RMSE) comparison between dye, PE, and the N-zone model for the 674 

different vegetated conditions 675 

 676 

Figures677 

 678 

Fig. 1. 2D Illustration of the experimental flume set-up (not to scale) 679 

  680 

 
 

  RMSE  

Vegetation 
Condition 

% Difference PE 
vs Dye 

% Difference 
Dye vs N-zone 

% Difference PE 
vs N-zone 

PE vs Dye Dye vs N-zone PE vs N-zone 

NV 0.56 9.32 9.83 0.00069 0.00117 0.00130 

LV 4.49 6.12 1.36 0.00417 0.00350 0.00366 

HV 1.42 5.56 5.76 0.00391 0.00763 0.01006 



 681 

 682 

Fig. 2. Visual illustration of the flow physics within Fig. 2a high (0.2 m) and Fig. 2b low (0.1 m) canopy heights in 683 

relation to a constant depth (0.25 m) 684 

  685 



 686 

Fig. 3. Fitted and measured velocity profiles for 0.0588, 0.1059, 0.1529, 0.2000 m/s depth-averaged velocities 687 

within the NV, LV, and HV conditions 688 

  689 



 690 

Fig. 4. Response curves of instantaneous injections for dye (Rhodamine) and microplastic particles (PE) plotted 691 

as concentration (ppb for dye and mg/l for PE) against time (s) within HV, LV, and NV flow regimes at a depth-692 

averaged velocity of 0.1059 m/s 693 

  694 



 695 

Fig. 5. Conceptual model illustrating the relationship over a vertical profile between primary velocity and 696 

Reynolds stress through low and high submerged vegetation 697 

  698 



 699 

Fig. 6. Mean LDC correlations for dye, PE, and theoretical N-zone values (± 95 % confidence intervals) versus 700 

velocity for the different vegetated conditons (NV, LV, HV) 701 

  702 



 703 

Fig. 7. Mean PE LDC's versus mean dye LDC's for all conditions (± 95 % confidence intervals)  704 



Supplementary Materials 705 

Table S1. LDC comparisons between dye, PE, and the N-Zone model with 95 % confidence intervals (±) and % 706 

difference for each experimental condition 707 

Vegetation 
Height (m) 

Average 
Velocity 

(m/s) 

Discharge 
(m³/s) 

Measured Dye Measured PE N-zone 
% Difference 
Dye vs PE 

% Difference 
Dye vs N-Zone 

% Difference 
PE vs N-Zone 

0 0.060 0.0051 0.0037 ± 0.0002 0.0031 ± 0.0006 0.0024 19.35 19.22 32.32 

0 0.108 0.0092 0.0075 ± 0.0007 0.0085 ± 0.0015 0.0044 11.76 9.51 2.56 

0 0.155 0.0132 0.0118 ± 0.0046 0.0110 ± 0.0023 0.0063 6.88 0.43 6.84 

0 0.208 0.0177 0.0139 ± 0.0010 0.0140 ± 0.0016 0.0085 0.71 12.71 12.08 

0.1 0.047 0.0040 0.0148 ± 0.0009 0.0112 ± 0.0039 0.0094 32.14 57.18 18.95 

0.1 0.083 0.0071 0.0222 ± 0.0013 0.0156 ± 0.0034 0.0202 42.31 9.70 22.91 

0.1 0.120 0.0102 0.0312 ± 0.0019 0.0341 ± 0.0062 0.0288 8.50 8.35 18.42 

0.1 0.154 0.0131 0.0466 ± 0.0073 0.0487 ± 0.0042 0.0498 4.31 6.39 2.18 

0.2 0.053 0.0045 0.0191 ± 0.0022 0.0166 ± 0.0017 0.0226 15.06 15.41 26.49 

0.2 0.102 0.0087 0.0327 ± 0.0043 0.0329 ± 0.0115 0.0449 0.61 27.17 26.72 

0.2 0.136 0.0116 0.0503 ± 0.0130 0.0451 ± 0.0064 0.0510 11.53 1.39 11.58 

0.2 0.159 0.0135 0.0655 ± 0.0058 0.0707 ± 0.0060 0.0570 7.36 14.98 24.11 


