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Abstract

Assessment of spring snow cover fraction (SCF) can be valuable for understanding the efficacy of certain Earth system models
(ESMs) in simulating the energy exchange between land and atmosphere system, global hydrological cycle and future climate
impacts. In this work, we studied the model performance of 23 and 20 ESMs participating CMIP5 and CMIP6 by comparing
satellite data from National Oceanic and Atmospheric Administration and National Climatic Data Center (NOAA/NCDC)
over the Northern Hemisphere (NH) and its 13 sub-regions and further evaluating potential model improvement from CMIP5
to CMIP6. We found that the mean annual spring SCF that was simulated by CMIP5 and CMIP6 models was underestimated
in most of the NH and overestimated on the Tibetan Plateau and in eastern Asia, and most of the model simulations showed a
stronger reduction trend as well as an underestimated monthly climatological SCF. However, compared with those in CMIP5,
most of the model simulations in CMIP6 had an improved ability to simulate spring SCF in terms of the annual mean, long-term
trend and intra-annual variability. We also confirmed that the multi-model ensemble mean (MME) is a better way to represent
the three aspects of spring SCF than most individual model simulations. The spring SCF values predicted by the CMIP5 and
CMIP6 MMEs over the NH and its 13 sub-regions under different scenarios showed decreasing trends. The decreasing spring
SCF trends differed under different scenarios, and the SCF under high emissions scenarios (RCP 8.5 and SSP5-8.5) continued

to decrease.
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Key Points:

e Compared with CMIP5, the comprehensive simulation ability of the BCC,
CCCma, NCAR, CAS, MIP-M and NCC models in CMIP6 has been im-
proved.

o The multi-model ensemble mean has better performance than
most individual model simulations for CMIP5 and CMIPG6.

. The decline in spring SCF is inconsistent between emission sce-
narios, with the most pronounced decline in the high emission
scenario.

Abstract

Assessment of spring snow cover fraction (SCF) can be valuable for understand-
ing the efficacy of certain Earth system models (ESMs) in simulating the energy
exchange between land and atmosphere system, global hydrological cycle and
future climate impacts. In this work, we studied the model performance of
23 and 20 ESMs participating CMIP5 and CMIP6 by comparing satellite data
from National Oceanic and Atmospheric Administration and National Climatic
Data Center (NOAA/NCDC) over the Northern Hemisphere (NH) and its 13
sub-regions and evaluated potential model improvement from CMIP5 to CMIP6
and predicted spring SCF in the future. We found that the mean annual spring
SCF that was simulated by CMIP5 and CMIP6 models was underestimated in
most of the NH and overestimated on the Tibetan Plateau and in eastern Asia,
and most of the model simulations showed a stronger reduction trend as well
as an underestimated monthly climatological SCF. However, compared with
those in CMIP5, most of the model simulations in CMIP6 had an improved
ability to simulate spring SCF in terms of the annual mean, long-term trend
and intra-annual variability. We also confirmed that the multi-model ensemble
mean (MME) is a better way to represent the three aspects of spring SCF than
most individual model simulations. The spring SCF values predicted by the
CMIP5 and CMIP6 MMEs over the NH and its 13 sub-regions under different
scenarios showed decreasing trends. The decreasing spring SCF trends differed


mailto:email@address.edu)

under different scenarios, and the SCF under high emissions scenarios (RCP 8.5
and SSP5-8.5) continued to decrease.

1 Introduction

Snow, as an important part of the cryosphere, is the most sensitive element to
climate change. Due to its unique radiative (high surface albedo) and thermal
(low thermal conductivity) properties, a small variation in snow cover can sub-
stantially af-fect the energy budget of the land-atmosphere system and then
climate change (Qu & Hall, 2005; Euskirchen et al., 2007; Trenberth & Fasullo,
2009; Flanner et al., 2011; Groisman et al., 2017; Kang et al., 2019). Meanwhile,
snow is also an important freshwater resource and an indispensable part of the
hydrological cycle (Stewart et al., 2004; Barnett et al., 2005; Barnhart et al.,
2016; Sturm et al., 2017). With climate change, snow cover has shown significant
decreasing trends during the few past decades over the Northern Hemisphere
(NH), especially in the spring season (Déry & Brown, 2007; Brown et al., 2010;
Brown & Robinson, 2011; Derksen & Brown, 2012; Brutel-Vuilmet et al., 2013;
Brown et al., 2017; Meredith et al., 2019). This decline in the spring snow cover
fraction (SCF) has been related to the mean local climate. Some researchers
have demonstrated that there is a spring snow-albedo feedback mechanism in-
duced by snow cover changes over the NH (e.g., Fernandes et al., 2009; Flanner
et al., 2011), and these studies showed that the positive spring snow-albedo
feedback through the reduction of snow cover plays an essential role in acceler-
ating global or regional temperature (e.g., Hall. 2004; Winton, 2006; Pithan et
al., 2014). Therefore, given the important impact of spring snow cover changes
on climate, the evolution and possible changes in spring SCF historically and in
the future is a matter of concern.

At present, the state-of-the-art Earth System Models (ESMs) participating in
the Coupled Model Intercomparison Projects (CMIPs) are important tools for
conducting research on the climate change. However, ESMs have been in-
troduced substantial un-certainties in estimating SCF (Bormann et al., 2018;
Mudryk et al., 2015). Evaluating the performance of ESM outputs in the simu-
lation of spring SCF is therefore essential to gain greater confidence in scientific
research or policies. Many efforts have been made to evaluate the performance
of the ESM outputs of SCF from CMIP3 and CMIP5 at global and regional
scales (e.g., Brutel-Vuilmet et al., 2013; Hardiman et al., 2008; Zhu & Dong,
2013; Furtado et al., 2015; Li et al., 2016; Santolaria-Otin & Zolina, 2020).
These studies provide valuable references for a rapid understanding of histor-
ical and future global and regional snow cover changes, and they have shown
that both the CMIP3 and CMIP5 models tend to underestimate the trend of
decreasing spring snow cover compared to observed datasets (Derksen & Brown,
2012; Flanner et al., 2009; Frei et al., 2003). For example, Zhu & Dong (2013)
found that most model simulations in CMIP5 underestimate the trend of snow
reduction in March-April over the NH compared with the NH EASE Grid 2.0
Weekly Snow Cover and Sea Ice Extent dataset. Moreover, the lack of signif-
icant improvement in the ability of CMIP5 to simulate snow cover relative to



the CMIP3 model (Xia & Wang, 2015) may be related to the model’s structure
and parameters (Wang et al., 2016; Thackeray et al., 2015; Loranty et al., 2014).
With the advent of the CMIP, the CMIP6 outputs have a higher spatial resolu-
tion and improved parameterization schemes for physical process (Taylor et al.,
2012; Eyring et al., 2016), and its scientific combination of shared socioeconomic
pathways (SSPs) and representative concentration pathways (RCPs) scenarios
incorporating the impacts of socio-economic development provides a more reli-
able picture of likely climate change outcomes. Zhu et al. (2021) evaluated the
historical evolution of snow cover over the NH using CMIP5 and CMIP6 mod-
els according to observation datasets and future trends. Mudryk et al. (2020)
analysed observed and simulated historical snow cover extent and snow mass
as well as future snow cover projections from CMIP6. In addition, the CMIP6
output was compared to CMIP5 results to assess the progress between these two
successive model generations. Previous studies employed different performance
metrics to assess the ability of these two generations of models to simulate
SCF while still lacking integrated metrics that can help researchers intuitively
determine whether CMIP6 has a better simulation performance than CMIP5.
Moreover, few studies have been devoted to assessing the ability of these two
generations of models to simulate historical SCF and predict future snow cover
changes at regional scales under different emission scenarios, which greatly im-
pedes the prognosis of ecological and water resources, among others, at regional
scales and the science of developing corresponding climate change policies for
adaptation to climate change.

To fill this gap, this study aims to (i) evaluate these two generations of models
in reproducing spring SCF over the NH and its different areas through an-
nual mean, long-term trends, and intra-annual variabilities against observation
datasets according to multiple metrics; (ii) decide whether CMIP6 models can
simulate snow cover changes better than CMIP5 models when using an inte-
grated metric at global and regional scales; and (iii) determine the evolution
trend of snow cover changes over the NH and its dif-ferent regions under differ-
ent future RCPs and SSPs as projected by the CMIP5 and CMIP6 models. The
results of this study could provide valuable scientific references to end-users of
CMIP5 and CMIP6 SCF simulations for their particular applications at different
spatial scales.

2 Materials and Methods
2.1 Observational data

For the observational SCF dataset, we adopted the NH EASE Grid 2.0 Weekly
Snow Cover and Sea Ice Extent dataset (Robinson et al., 1993; Brodzik & Arm-
strong, 2013) from the National Oceanic and Atmospheric Administration and
National Climatic Data Center (NOAA/NCDC) (hereafter referred to as the
NOAA dataset), since the NOAA SCF was quality-controlled by the cartog-
rapher’s hand drawing before 1996 and validated by the MODIS/Terra snow
cover L3 dataset (MOD10A1, version 6) during their overlapping period (i.e.,
from 2000-2005) (Coll and Li, 2018). The monthly SCF is derived by averag-



ing weekly snow cover extent in which signed by 1 value (i.e., 50% or larger
probability of snow occurrence). Considering historically CMIP5 output data is
available up to 2005, the period of 1982-2005 is taken as the his-torical baseline
in this paper.

2.2 Climate gridded datasets

Monthly temperature and precipitation data at a spatial resolution of 0.5°x0.5°
covering the period 1982-2005 are obtained from the Climate Research Unit
gridded Times Series, version 4 (CRU TS, 4.04) (Harris et al., 2020). This
dataset was interpo-lated from over 4000 meteorological station records over
the NH and has been widely used to investigate climate change around the
world (e.g., Bellprat et al., 2019; Chen et al., 2015; Kannenberg et al., 2019).
The CRU data were selected as the benchmark to assess the ability of ESMs to
simulate near-surface temperature and precipitation.

2.3 Climate model simulations

Outputs of climate models participating in CMIP5 (Taylor et al., 2012) and
CMIP6 (Eyring et al., 2016) experiments are used here to investigate spring
SCF changes in model simulations during historical (1982-2005) and future
(2006-2099) periods. For future simulations in CMIP5, we use RCPs at three
different levels of forcing (RCP 2.6, RCP 4.5 and RCP 8.5) (Meinshausen et
al., 2011). The CMIP6 provides a richer set of global climate model out-
puts, and its scientific combination of SSP and RCP scenarios that incorporate
the impacts of socio-economic development provide a more reliable picture of
likely climate change outcomes. In this study, we adopt the SSP1-2.6, SSP2-
4.5 and SSP5-8.5 scenarios for the CMIP6 experiment. We obtain monthly
outputs of monthly SCF, near-surface air temperature, and precipitation in
historical (1982-2005) and future (2006-2099) periods from 23 CMIP5 models
and 20 CMIP6 models (Table S1 in Supporting Information S1). Most models
have multiple realizations, while few models only have one. Considering that
the ensemble means of a large number of realizations will increase variability
across models, we use only the first realization (rlilpl and rlilplfl, respec-
tively) in all CMIP5 and CMIP6 models. All model outputs are resampled to a
0.25° spatial resolution using the first-order conservative method (Jones, 1999;
https://code.zmaw.de/projects/cdo).

2.4 Evaluation metrics methods

In the present study, the SCF accuracy from CMIP5 and CMIP6 over the
NH and its 13 sub-regions during the historical period is evaluated from three
aspects: the annual mean spring SCF, long-term trend, and intra-annual vari-
ability. First, the annual mean spring SCF is evaluated based on the Taylor
diagram and Taylor skill score (TSS); second, relative bias (RB) is used to test
the accuracy of the long-term trend of spring SCF; third, three indicators (bias,
root mean square error (RMSE) and correlation coefficient (r)) are used to eval-
uate the intra-annual variability of spring SCF, and then these three statistics
are combined into a comprehensive rating index (CRI) to rank the model’s



ability to simulate the intra-annual variability of spring SCF (CRlac). Fourth,
TSS, RB, and CRIac are used to calculate the CRI to provide a comprehensive
performance score for the models in simulating spring SCF. The details of the
methods are as follows.

2.4.1 Taylor Diagram and Taylor Skill Score

The Taylor diagram (Taylor, 2001) is used to assess the ability of the ESMs to
capture the spatial pattern of the SCF. The Taylor diagram can summarize the
three statistics of r, RMSE and the normalized standard deviation (SD) in one
graph. Among these statistics, a larger r value, a smaller RMSE and a SD that
is close to 1 all indicate that the spatial pattern characteristics of the spring
SCF that are simulated by the models are closer to the observational data.

To quantitatively characterize the model’s simulation ability, the TSS is used
to assess each model’s ability to simulate SCF across the NH and its 13 sub-
regions, according to the methods of Taylor (2001). The TSS is calculated by
the following equation:

78S = — ) (g
ey anr

Tm

where 7 is the spatial correlation coefficient between the model and the observa-
tional data, and o, and o,,, are the standard deviations of the observed data and
model simulations, respectively. The value of TSS ranges from 0 to 1, where
values closer to 1 indicate better performance in simulating the spatial pattern
of spring SCF.

2.4.2 Relative bias

To measure the proximity of the ESMs trend to the observational trend, the rel-
ative bias (RB) of the trend slope is calculated based on the following equation:

RB = Sugse (2)

where Sm and So denote the long-term trend of the model simulations and the
observational data, respectively. The closer the value of RB is to 0, the better
the performance of the ESMs in simulating the long-term trend of spring SCF.

2.4.3 Intra-annual variability evaluation indicators

The ability of different models to simulate the intra-annual variability of spring
SCF is mainly assessed by three statistical indicators: bias, RMSE and r.
Among these indicators, bias is used to measure the difference in the intra-
annual variability of spring SCF between the ESMs and the observational data.
The RMSE is used to measure the degree of dispersion of the ESMs against the



observational data. In addition, r is used to describe the correlation between
the ESMs and the observational data. These three statistical indicators are cal-
culated from the climatological monthly SCF in spring (March-May) with the
following equations:

Bias = + Zf\il (M; = 0y) (3)

RMSE = \/% YL (M- 0) (4)

r = CoviM.0) (5
ocMesO

where M denotes the ESMs; O denotes the observational data; “Cov” denotes
the covariance, which is used to measure the overall error between two variables;
and denotes the standard deviation. The closer the values of the bias and
RMSE are to 0, the better the model simulation results; the values of r range
from -1 to 1, and the closer r is to 1, the higher the correlation between the
ESMs and the observational data.

2.4.4 Comprehensive rating index

The CRI is currently widely used to rank the simulation ability of ESMs (e.g.,
Jiang et al., 2015; Zhang et al., 2018; Guo et al., 2021). Here, the CRI is
first used to provide the CRlac of the intra-annual variability of spring SCF by
combining three indicators (bias, RMSE and r), and then it is used to rank the
overall performance of each ESM through TSS, RB and CRIac. The equation
for calculating the CRI is as follows:

CRI=1--1 Z?Zl rank;, (6)

where n is the number of indices used to evaluate model performance and m
is the total number of ESMs and the multi-model ensemble mean (MME). The
model with the best performance is assigned a rank value of 1. Therefore, the
closer to 1 the value of CRI is, the better the model performs.

3 Results
3.1 Assessment of spring SCF simulated by ESMs during the historical period
3.1.1 Spatial pattern of the annual mean spring SCF

We first evaluate the spatial pattern of the annual mean spring SCF (March-
May) bias between the model simulations and NOAA data (Figure 1, Figure
2). Generally, there are negative bias between model simulations from CMIP5
and CMIP6 and NOAA annual mean spring SCF in most regions, especially in
the Alaska/N. W Northwest Canada region (ALA; region #2 in Figure 3) and
in Central Asia (CAS; region #12 in Figure 3). Positive bias is shown in the
Tibetan Plateau (TIB; region #13 in Figure 3) and East Asia (EAS; region #14



in Figure 3). For example, the bias values of the CMIP5 (CMIP6) models in the
ALA and CAS regions are -17.514+16.86% (-16.16+15.85%) and -11.60+6.35%
(-9.36+8.58%), respectively, and they are 16.69+13.32% (16.55+13.26%) and
6.71+5.96% (6.16+5.96%) in the TIB and EAS regions, respectively. However,
the spatial pattern of the annual mean spring SCF from MME simulations has
a better performance than most individual models. For example, for the TIB
region, 2/3 of the CMIP5 and CMIP6 model simulations have absolute values of
bias greater than those of the CMIP5 MME (7.76) and CMIP6 MME (4.45). It
should be noted that the spatial pattern of the annual mean spring SCF relative
bias from the CMIP6 MME shows an improvement over the CMIP5 MME. For
example, the simulated spring SCF in the CMIP6 MME across the NH is closer
to the NOAA data than the CMIP5 MME is, with biases of -2.41 and -4.45,
respectively.
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Figure 1. Spatial pattern of the annual mean spring (March, April and May)
SCF relative bias between the NOAA data and CMIP5 model simulations as
well as the CMIP5 MME over the NH during the period of 1982-2005.
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Figure 2. Spatial pattern of the annual mean spring (March, April and May)
SCF relative bias between the NOAA data and CMIP6 model simulations as
well as the CMIP6 MME over the NH during the period of 1982-2005.

Next, we use the Taylor diagram and the TSS to measure how well each model
simulation from the CMIP5 (Figure 3) and CMIP6 (Figure 4) models approxi-



mate the annual mean spring SCF over the NH and its 13 sub-regions.

Broadly, the r between each model’s simulations (CMIP5 and CMIP6) and their
MMEs and the NOAA data ranges from 0.8 to 0.95, the SD is concentrated
at approx-imately 1 (Figure 3, Figure 4), and the TSSs are greater than 0.94
(Table S2 and Table S3 in Supporting Information S1). This indicates that
each model simulation of the CMIP5 and CMIP6 models and their MMEs can
better simulate the spatial pattern of the annual mean spring SCF over the
NH. We then divide the NH into 13 sub-regions, and the spatial pattern of
the annual mean spring SCF in different regions clearly shows large variations
across model simulations compared to the NOAA data (Figure 3 and Figure
4). In ALA, South Europe/Mediterranean (MED; region #9 in Figure 3), West
Asia (WAS; region #11 in Figure 3) and TIB, the r values between all CMIP5
and CMIP6 model simulations and the NOAA data are small (-0.24-0.76), the
SD values are more spread out (0.01-2.4), and the TSS values are less than
0.85. However, the TSS value in North Asia (NAS; region #10 in Figure 3)
is significantly larger than that in the remaining regions, with r ranging from
0.71 to 0.90, and a SD of approximately 1. For MME, the CMIP5 and CMIP6
MMEs have better performance in West North America (WNA; region #3 in
Figure 3), Central North America (CNA; region #5 in Figure 3), East North
America (ENA; region #6 in Figure 3), North Europe (NEU; region #7 in
Figure 3), NAS and EAS, with TSS values greater than 0.96, r values greater
than 0.83 and SD values between 0.75-1.02. While the MMEs have a limited
performance in the MED, WAS, and TIB regions, with TSS values less than
0.84, the r values range from 0.38-0.79 and the SD values range from 0.14-0.94.
In particular, the worst performance was found in the MED region (TSS values
of 0.49 and 0.52 for the CMIP5 and CMIP6 MMEs, respectively). Com-pared
with the CMIP5 MME, the SD values of the CMIP6 MME are closer to 1, and
the TSSs are larger (Table S2 and Table S3 in Supporting Information S1) in
the Canada/not include Greenland/Iceland (CGI; region #4 in Figure 3), CNA,
ENA, Central Europe (CEU; region #8 in Figure 3), MED, WAS, and EAS
regions, indicating the improved ability of the CMIP6 MME to simulate the
annual mean spring SCF in these seven regions.
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Figure 3. Taylor diagrams of the annual mean spring (March, April and May)
SCF in CMIP5 from 1982 to 2005 over the NH and its 13 sub-regions, which
are defined in the Fifth Assessment Report (AR5) of the International Panel
on Climate Change (IPCC) (IPCC, 2013). Distances from the origin (radius)
indicate normalized standard deviations; radial lines (angles) indicate r values;
and distances from the reference point indicate RMSEs.
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Figure 4. Taylor diagrams of the annual mean spring (March, April and May)
SCF in CMIP6 from 1982 to 2005 over the NH and its 13 sub-regions, which
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are defined in the IPCC Fifth Assessment Report (AR5) (IPCC, 2013). Dis-
tances from the origin (radius) indicate normalized standard deviations; radial
lines (angles) indicate r values; and distances from the reference point indicate
RMSEs.

3.1.2 Long-term trend evaluation for spring SCF over the NH from
1982 to 2005

Figureb and Figure 6 illustrate the spatial pattern of long-term spring SCF
trends based on the CMIP5 and CMIP6 model simulations and the NOAA data.
The NOAA data exhibit a decreasing trend of spring SCF in 57.18% of the NH,
8.98% of which, mainly distributed in part of the WNA and the southern edge
of NAS regions, shows a significant decreasing trend. In contrast, the spring
SCF trend in the eastern TIB region shows a significant increasing trend of
greater than 10%/10 yr. Most model simulations from CMIP5 and CMIP6 can
capture the decreasing trend in parts of the WNA and the southern edge of
the NAS as the NOAA dataset does. However, over the TIB, only a few model
simulations (CMIP5: bce-csml-1-m, CESM1-FASTCHEM, CESM1-WACCM,
GISS-E2-H, MIROC-ESM, MIROC5, MRI-CGCM3, and MRI-ESM1; CMIP6:
MIROC6 and MRI-ESM2-0) can capture the increasing trend that is consistent
with NOAA data. For MME, the CMIP5 and CMIP6 MMEs fail to capture the
increasing trend of spring SCF in the eastern part of the TIB, CNA, ENA, and
CEU regions and the western part of the NAS region. Moreover, the CMIP5
and CMIP6 MMEs simulate a decreasing trend of SCF over 89.32% and 93.75%
of the NH, respectively, which far exceeds that of the NOAA data (57.18%).
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Figure 5. Spatial pattern of the long-term trends in spring SCF of each CMIP5

model simulation as well as the CMIP5 MME and NOAA data during 1982-2005
over the NH. The hatched areas indicate statistically significant trends at the
95% confidence level.
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The relative bias (Figure 7, Figure 8) is further used to quantitatively assess the

15



ability of each model simulation to simulate long-term spring SCF trends. For
the NH, all model simulations in CMIP5 and CMIP6 overestimate the spring
SCF reduction trend, with RB values ranging from 0.62-4.14 and 0.93-5.35,
respectively. However, the ability to simulate the spring SCF trend of the
CMIP6 MME is better than that of the CMIP5 MME (RB values of 0.81 and
0.73 for the CMIP5 MME and CMIP6 MME, respectively). We then evaluate
the ability of each model simulation to simulate the spring SCF trends in the
13 sub-regions. For the ALA, CGI, NAS, WAS, CAS, and TIB regions, there
is no significant difference among CMIP5 and CMIP6 model simulations, with
RB values ranging from -0.98 to 6.77 and -0.97 to 7.26, respectively. However,
in the WNA and MED regions, the RB values of MIROC6 in CMIP6 are 7.88
and 3.73, respectively, which are much larger than the RB values of all CMIP5
model simulations (-0.44-3.06 and -0.97-0.41 in WNA and MED, respectively).
It should be noted that most model simulations in CMIP5 and CMIP6 perform
extremely poorly, with RB values even greater than 20 in the CEU and EAS
regions. According to the MME, the RB values are closer to 0 with the CMIP6
MME than with the CMIP5 MME in the WNA, CGI, MED, NAS, WAS, and
CAS regions (RB for CMIP5 MME: 0.36, -0.32, -0.82, 0.87, -0.9, and -0.84; RB
for CMIP6 MME: -0.14, -0.11, -0.42, 0.2, -0.78, and -0.76, respectively).

16



CMIP5 MME
becc-csml-1
bce-csml-1-m
CanESM2
CESM1-BGC
CESM1-CAMbS
CESM1-FASTCHEM
CESM1-WACCM
FGOALS-g2
GISS-E2-H
GISS-E2-H-CC
GISS-E2-R
GISS-E2-R-CC
MIROC4h
MIROCS
MIROC-ESM
MIROC-ESM-CHEM
MPI-ESM-LR
MPI-ESM-MR
MPI-ESM-P
MRI-CGCM3
MRI-ESM1
NorESM1-M
NorESM1-ME

0.81
1.81
3.3
3.54

2.91

0.68
0.62
0.8

117

2.54
3.78
4.15
2.48
2.43

3.77
NH

-0.9

-0.96

-0.91

-0.72

-0.76

-0.91

-0.77

-0.75

-0.94

-0.65

-0.85

-0.84

-0.36

-0.02

-0.98

-0.94

-0.96

-0.85

-0.81

0.4

-0.55

-0.86

-0.93

-0.84

-0.69

-0.74

-0.5

-0.51

-0.57

-0.57

-0.55

-0.8

-0.57

-0.89

-0.35

-0.64

-0.46

-0.25

-0.91

-0.85

-0.96

-0.8

-0.57

0.16

-0.7

-0.69

-0.86

>10

-006 036 -032 108 211 124 57 -0.82 087
037 164 -011 23 112 236 518 -08 276
034 059 -008 286 094 07 373
033 201 -036 48 434 011 1.88
1.01 012 1.01 017 205 17 043 19
1.3 052 023 31 164 369 027 161
025 211 -032 323 049 -0.22 039 21
013 127 -027 058 068 25 447 -0.21 | 545
-0.06 011 -0.41 158 019 -021 212 -0.88 437
07 038 013 275 019 014 534 -042 084
048 118 -022 073 152 045 459 -0.06 -0.03
045 085 -032 515 138 -033 246 -013 04
002 016 -053 114 429 -044 439 024 086
058 162 01 133 -0.06 3.18 -0.58 049
082 23 042 25 491 - -0.35 145
04 306 022 43 21 113 348 -096 465
213 025 035 374 173 451 - -0.97 -
002 -044 09 349 204 175 0.87 -0.84 3.2
007 093 009 233 - 4.49 -0.85 1.66
-0.09 033 -041 087 275 2.39 -0.86 | 4.51
031 058 -019 416 089 114 428 -0.07 -
032 032 -023 181 281 053 - 041 244
-0.06 221 016 1.05 296 1.04 299 -0.91 201
019 105 003 325 561 044 619 -0.69 2.99
ALA WNA CGI CNA ENA NEU CEU MED NAS WAS CAS

i

<-10 -5 0 5

Figure 7. Comparison of the RB of the long-term trend of spring SCF for each
CMIP5 model simulation and the CMIP5 MME over 13 sub-regions across the
NH during the period of 1982-2005.
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Figure 8. Comparison of the RB of the long-term trend of spring SCF for each
CMIP6 model simulation and the CMIP6 MME over 13 sub-regions across the
NH during the period of 1982-2005.

3.1.3 Intra-annual variability of spring SCF over the NH from 1982
to 2005

The intra-annual variability in the spring SCF is analysed in Figure 9 and Figure
10. We find a sharp decrease in the spring SCF from March (57.44%) to May
(22.44%) over the NH from the NOAA data. All CMIP5 and CMIP6 model
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simulations can capture the same characteristics as the NOAA data during the
spring season. We find that the simulated SCFs in March (51.38+9.66%), April
(38.36+10.21%) and May (21.09+11.51%) from the CMIP6 model simulations
and the CMIP6 MME (March, April and May are 53.62%, 40.18% and 20.59,
respectively) are closer to the NOAA data than are the CMIP5 (48.30+£9.42%,
35.204+12.11% and 17.43+10.82%) and CMIP5 MME (March, April and May
are 51.24%, 38.15% and 18.98, respectively). A large variability across models
is found in the CMIP5 and CMIP6 simulations of the intra-annual variability
of spring SCF for the 13 sub-regions. In contrast, the MME of spring SCF in
the CMIP5 and CMIP6 performs better than that of individual models from
March to May, although it is slightly overestimated in the TIB and EAS regions.
Compared to the CMIP5 MME, CMIP6 MME simulated SCF from March-May
over the 13 sub-regions is closer to that of the NOAA data. For example, for the
CNA region, the simulated SCFs from March to May are 21.76%, 5.80%, and
0.27%, respectively, and the CMIP6 MME is closer to that of the NOAA data
(22.03%, 6.23%, and 0.27%, respectively) than is the CMIP5 MME (18.37%,
4.81%, and 0.19%, respectively).
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Figure 9. Mean monthly (March-May) SCF by each CMIP5 model, the CMIP5
MME and the NOAA data during the period of 19822005 over the NH and its
13 sub-regions.
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Figure 10. Mean monthly (March-May) SCF by each CMIP6 model, the
CMIP6 MME and the NOAA data during the period of 1982—2005 over the NH
and its 13 sub-regions.

Then, we use the CRlac values based on the bias, RSME, and r to assess
the ability of each model simulation to simulate the intra-annual spring SCF
(Figure 11, Figure 12). The results show that the CMIP6 model simulations
have slightly larger CRIac values than do the CMIP5 simulations (the range of
CRIac values for the CMIP5 and CMIP6 models are 0.12-0.73 and 0.21-0.78,
respectively) across the NH. Moreover, only one of the twenty-three CMIP5
models (MIROC4h) has a CRIac value greater than 0.7, while four of the twenty
CMIP6 models (BCC-ESM1, CESM2-WACCM, FGOALS-g3, and NorESM2-
MM) have a CRIac value greater than 0.7. For the MME, the CRIac value of
the CMIP6 MME (0.65) is larger than that of most individual models and is
larger than that of the CMIP5 MME (0.45). The above results indicate that the
CMIP6 is better than the CMIP5 in simulating the climatological spring SCF
over the NH.

The number of models with CRIac values greater than 0.7 is relatively higher
in the CMIP6 than in the CMIP5 for most regions. For example, for the CEU,
only one of the twenty-three CMIP5 models (MIROC4h) has a CRIac value
greater than 0.7, while four of the twenty CMIP6 models (CanESM5, CanESM5-
CanOE, CESM2-WACCM, and MIROC6) have a CRIac value greater than 0.7.
For MME, the CRlac values for the CMIP5 MME and CMIP6 MME are larger
than most individual models in the 13 sub-regions, indicating that the MME
is better than the individual models in simulating the intra-annual variability
of spring SCF. Comparing the CMIP5 MME and CMIP6 MME, we find that
the CRIac value of the CMIP5 MME (0.49) is greater than that of the CMIP6
MME (0.44) only in the ALA region, while in the remaining 12 regions, the
CRIac values of the CMIP5 MME are smaller than those of the CMIP6 MME
(e.g., for the CNA region, the CRIac values of the CMIP5 MME and CMIP6
MME are 0.68 and 0.9, respectively), suggesting that the CMIP6 MME is better
able to simulate the intra-annual variability of spring SCF in these 12 regions.
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Figure 11. CRlac statistical heatmap of each CMIP5 model and the CMIP5
MME for the NH and its 13 sub-regions.
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Figure 12. CRlac statistical heatmap of each CMIP6 model and the CMIP6
MME for the NH and its 13 sub-regions.

3.1.4 Assessment of overall model performance

This section focuses on quantitatively assessing the overall model performance
in simulating the spring SCF using an integrated method (CRI). The CRI value
is calcu-lated by TSS, RB and CRIac for each model simulation, and then an
arithmetic mean is calculated through CRI values from different model simula-
tions by the same institution to assess the overall ability of different institutions
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to simulate the spring SCF with the two generations of models (Figure 13). For
the NH (Figure 13a), 60% of the institutions using CMIP6 (with the exception
of NASA-GISS, MIROC and MRI) have higher CRI values than those using
CMIP5, with BCC being the most evident (0.24 and 0.6 in CMIP5 and CMIPG6,
respectively). The CMIP6 MME has a CRI value of 0.89, which is significantly
greater than the CMIP5 MME (0.71). In most of the 13 sub-regions, more in-
stitutions show a ’better’ simulation ability than a ’worse’ one in CMIP6, and
this is particularly evident in the WAS region, where all nine institutions in this
region show a ’better’ simulation ability (Figure 13k). However, in the ALA,
WNA and ENA regions, the number of institutions with a ’better’ simulation
ability in CMIPG6 is smaller than the number of institutions with a 'worse’ one.
Additionally, we find that the MME is significantly better for most individual
institutions in CMIP5 and CMIP6, but the CRI values for the CMIP6 MME
are greater than those for the CMIP5 MME, except for in the ALA and NEU
regions.
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Figure 13. Statistical CRI diagram for CMIP5 and CMIP6 simulations of dif-
ferent institutions as well as the MME across the NH and its 13 sub-regions. The
arithmetic mean of the CRI values of the models from the same institution is
used as the CRI value of the institution. Circles indicate CMIP5 and diamonds
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indicate CMIP6 values. The closer the CRI value is to 1, the stronger the
comprehensive simulation ability of the model; red font indicates that the com-
prehensive simulation ability of the institution in the CMIP6 becomes stronger,
and the blue font indicates that the comprehensive simulation ability of the
institution in the CMIP6 becomes worse.

3.2 Predicted characteristics of SCF changes in future projections

3.2.1 Spatial pattern variability of the annual mean spring SCF from
2072 to 2095

Figure 14 presents the spatial pattern variability of the annual mean spring SCF
for the CMIP5 and CMIP6 under three scenarios during the period of 2072-2095
compared to the baseline of 1982-2005. The projected spring SCF simulated
by the CMIP5 MME and CMIP6 MME under different scenarios exhibits a
widespread reduction over the NH, especially at the western edge of the NAS.
The reduction in SCF becomes increasingly significant with increasing emission
concentrations. For example, the spring SCF simulated by the CMIP5 MME
and CMIP6 MME shows a slight reduction from -24% to 0% in most regions
under the low emissions scenarios (RCP 2.6 and SSP1-2.6) and an obvious re-
duction in spring SCF from -50% to 0% in the CMIP5 MME and CMIP6 MME
following the high emissions scenarios (RCP 8.5 and SSP5-8.5). Compared to
that in the RCP 2.6 scenario (95.17%), the spring SCF reduction area (92.62%)
is decreased under the SSP1-2.6 scenario. The same results are shown under the
medium emissions scenarios (RCP 4.5: 95.26%; SSP2-4.5: 94.80%). In contrast,
compared to that in the RCP 8.5 scenario (92.74%), the spring SCF reduction
area (97.55%) is expanded under the SSP5-8.5 scenario.
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Figure 14. Spatial pattern of spring SCF changes in the CMIP5 and CMIP6
under different scenarios for the future period (2072-2095) compared to the
historical period (1982-2005).

3.2.2 Interannual variability in spring SCF over the NH from 2006
to 2099

Based on the interannual variability in spring SCF from 1982-2099 (Figure 15,
Figure 16), the spring SCF exhibits a fluctuating decrease across the NH and its
13 sub-regions under all RCP and SSP scenarios. Specifically, the spring SCF
under different scenarios (RCPs or SSPs) shows relatively consistent changes
until 2040, while the changes significantly differ after 2040. Additionally, the
long-term trends under the RCP 2.6 and SSP1-2.6 scenarios are very similar
at -0.26%/10 yr and -0.27%/10 yr, respectively, and the larger SCF reduction
trends under the RCP 4.5 and SSP2-4.5 scenarios have trends of -0.59%/10 yr
and -0.68%/10 yr, respectively. The strongest SCF reduction trends are found
under the RCP 8.5 and SSP5-8.5 scenarios, with trends of -1.26%/10 yr and -
1.59%/10 yr, respectively. Similar to those of the whole NH, the future trends in
spring SCF vary significantly among the sub-regions from 2040 onwards under
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different emission scenarios. The significant decreasing trends of spring SCF
are mainly found in the ALA, WNA, CGI, ENA, NEU, NAS, and TIB regions,
with approximately -0.23%/10 yr under the RCP 2.6 and SSP1-2.6 scenarios,
-0.57%/10 yr under the RCP 4.5 and SSP2-4.5 scenarios, and -1.23%/10 yr
under the RCP 8.5 and SSP5-8.5 scenarios. It is worth noting that there is an
extremely low decreasing trend in the MED region under the three scenarios,
which is due to the extremely low SCF in that region, where the annual mean
SCF is less than 1% (Figure S1 and Figure S2 in Supporting Information S1). By
comparing the spring SCF changes simulated by the CMIP5 MME and CMIP6
MME under the same emissions scenarios, we find that the decreasing trend of
spring SCF in the SSPs is much larger than that in the RCPs, except for the
CGI and NEU regions under the SSP1-2.6 and RCP 2.6 scenarios and the NEU
region under the SSP2-4.5 and RCP 4.5 scenarios.
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Figure 15. Time series plots of spring SCF anomalies in the NH and its 13
sub-regions from 1982-2099. Different colours indicate the SCF anomaly values
under different scenarios in the CMIP5; shaded areas indicate one standard
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deviation range under different scenarios.
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Figure 16. Time series plots of spring SCF anomalies in the NH and its 13
sub-regions from 1982-2099. Different colours indicate the SCF anomaly values
under different scenarios in the CMIP6; shaded areas indicate one standard
deviation range under different scenarios.

4 Discussion

Snow is an indispensable component of the cryosphere and has an important
im-pact on the energy balance of the Earth’s climate system. It has been widely
considered one of the most important mechanisms for warming (i.e., Arctic
amplification, Pithan & Mauritsen, 2014) and an important factor in assess-
ing changes in the amount of water resources at global and/or regional scales
(e.g., Milly & Dunne, 2020; Lutz et al., 2022). Models are powerful tools for
understanding and forecasting the spring SCF changes that are influenced by
climate change across the NH. By analysing the annual mean, long-term trend
and intra-annual variability of the spring SCF against NOAA data, we find that
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there is not a single model in the CMIP5 nor the CMIP6 that could satisfacto-
rily capture the spatial and temporal characteristics of the NOAA data across
the globe and in the 13 sub-regions of the NH.

However, the majority of the institutions using CMIP6 have higher CRI values
than those using CMIP5 across the NH, and the number of institutions with a
‘better’ simulation ability in CMIPG6 is greater than the number of institutions
with a ‘worse’ simulation ability in most regions according to the comprehensive
assessment.

We emphasize that the improvements in the new state-of-the-art CMIP6
model simulations can be attributed to three major sources: meteorological
forcing data, model structure and parameterizations and spatial resolution
(e.g., Decharme, 2007; Jin et al., 2021; van Kempen et al., 2021; Li et al., 2021).
Meteorological forcing data, especially precipitation and temperature, strongly
affect CMIP simulations through the snow generation process, as precipitation
and temperature are the primary and direct sources that control the amount
of snow (e.g., Mankin & Diffenbaugh, 2015; Tang et al., 2017). For example,
the severe overestimation of the annual mean spring SCF over the TIB and
EAS regions (Figure 1) in CMIP5 is strongly related to the cold bias (Figure
S3 in Supporting Information S1) and overestimation of precipitation (Figure
S5 in Supporting Information S1); however, the large bi-as in temperature
and precipitation has been improved in CMIP6 (Figure S4 and Figure S6 in
Supporting Information S1). In other regions (except WAS and NAS), the
underestimation of the annual mean spring SCF in CMIP6 improves relative
to the results of the CMIP5, mainly re-lated to the corrected overestimation
of temperature (Figure S3 and Figure S4 in Supporting Information S1). The
relationship between temperature and SCF in spring is observed in CMIP5 and
CMIP6 models (Brutel-Vuilmet et al., 2013; Mudryk et al., 2017) indicating
that ESMs should further improve temperature simulations. Previous studies
have shown that cli-mate models have had difficulties correctly reproducing
seasonal snow (Brutel-Vuilmet et al., 2013; Derksen & Brown, 2012; Henderson
et al., 2018; Santolaria-Otin & Zolina, 2020; Thackeray et al., 2016). However,
the present study shows that a low bias of intra-annual variability in the spring
season in CMIP5 is largely corrected in the CMIP6 (Figure 9, Figure 10),
which is consistent with Zhu et al. (2021), Mudryk et al. (2020) and Kouki
et al. (2021). The lower snowmelt rate based on low temperature bias from
the new model parameterizations and structures in CMIP6 (Kouki et al., 2021;
Mudryk et al., 2020) during the snow melting season (Figure S3 and Figure S4
in Supporting Information S1) could partly explain this correction. In addition,
model simulation ability is also related to spatial resolution (Wu et al., 2021).
For example, the spatial resolution of the models of the BCC, CAS, MPI-M and
NCC institutions is improved in CMIP6 compared to that in CMIP5 (Table S1
in Supporting Information S1); therefore, for these four institutions, the overall
model performance in simulating spring SCF over the NH is better in CMIP6
than in CMIP5 (Figure 13a).
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The multi-model ensemble mean is often reported to outperform individual mod-
els (e.g., Ahmed et al., 2019; Gudmundsson, 2011; Guo et al., 2021; Santolaria-
Otin & Zolina, 2020). Our analysis shows that simple averages generally out-
perform most individual models for all metrics. However, the deteriorated per-
formance of simple averages in capturing all three aspects of our study in some
areas suggests that the simple ensemble mean method may not be suitable for
assessing some specific regions. This suggests that more sophisticated multi-
model ensemble methods, such as Bayesian averages (Raftery et al., 2005) or
weighting averages (Kulinich et al., 2021), may prove to be more helpful than
simple averages.

5 Conclusions

In this study, we use NOAA data as reference data to evaluate the spring SCF
simulation ability of each model simulation from CMIP5 and CMIP6 and their
MMEs as well as future changes in RCPs and SSPs across the NH and its 13
sub-regions.

(1) Compared to the NOAA data, the spring SCF that was simulated by CMIP5
and CMIP6 models and their MMEs show generally negative biases over most
of the NH regions and generally positive biases over the TIB and EAS regions
during the period of 1982-2005. And most of the model simulations can capture
the decreasing trends in parts of the WNA and the southern edge of the NAS
region, however, only a few model simulations can present the increasing trend
over the TIB region. In addition, most model simulations generate a lower
monthly climatological SCF (March-May) in most regions and a higher monthly
climatological SCF in the TIB region across the NH.

(2) The models have differences in performance for simulating different aspects
of spring SCF. However, MMEs perform better compared to most of the model
simulations. In terms of the comprehensive assessment, the majority of the
institutions using CMIP6 had higher CRI values than those using CMIP5 across
the NH. The number of institutions with a ‘better’ simulation ability using
CMIP6 is greater than the number of institutions with a ‘worse’ simulation
ability in most regions, and vice versa in the ALA, WNA and ENA regions. It
is important to note that the CRI values for the CMIP6 MME are greater than
those for the CMIP5 MME, except for the ALA and NEU regions, suggesting
that the overall performance of the CMIP6 MME in simulating the spring SCF
improves in other 11 regions.

(3) Projections indicate future reductions in spring SCF over the NH during the
period of 2072-2095, particularly over the ALA, WNA and NEU regions. Mean-
while, the spring SCF has a reduced rate with increasing emissions, with lower
rates in scenarios with lower emissions. The predicted spring SCF trend by the
CMIP5 MME and CMIP6 MME over the NH and its 13 sub-regions shows a de-
creasing trend from 2006 to 2099; while there is no significant difference between
the CMIP5 and CMIP6 scenarios until 2040, they rapidly diverge thereafter. For
the same emissions scenario, the CMIP6 MME simulates a stronger reduction
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trend in SCF in the NH than does the CMIP5 MME.
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