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Abstract

Understanding the pathways of floating material at the surface ocean is important to improve our knowledge on surface

circulation and for its ecological and environmental impacts. Virtual particle simulations are a common method to simulate the

dispersion of floating material. To advect the particles, ocean models’ velocities are usually used, but only recent ones include

tidal forcing. Our research question is: What is the effect of tidal forcing on virtual particle dispersion and accumulation at the

ocean surface? As inputs we use velocity outputs from eNATL60, a twin simulation with and without tidal forcing. We focus

on the Açores Islands region and we find: 1) Surface particles have a larger displacement, but a lower distance travelled with

than without tidal forcing 2) Surface accumulation seasonal differences depend on the spatial scale of the ocean structures 3)

A greater variability in surface accumulation is present with tidal forcing.
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Figure 1: Spatial domain of the eNATL60 simulation (except the Gulf of Mexico, Black Sea and eastern
Mediterranean Sea domains). Black box shows the region of this study where virtual surface particles are
released. Red box shows the subregion used for some of the analyses.
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Figure 2: Box plots of mean cumulative distance [km] (top) and mean absolute distance [km] (bottom)
travelled by the virtual particles per month.
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Figure 3: Gaussian Kernel Density Estimation (GKDE) comparison between non-tidal (top) and tidal (bot-
tom) simulations. Maximum GKDE value (top) and percentage of particles with a high GKDE value (greater
than 0.008) (bottom) are shown in the bottom left textbox.

Figure 4: Comparison of the percentage of particles with a high GKDE value (greater than 0.008) per month.
Non-tidal results are shown in blue and tidal in red.
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Figure 5: 1D histogram of the 2D histogram of the distribution of the particles after 28 days of advection.
Results of the non-tidal simulation are shown in blue and from the tidal in red. Vertical, dashed lines indicate
the maximum value.
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Figure 6: Skewness temporal evolution in time for each month for non-tidal (blue) and tidal (red) simulations.
Values in the text box are the variance of the skewness from the beginning of the month till the vertical line.
The vertical line indicates the moment in time when the first particle enters the subregion (see subsection
2.3.2.2). Bottom plot shows the skewness value at the vertical line.
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Figure 7: Attracting LCS structures on day 1 of each month for the non-tidal simulation.
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Figure 8: Attracting LCS structures on day 1 of each month for the tidal simulation.
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Figure 9: Top: Percentage of virtual particles with backward FTLE > 0.5 days-1 . Bottom: Skewness values
of the backward FTLE fields.
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Figure 10: Percentage difference with tidal forcing per month for each diagnostic calculated. From top
to bottom: cumulative distance (CD), absolute distance (AD), percentage of particles with high Gaussian
Kernel Density Estimation (GKDE [?] 0.008) and percentage of particles with high backward Finite Time
Lyapunov Exponents (bFTLE [?] 0.5 days-1 ).
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• A greater temporal variability in surface particle accumulation patterns is present16

with tidal forcing.17
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Abstract18

Understanding the pathways of floating material at the surface ocean is important to im-19

prove our knowledge on surface circulation and for its ecological and environmental im-20

pacts. Virtual particle simulations are a common method to simulate the dispersion of21

floating material. To advect the particles, velocities from ocean models are often used.22

Yet, the contribution of different ocean dynamics (at different temporal and spatial scales)23

to the net Lagrangian transport remains unclear. Here we focus on tidal forcing, only24

included in recent models, and so our research question is: What is the effect of tidal forc-25

ing on virtual particle dispersion at the ocean surface? By comparing a twin simulation26

with and without tidal forcing, we conclude that tides play an important role in hori-27

zontal Lagrangian dynamics. We focus on the Açores Islands region, and we find that28

surface particles travel a longer cumulative distance and a lower total distance with than29

without tidal forcing and a higher variability in surface particle accumulation patterns30

is present with tidal forcing. The differences found in the surface particle accumulation31

patterns can be more than a 40% increase/decrease. This has important implications32

for virtual particle simulations, showing that more than tidal currents need to be con-33

sidered. A deeper understanding of the dynamics behind these tidal forcing impacts is34

necessary, but our outcomes can already help improve Lagrangian simulations. This is35

particularly relevant for simulations done to understand the connectivity of marine species36

and for marine pollution applications.37

Plain Language Summary38

At the surface of the ocean we can find a range of floating material e.g. algae, lar-39

vae, plastics and oil spills. Correctly simulating their trajectories is important to under-40

stand the ocean surface dynamics and their ecological, environmental and economical41

impacts. To simulate these trajectories, ocean currents data from ocean models are usu-42

ally used. These ocean models try to represent different oceanic processes, and recent43

ones include the effect of tides. In this study we investigate how tides affect surface tra-44

jectories in a region south of the Açores Islands. We study the distances travelled by par-45

ticles and how much they accumulate. We find that these are affected by tidal forcing46

and that the impacts on the accumulation patterns found are stronger or weaker depend-47

ing on the size of the ocean structures analyzed. Therefore, we find that tides are im-48
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portant when studying oceanic surface trajectories. This has important applications for49

marine diversity studies and marine pollution forecasts.50

1 Introduction51

Understanding the pathways of floating material (e.g. larvae, plastics, oil and drifters)52

at the surface ocean is important not only due to its ecological and environmental reper-53

cussions (Sala et al., 2016), but also to improve our knowledge on the ocean dynamics54

(van Sebille et al., 2020; Chamecki et al., 2019). These floating material pathways can55

be studied by analysing horizontal particle dispersion properties. Understanding these56

2D surface dynamics also helps to get some insights on the 3D dynamics, through the57

identification of strong convergence and divergence regions, that is, zones with signifi-58

cant vertical dynamics (e.g., d’Asaro et al., 2018; Hernández-Carrasco et al., 2018; McWilliams59

et al., 2019; Tarry et al., 2021). Identifying these zones has important implications for60

biology as they affect the supply of nutrients to the euphotic layer and therefore phy-61

toplankton development (e.g., Lévy et al., 2001, 2012; Mahadevan, 2016). Understand-62

ing surface dispersion is not only useful to expand our knowledge on ocean dynamics,63

but also for practical issues such as better understanding the distribution of marine plas-64

tic (e.g., Onink et al., 2019), oil spills (e.g., Ainsworth et al., 2021), algae such as Sar-65

gassum (e.g., Miron et al., 2020; van Sebille et al., 2021) and larvae (e.g., Largier, 2003;66

Hidalgo et al., 2019; Dı́az-Barroso et al., 2022). Identifying hotspots where pollutants67

or fish larvae accumulate can support ocean clean-up strategies and marine protected68

areas management, respectively (e.g., Poje et al., 2014; Krüger et al., 2017).69

Simulating accurate trajectories of floating material in the ocean is complex as many70

processes at different spatiotemporal scales are involved (van Sebille et al., 2020). In this71

regard, the growing development of different sources of ocean velocity data has helped72

to analyse the impact of different dynamical scales on the transport processes: Ocean73

General Circulation Models (OGCMs) (e.g., Brunner et al., 2015; Sala et al., 2016), drifters74

(e.g., Maximenko et al., 2012; van Sebille et al., 2012), High-Frequency (HF) radar (e.g.,75

Hernández-Carrasco et al., 2018; Révelard et al., 2021), altimetric satellite data (e.g., Beron-76

Vera et al., 2010; Liu et al., 2014) and other products like GlobCurrent (e.g., Onink et77

al., 2019) or a combination of them (e.g., Morales-Márquez et al., 2023). Nevertheless,78

limitations exist for these datasets because of their low spatial and/or temporal cover-79

age or because of their low spatial resolution, for example, altimetric data. Current al-80
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timetric products do not capture all surface transport mechanisms (Bôas et al., 2019),81

especially those that are due to high-frequency motions such as internal tides and waves.82

OGCMs are not as limited by coverage and resolution, but to date they cannot resolve83

and represent all the different processes, like Langmuir circulation, and would need to84

be coupled to other models, like wave and biogeochemical models, to represent processes85

such as Stokes drift and bio-fouling, respectively (van Sebille et al., 2020; Tsiaras et al.,86

2021). Focusing on the open ocean, some of the processes that have received a great at-87

tention to improve the understanding of the surface transport properties from observa-88

tions and numerical simulations, have been Ekman transport, Stokes drift and windage89

(e.g., Wenegrat & McPhaden, 2016; Iwasaki et al., 2017; Putman et al., 2020; Morales-90

Márquez et al., 2021; Morales-Márquez et al., 2023); especially in the context of marine91

debris (e.g., Maximenko et al., 2018; Dobler et al., 2019; Onink et al., 2019; Higgins et92

al., 2020). However, little attention has been paid so far to the effect of tides, and even93

less to the effect of internal tides (for example on the eddy field) and its impact on La-94

grangian dynamics.95

In this regard, a few studies have analysed the contribution of tidal induced dy-96

namics to the transport of floating material, and only focused on tidal currents. Sterl97

et al. (2020) found that the impact of barotropic tidal currents on microplastic surface98

transport and accumulation was very small. Tidal currents have also been considered99

using the SMOC dataset (Drillet et al., 2019) to understand the trajectories of Sargas-100

sum in the Tropical Atlantic by van Sebille et al. (2021). Moreover, the Lagrangian trans-101

port due to internal tides has been studied by Sutherland and Yassin (2022), but they102

found it to be negligible when averaged over an inertial period. Technological advances103

in the past years have allowed recent OGCMs to include tidal forcing, improving the rep-104

resentation of internal wave fields (Le Sommer et al., 2018). Tidally forced OGCMs al-105

low not only to consider tidal currents, but also the impact tides have on the flow struc-106

tures, like eddies, filaments, or fronts. To our knowledge, no study looking at the impact107

of using velocity data from a tidally forced OGCM to simulate surface ocean trajecto-108

ries has been done before.109

Including tidal forcing in OGCMs can impact the flow field in different ways. It110

increases the energy at the fine-scales (here defined between 10 km and 100 km) as re-111

ported in Verron et al. (2020), where a higher Sea Surface Height (SSH) energy level is112

observed with than without tidal forcing at wavelengths below approximately 100 km.113
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This difference is more pronounced in the northern hemisphere summer (from hereafter114

seasons referring to northern hemisphere), when the high stratification conditions pro-115

mote the generation and propagation of internal tides (Verron et al., 2020). One of the116

physical features that are responsible for this increase at the fine-scales are internal waves,117

which are ignored when only considering tidal currents and/or barotropic tides. Although118

internal waves occur at the interface between ocean layers (Arbic et al., 2018), their sig-119

nal can sometimes be observed at the ocean surface (e.g., Jackson et al., 2012). Not only120

can they transport floating material (Shanks, 2021), but they can also affect the back-121

ground flow, namely eddies, by altering their kinetic energy (Mtfller, 1976; Bühler & McIn-122

tyre, 2005; Barkan et al., 2017), as internal waves can lead to the extraction of mesoscale123

energy through dissipation (Barkan et al., 2017). Since mesoscale eddies can retain float-124

ing material for several days (e.g., d’Ovidio et al., 2013; Condie & Condie, 2016; Limer125

et al., 2020; Bello-Fuentes et al., 2021), this loss of energy could imply a loss of the co-126

herence of their structure and thus of their capacity to accumulate/trap material. One127

of the main mechanisms that generate coherent eddy structures, are baroclinic instabil-128

ities (Stammer, 1997), and these can be modified by tidal forcing (Lin et al., 2023). While129

no specific research has been done on the impact of internal waves on the retention ca-130

pacity of eddies, some studies have been done with surface waves. Dobler et al. (2019);131

Morales-Márquez et al. (2023) found that surface waves created by forcings like the wind132

and waves can have a significant effect on mesoscale structures like eddies, modifying their133

shape, and eventually reducing their retention capacity.134

Our study region is located south of the Açores Islands, one of the areas in the North135

Atlantic with the highest internal waves signal (Ray & Zaron, 2016; Savage et al., 2017).136

These internal waves are generated by the interaction of the flow (tidal or current) with137

the bathymetry, especially during summer (June to September), when stratification is138

high (Jackson, 2004; Rocha et al., 2016; Torres et al., 2018; Lahaye et al., 2019; Verron139

et al., 2020). Moreover, this area has been found to be important in terms of marine pol-140

lution with a high exposure to marine floating debris, which reaches the islands through141

filaments and eddies generated from the Gulf Stream (Sala et al., 2016; Pham et al., 2020;142

Cardoso & Caldeira, 2021).143

Our objective is to investigate the effects of tide induced dynamics on surface trans-144

port properties. In Section 2 we describe the dataset used and the methods to evaluate145
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the data. Section 3 describes the results obtained and in Section 4, we discuss them and146

suggest future studies.147

2 Data and methods148

2.1 The extended North Atlantic simulation at 1/60 ◦ (eNATL60)149

eNATL60 is an extended version of the NATL60 run (see Ajayi et al. (2020); https://150

github.com/meom-configurations/NATL60-CJM165) in which a larger spatial domain151

is covered. The model’s domain includes the North Atlantic basin: from 6◦N to 66◦N152

and from 80◦W to 9.5◦E (fig. 1), together with the whole Mediterranean and Black Seas153

and the Gulf of Mexico (not shown).154

With a spatial resolution of 1/60 ◦ and a model time-step of 40 seconds, the sim-155

ulation is submesocale permitting (Verron et al., 2020). For the scope of this study, we156

use the hourly model outputs, and though the model is 3D, we only use the 2D surface157

velocity fields. Two simulations have been produced with this configuration: a twin ex-158

periment without and with tidal forcing (Brodeau et al., 2020a, 2020b). The tidal con-159

stituents used are M2, S2, N2, K1, O1 (Brodeau et al., 2020b), and the presence of tidal160

forcing allows the conversion of tidal energy into the internal wave field. This conver-161

sion happens through the interaction of wave and unbalanced motions, and via flow-topography162

interactions (Arbic et al., 2018). The simulation timespan is from mid-June 2009 to Oc-163

tober 2010 (simulation years, no data assimilation included). Verron et al. (2020) com-164

pared the simulation outputs to the altimeter SARAL/Altika, focusing on a spectral com-165

parison with the simulation’s surface data. They found that at the large scales (down166

to approximately 80 km) the model’s SSH spatial spectra is very close to that of SARAL/Altika,167

for both the non-tidal and tidal run. The high frequency motions eNATL60 have been168

compared to altimetry by Ansong et al. (2020), showing a slight overestimation of SSH169

variance in the tidally forced run due to no explicit wave drag in the simulation. This170

set of simulations present an unprecedented opportunity due to its high spatial and tem-171

poral resolution, and its twin simulation characteristic with and without tidal forcing.172

2.2 Particle trajectory simulations173

The OceanParcels Lagrangian framework v2.2.2 (Delandmeter & van Sebille, 2019)174

is used to simulate 2D trajectories of virtual particles at the sea surface. A fourth or-175
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Figure 1. Spatial domain of the eNATL60 simulation (except the Gulf of Mexico, Black Sea

and eastern Mediterranean Sea domains). Black box shows the region of this study where virtual

surface particles are released. Red box shows the subregion used for some of the analyses.

der Runge-Kutta particle advection scheme is used with a run-time time-step (dt) of 5176

minutes. We consider infinitesimal passive and buoyant particles. Two types of simu-177

lations are done. Firstly, particles are released monthly at the surface over the whole re-178

gion (black box in fig. 1) with a 0.04◦ spacing, making it a total of 106926 particles. Par-179

ticles are advected for 28 days, from July 2009 to June 2010. Particles are advected us-180

ing the velocity field obtained from the outputs of the two model simulations without181

and with tidal forcing (eNATL60). Particles which leave the domain (black box in fig.182

1) are removed. Secondly, to calculate backward Finite Time Lyapunov Exponents (bF-183

TLEs), particles are released every 0.004◦ and advected for 14 days (biweekly) for the184

same period as the previous diagnostics (July 2009 to June 2010). Due to the compu-185

tational cost, bFTLEs are calculated at the subregion shown in fig. 1 (red box). Further186

details on the bFTLEs computations and parameterizations are given in Section 2.3.2.3.187
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2.3 Lagrangian diagnostics188

To evaluate the impact of tidal forcing on the surface particle trajectories, we use189

a range of Lagrangian diagnostics that allows us to obtain information about the trans-190

port properties at different temporal and spatial scales. We evaluate the effect of tidal191

forcing on particle dispersion by analyzing two Lagrangian properties: the distance trav-192

elled by the particles and their surface accumulation.193

2.3.1 Distance travelled194

We evaluate the absolute distance (AD) and the cumulative distance (CD) trav-195

elled by each particle. AD is the shortest distance between the initial and final point of196

a particle’s trajectory. It tells us about the absolute (or net) distance travelled by the197

particle in a period, T, with respect to their initial position. CD is the sum of all the dis-198

tances travelled during each time-step, and it gives us an idea about the total distance199

explored by the particle. They are defined as:200

AD(x, y, t = T ) = r(t = T )− r(t = 0) (1)201

CD(x, y, t = T ) =

T∑
n=1

(r(t)− r(t− 1)) (2)202

; where r(t) = f(x,y) and is the position of the particle at time, t.203

2.3.2 Surface accumulation patterns204

The analysis of the surface particle accumulation is more complex and requires dif-205

ferent statistical and diagnostic techniques. These diagnostics are sensitive to the pa-206

rameters, presenting a higher associated uncertainty than the other metrics based on the207

travelled distances. We also analyse the impact of the tidal forcing on the transport bar-208

riers computing pair of particles metrics like the Finite Time Lyapunov Exponents. Con-209

sequently, we use a range of different techniques which are described below.210

2.3.2.1 Gaussian Kernel Density Estimation (GKDE) One of the methods used211

to calculate the density of particles is a 2-dimensional horizontal Gaussian Kernel Den-212

sity Estimation (GKDE). This is a non-parametric (applicable to a non-Gaussian dis-213
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tribution) estimate of the probability density function of a field. The GKDE is applied214

monthly on all particles in the whole domain (black box in fig. 1) by calculating it on215

the particle distribution of day 28. We use the python SciPy stats gaussian kde algorithm216

with a default kernel size (bandwidth), which is calculated following Scott’s Rule (Scott,217

1992). This bandwidth selector calculates the optimal bandwidth value that avoids both218

over-smoothing and under-smoothing.219

2.3.2.2 Particle density histogram skewness The particle density is also inves-220

tigated using histograms. A two-dimensional histogram of the particles’ monthly posi-221

tions in the final step is calculated with a bin size of 0.1◦ by 0.1◦. It is calculated for the222

subregion shown by a red box in fig. 1. This subregion is selected as to avoid regions with-223

out particles, which appear as white intrusions and are present in all months (for exam-224

ple the white region at the west in the no tides September GKDE subplot of fig. 3). The225

GKDE is calculated on each particle, so the effect of the region borders is smaller than226

on the 2D histogram. Then, a one-dimensional histogram (10 bins) of the number of par-227

ticles in each bin is calculated from it to show the frequency of the 2D bin counts.228

The skewness of the 2D histogram fields is analysed. This can give us information229

on the occurrence of extreme events (e.g., White, 1980), and therefore the occurrence230

of high accumulation zones (i.e., high 2D bin count).231

2.3.2.3 Backward Finite Time Lyapunov Exponents (bFTLEs) Finite Time Lya-232

punov Exponents (FTLEs) is a Lagrangian diagnostic for describing relative dispersion233

properties of fluid flows, providing information on the position of oceanic transport bar-234

riers, the so-called Lagrangian Coherent Structures (LCS) (Boffetta et al., 2001; Haller,235

2015). FTLEs is based on Lagrangian separation rate of two infinitesimally close tra-236

jectories, which grows exponentially over time (Haller, 2001; Shadden et al., 2005). It237

measures the separation rate of a pair of particles after a fixed time interval (Shadden238

et al., 2005) (equivalent to Finite Size Lyapunov Exponents (Hernández-Carrasco et al.,239

2011), which measure the separation rate of two particles, but fixing the final separation240

distance). Ridges of backward FTLE (bFTLE) fields reveal lines of maximum stretch-241

ing, identifying attracting LCS. Since particles cannot cross them, the LCS determine242

the flow motion, providing the main transport pathways (Haller & Yuan, 2000; Shad-243

den et al., 2005). Recent studies have shown the relationship between attractive LCS with244

filaments of accumulated negative Lagrangian horizontal divergence of velocity fields, re-245
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vealing regions of particle aggregation (Huntley et al., 2015; Hernández-Carrasco et al.,246

2018).247

Based on Shadden et al. (2005), FTLE can be derived considering the stretching248

of two neighbouring particles, initially separated a distance δ(t0), and advected in the249

flow after a fixed time of integration (τ), when both particles will be separated δ(t0+250

τ). We obtain the following expression for the FTLE in two-dimensional flows, denoted251

as λ(x, y, t), which depends on the position and time,252

λ(x, y, t) =
1

τ
∗ lnδ(t0 + τ)

δ(t0)
(3)253

Following Shadden et al. (2005), to obtain the FTLEs we compute the maximum254

eigenvalues of the Cauchy-Green deformation tensor after the integration time (τ) de-255

fined in Haller (2001).256

The initial particle separation, δ(t0), is set to be of 0.004◦, which is finer than the257

eNATL60 velocity field grid (0.0167◦) and τ = 14 days. This allows a better identifica-258

tion of the subgrid structures originated by chaotic advection (see Hernández-Carrasco259

et al. (2011, 2020)). Finally, bFTLEs are calculated biweekly, on day 1 and 15 of each260

month. A two-weeks integration time was chosen because with τ = 28 days we obtained261

bFTLE results with a high uncertainty, and for one week of integration time we found262

that the coherent structures are not fully identified.263

3 Results and discussion264

Firstly, we look at the impact of tidal forcing on the distance travelled by the par-265

ticles. We compare the cumulative distance travelled (CD, sum of all the distances trav-266

elled during each time-step) and the absolute distance travelled (AD, the shortest dis-267

tance between the initial and final point of the particle’s trajectory). Fig. 2 shows that268

the particles travel a large range of distances after 28 days, but if we focus on the me-269

dian values shown in the box plot, we observe differences between the travel distances270

with and without tidal forcing. The median CD values are higher for the tidal than for271

the non-tidal simulation, up to a 25% larger in August with respect to the non-tidal sim-272

ulation. This could be explained by the elevated presence of high-frequency motions in273

the tidal simulation (Verron et al., 2020), inducing small and highly fluctuating pertur-274
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bations in the particle motions, which results in a longer CD or total particle trajectory.275

For the median AD values (fig. 2 (bottom)), the opposite is observed: larger ADs are276

travelled by the particles in the non-tidal than in the tidal simulation. For some months,277

the non-tidal simulation values of the median are only slightly higher than the tidal val-278

ues, but the percentile 75 values of most months also reflect this pattern. This suggests279

that tidal forcing induces small scale oscillations that increase particle trajectory length280

(CD), but slightly decreases the absolute distance travelled (AD). This implies that par-281

ticle trajectories explore more of the ocean surface because of tidal forcing.282
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Figure 2. Box plots of mean cumulative distance [km] (top) and mean absolute distance [km]

(bottom) travelled by the virtual particles per month.

Next, we analyse the impact of the tidal induced dynamics on the surface parti-283

cle accumulation using the GKDE. The results obtained here using the optimal kernel284

size (see Section 2.3.2.1), seem to reflect the surface particle accumulation at mesoscale285

spatial scales. This can be observed in the red and yellow eddy mesoscale-like structures286

observed in fig. 3. A higher presence of very high-density regions (red colour) can be ob-287

served in winter than in summer, for both simulations (with and without tidal forcing).288

This implies a higher surface particle accumulation in winter (December to March) than289

in summer (July to September 2009 and May and June 2010). This could be due to the290

higher number of eddies present in winter than in summer (Ajayi et al., 2020) and their291
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associated capacity to accumulate floating material (e.g., d’Ovidio et al., 2013; Condie292

& Condie, 2016; Limer et al., 2020; Bello-Fuentes et al., 2021). We observe that this summer-293

winter difference is lower in the tidally than in the non-tidally forced simulation. When294

tides are included, the surface particle accumulation increases in summer and reduces295

in winter. Fig. 4 shows the percentage of particles with a high GKDE value (GKDE >296

0.008) per month, identified as the yellow and red regions in fig. 3. This corresponds to297

a GKDE threshold of 0.008, which is value that reflects high particle density for all months298

in both simulations.299

The seasonal variability of GKDE can be related to changes in the eddy and in-300

ternal waves fields. The increase of GKDE in the summer months could be explained301

by a higher presence of internal waves in the tidally forced simulation. The higher pres-302

ence of internal waves in summer occurs because it is when stratification is the highest.303

These internal waves can create more convergence zones (Shanks, 2021). The lower ac-304

cumulation capacity during winter could be associated with a decrease of the energy at305

the mesoscale lead by the dissipation effect of internal waves (Barkan et al., 2017). This306

could reduce the capacity of mesoscale eddies to accumulate surface material, as simi-307

larly found to happen with surface waves (Dobler et al., 2019; Morales-Márquez et al.,308

2023). On the other hand, the presence of internal waves in winter is lower than in sum-309

mer (Jackson, 2004; Rocha et al., 2016; Torres et al., 2018; Lahaye et al., 2019; Verron310

et al., 2020). Therefore, the lower particle accumulation in winter with tidal forcing, could311

also be explained by the fact that the flow convergence associated with mesoscale dy-312

namics is attenuated by the effect of more energetic small-scale dynamics induced by tides.313

This is observed by Verron et al. (2020), which show how the energy levels (power spec-314

tral densities) of eNATL60 at the fine-scales increases with tidal forcing. Moreover, Haza315

et al. (2016) found that the presence of submesoscale structures makes the mesoscale eddy316

structures more permeable, explaining this lower accumulation with tidal forcing in win-317

ter. Overall, the GKDE diagnostic (figs. 3 and 4) shows that including tidal forcing sig-318

nificantly impacts surface particle accumulation patterns.319
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Figure 3. Gaussian Kernel Density Estimation (GKDE) comparison between non-tidal (top)

and tidal (bottom) simulations. Maximum GKDE value (top) and percentage of particles with a

high GKDE value (greater than 0.008) (bottom) are shown in the bottom left textbox.
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Figure 4. Comparison of the percentage of particles with a high GKDE value (greater than

0.008) per month. Non-tidal results are shown in blue and tidal in red.

To study the surface particle accumulation from another perspective, 2D histograms320

of the particles’ distribution in the final time-step are also analysed. Figure 5 shows the321

monthly 1D histograms of the 2D histogram bin counts. It shows that all the probabil-322

ity density functions (1D histograms) of the surface particle accumulation (2D histograms)323

are positively skewed. Qualitatively, no big differences are observed between the non-324

tidal and tidal histograms. The vertical, dashed line in fig. 5 shows the maximum value325

of the 2D histograms bin counts. The particle density maximum is greater for the tidal326

than the non-tidal in 7 out of 12 months (August, December, January, February, March,327

April, and June). No clear pattern is observed in the maximum, though greater values328

are reached in the tidal simulation. This means that zones with much higher accumu-329

lation can occur when tidal forcing is included.330

Deeper analysis of the positive skewness of the histograms gives us insight on ex-331

treme events, which is linked to high surface particle accumulation. Figure 6 (top) shows332

the temporal evolution of the skewness of the one-dimensional histogram (fig. 5) of the333

particle density (from the two-dimensional histogram). Both the non-tidal’s and tidal’s334

skewness increase with time. The final skewness value is calculated at the time when the335

first particle released at the boundary of the region (black box fig. 1) enters the subre-336

gion (red box fig. 1), and it is represented by the vertical line in fig. 6. This is done to337
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Figure 5. 1D histogram of the 2D histogram of the distribution of the particles after 28 days

of advection. Results of the non-tidal simulation are shown in blue and from the tidal in red.

Vertical, dashed lines indicate the maximum value.

minimize and homogenize the impact of the simulation boundary effects. The final skew-338

ness values for each month are shown in fig. 6. Except for September, all months have339

higher skewness values in the tidal than the non-tidal simulation. For most months, the340

skewness’ temporal variability is highest for the tidal simulation. The temporal variance341

of the skewness (until the vertical line) is shown in the text boxes in fig. 6 (top). For 6342

out of the 12 months it is higher for the tidal simulation, in 3 of the months the values343

are very close (0.002 difference or less) and in the 3 other months it is higher for the non-344

tidal simulation.345

The backward FTLEs give us information on the attracting LCS, identifying trans-346

port barriers, and filaments of coherent convergence. It gives us more details at finer scales347

than the GKDE and the 2D histograms as it can identify subgrid structures present (see348
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Figure 6. Skewness temporal evolution in time for each month for non-tidal (blue) and tidal

(red) simulations. Values in the text box are the variance of the skewness from the beginning

of the month till the vertical line. The vertical line indicates the moment in time when the first

particle enters the subregion (see subsection 2.3.2.2). Bottom plot shows the skewness value at

the vertical line.
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section 2.3.2.3). Moreover, FTLEs describe the surface particle accumulation patterns349

by identifying the outline of the accumulation zones, whilst the GKDE and histogram350

diagnostics identify the area of the accumulation zone due to eddies or other LCS. We351

consider that for this region, the backward FTLE fields (see Figures S1 and S2 in the352

supporting information) reflect high flow convergence values above 0.5 days−1. This thresh-353

old is selected based on the characteristics of the bFTLE probability density function354

(PDF). It generally represents for all months, the smallest bFTLE value of the asym-355

metric tail of the PDF (see fig. A1) associated with intermittent dynamics and identi-356

fied here with maximum bFTLE values organized in filament-like structures.357

Figures 7 and 8 show the attracting LCS on day 1 of each month for the non-tidal358

and tidal simulations, respectively. We can observe how eddy structures are much sharper359

in the non-tidal than tidal simulations, specially from September to January. This co-360

incides with the GKDE results in winter, for both diagnostics the identified surface par-361

ticle accumulation patterns decrease in winter. Qualitatively, from July to January we362

can observe less attracting LCS with tidal forcing (fig. 8) than without (fig. 7), and we363

quantify this and its distribution in fig. 9. The top panel shows the percentage of par-364

ticles in the final time-step (after 14 days) with a bFTLE greater than 0.5 days−1. For365

the summer, autumn and beginning of winter months (from July to December 2009 and,366

January and June 2010), non-tidal FTLEs exhibit higher values than the tidal values.367

The percentage of particles with high bFTLE values is decreased down to ∼40% of the368

non-tidal value, when tidal forcing is used. During the end of winter and spring, the op-369

posite happens, and the percentage of particles increases up to ∼50% with tidal forcing.370

For both the non-tidal and tidal simulations, the highest percentage of particles with a371

bFTLE larger than 0.5 is obtained in April, and another smaller peak seems to be present372

in July. This observed seasonal variability in the bFTLE high values is larger for the tidal373

than for the non-tidal simulations.374

Some differences between GKDE and bFTLE are observed in the months of max-375

imum particle accumulation and in the seasonal variability. While the maximum peak376

in the GKDE is obtained in January for the non-tidal simulation, the maximum bFTLE377

is obtained in April and for the tidal simulation. Also, the maximum bFTLE for both378

simulations is in April, but the maximum GKDE is in different months: January for the379

non-tidal and July for the tidal simulation. Then, from autumn to winter (October 2009380

to March 2010), both for the GKDE and the bFTLE the same relationship between the381
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surface particle accumulation patterns in the non-tidal and tidal simulations is observed:382

from October to January the non-tidal is highest, and in February and March the tidal383

is highest. From July to September 2009 and April to June 2010, the relationship be-384

tween the non-tidal and tidal is opposite in the GKDE and bFTLE fields. These months385

coincide with the maximum probability of internal waves observation in the Açores Is-386

lands (Jackson, 2004). Considering that internal waves promote the transfer of energy387

from the mesoscale to the submesoscale (Barkan et al., 2021), that their presence is more388

pronounced with tidal forcing, and that bFTLEs capture better the fine-scale and the389

GKDE the mesoscale transport dynamics; the tidal forcing affects the FTLE and GKDE390

diagnostics differently. We see then an increase in the bFTLE fields (fine-scales) and a391

decrease in the GKDE fields (mesoscale) with the tidal forcing simulation. Lastly, it is392

important to note that a subregion is used for the bFTLE calculation (due to calcula-393

tion costs) while the GKDE is computed for the whole region. A sensitivity analysis (not394

shown) of GKDE to different areas was performed, obtaining no significant differences395

in the resulting accumulation patterns. Therefore, these different Lagrangian simulation396

characteristics are not responsible for the surface particle accumulation discrepancies ob-397

served between both Lagrangian metrics.398
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Figure 7. Attracting LCS structures on day 1 of each month for the non-tidal simulation.

Fig. 9 (bottom) shows the skewness value of the bFTLE fields. For most months,399

it is higher with than without tidal forcing, or they are very close (except from 15/03/2010400

to 15/04/2010 (inclusive)). This is consistent with the higher skewness values of the 2D401

bin counts histograms obtained for most months when tidal forcing is included. This sug-402

gests that tides induce a higher occurrence of areas with extreme values of high parti-403

cle accumulation, which could have an impact on the appropriate prediction of surface404

clustering areas.405
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Figure 8. Attracting LCS structures on day 1 of each month for the tidal simulation.

Lastly, we quantify the impact of including tidal forcing in the above diagnostics.406

We do this by calculating the percentage increase or decrease of the tidal value with re-407

spect to the non-tidal value (eq. 4). As observed above, the impact varies depending on408

the diagnostic. CD shows a greater change than AD when tidal forcing is used (fig. 10.409

The increase in CD ranges from 3.75% to 24.77% and the decrease in AD from 0.76%410

to 4.99%. Even if these percentage values seem low, even the lowest of them (0.76% de-411

crease in AD), translates to a difference of 112 km which is substantial in terms of clean-412

up strategies and the management of marine protected areas. For the GKDE, the high-413
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Figure 9. Top: Percentage of virtual particles with backward FTLE > 0.5 days−1. Bottom:

Skewness values of the backward FTLE fields.

est change is observed, reaching values above 40% in several months. The impact of tidal414

forcing is highest in August 2009 when it reaches a very high % (not shown in fig. 10)415

equivalent to the GKDE surface accumulation becoming 12 times higher. Although dur-416

ing most of the months the tidal forcing causes GKDE to increase, for 4 months (Oc-417

tober to January) it decreases. In October-December 2009 and January 2010 the per-418

centage of particles with a high GKDE value (high particle density) is reduced between419

30% and 84% when tidal forcing is included, while in July-September 2009 and May-June420

2010, it is increased between 23% and 1095% (fig. 4). For the rest of the months the in-421

crease/decrease is less than 10%.422

For bFTLE, between February and May it increases, and decreases for the rest of423

the months, reaching % changes of around 40% (increases and decrease). During the end424

of autumn and winter months (October to February), there is a negative impact like with425

GKDE. This could mean that some dynamics affected by tidal forcing, like baroclinic426

instabilities, could be disturbing the eddy field which determines these two accumula-427
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tion patterns. Previously it was mentioned that tidal forcing could affect the already ex-428

isting eddy field, but we could also consider that it could affect the formation of eddies.429

Lin et al. (2023) found that with tidal forcing there is an increase in vertical mixing and430

thus a change of stratification that decreases baroclinic instabilities. Ajayi et al. (2020)431

showed that for the North Atlantic baroclinic mixed layer instabilities are responsible432

for an increase of submesoscale eddies in Winter. In general, this quantification of the433

impact of tidal forcing on the surface transport patterns, shows that although the im-434

pacts are different throughout the year and at different spatial scales, this forcing should435

be considered when wanting to carry out Lagrangian analyses where the surface trans-436

port patterns are important. Especially when these analyses are to be used, for exam-437

ple, for ocean pollution clean-up strategies (e.g. Poje et al., 2014).438

% difference =
(XT −XN )

XN
∗ 100 (4)439

; where X is the value for each of the different diagnostics (CD, AD, percentage of GKDE440

≥ 0.008 and percentage of bFTLE ≥ 0.5), for tidal (XT ) and non-tidal simulation (XN ).441
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Figure 10. Percentage difference with tidal forcing per month for each diagnostic calculated.

From top to bottom: cumulative distance (CD), absolute distance (AD), percentage of particles

with high Gaussian Kernel Density Estimation (GKDE ≥ 0.008) and percentage of particles with

high backward Finite Time Lyapunov Exponents (bFTLE ≥ 0.5 days−1).

4 Conclusions and perspectives442

This study aimed to investigate the impact of tide induced motions on Lagrangian443

dynamics, focusing on surface accumulation. A NEMO North Atlantic twin simulation444

with a resolution of 1/60° (eNATL60) without and with tidal forcing was used to advect445

surface virtual particle trajectories in a region around the Açores Islands. The results446

show that tides play an important role in the surface distribution of particle accumu-447

lation regions and dispersion properties. The impact of the tidal induced dynamics on448
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Lagrangian dispersion is quantified by computing the distances travelled by the virtual449

surface particles, and on the accumulation of particles detected at different scales.450

Firstly, when we look at the monthly distances travelled by particles, longer cu-451

mulative distances are travelled in the tidal run, but shorter total distances than in the452

non-tidal run. This implies that particle trajectories explore more of the ocean surface453

because of tidal forcing, which can have important implications in terms of pollution im-454

pacts. To analyse the patterns of surface particle density we use three diagnostics: Gaus-455

sian Kernel Density Estimation (GKDE), 2D histograms and backward Finite Time Lya-456

punov Exponents (bFTLEs). The GKDE analyses seem to represent the mesoscale ac-457

cumulation, and they show that with tidal forcing, the accumulation increases during458

the summer months and decreases in the winter months. The 1-dimensional histograms459

of the particle density (2-dimensional bin counts) show that all monthly distributions460

are positively skewed. We look at the temporal evolution of this skewness, and we find461

a high temporal variability, especially for the tidal forcing simulation. After one month,462

the skewness is higher for the tidal than the non-tidal forcing simulation for all months,463

except for September. Lastly, we calculate the bFTLEs which can be used as a proxy464

of convergence flow structures and capture smaller scale dynamics than the previous tech-465

niques. We find that in summer, the simulation without tides has a higher percentage466

of particles with higher bFTLE values than the tidal simulation. For the winter months,467

the opposite is obtained, except for January. We find that the skewness of the bFTLE468

fields is also higher for the tidal than the non-tidal simulation for most months. There-469

fore, adding tidal forcing can create a higher occurrence of extreme events, that in this470

case correspond to regions of high surface particle accumulation.471

Several explanations could be behind these results. Barkan et al. (2021) found that472

when internal wave forcing was used in their simulations (which could be analogous to473

the tidal forcing used here, as it creates a higher presence of internal waves), less mesoscale474

kinetic energy is present both in summer and winter. The energy is transferred towards475

submesoscale fronts and filaments, particularly in winter (Barkan et al., 2021), and this476

could impact on the coherence of the mesoscale eddies, reducing their capacity to trap477

particles in a higher presence of submesoscale structures (Haza et al., 2016). This effect478

explains the results obtained in winter, especially the opposite effect observed in win-479

ter for the GKDE (representative of eddy accumulation) and backward FTLE (more rep-480

resentative of accumulation at fronts and filaments) results.481
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This study contributes to widening our knowledge on the ocean dynamics mech-482

anisms that affect surface transport. We have found that to better understand the global483

geometry of the oceanic flow (in terms of LCS and transport barriers), tides are needed.484

This opens the door to more studies to further analyze the tidal impacts on not only sur-485

face ocean transport, but also at depth and on the oceanic mixing properties. Further-486

more, the impact of the fine-scales, and especially unbalanced motions like internal waves,487

on ocean surface dynamics is currently still being studied (Shakespeare & McC. Hogg,488

2018; Thomas & Daniel, 2021; Gula et al., 2022). Future work could look further into489

this by analysing the impact of the different temporal and spatial scales on Lagrangian490

dynamics. In particular, the high-frequency motions due to tides, whose impact will be491

relevant with the novel ocean data from upcoming satellite missions like the Surface Wa-492

ter Ocean Topography satellite (Morrow et al., 2019).493

In this study we were limited by the timespan of the eNATL60 simulation, so we494

were able to analyse data for only one year. It would be interesting to investigate the495

interannual variability of the tidal effects obtained as there is an EKE interannual vari-496

ability in this region (Martins et al., 2002). When new model simulations allow it, it would497

be useful to reproduce this study over longer periods than the one-year outputs we were498

limited to here. Nevertheless, this twin simulation at a high resolution without and with499

tidal forcing is a unique dataset, and more scenarios can be explored. Our results are500

relevant to other regions, especially those with similar ocean dynamics, like high inter-501

nal waves signal. In next studies the method applied here could be repeated in other re-502

gions to investigate if there are any differences in the magnitude and seasonality of the503

tidal impacts found here. Interesting regions would be ones with a lower internal waves504

signal (e.g., eastern part of the North Atlantic basin, or the Gulf Stream region) and with505

a higher impact of tidal currents (e.g. the North Sea).506

Focusing on Lagrangian trajectory studies around archipelagos and coastal regions,507

it would be interesting to study the impact of tidal forcing on the arrival (Sala et al., 2016)508

and beaching (e.g. Yoon et al., 2010; Kaandorp et al., 2020) of virtual particles and the509

connectivity between islands (Vaz et al., 2013). It would also be interesting to study its510

impact on the surface-ocean connectivity timescales at a global scale (Jönsson & Wat-511

son, 2016). These have important impacts on the understanding of the biodiversity and512

pollution threats, especially on islands, and the consequent strategies necessary for their513

protection.514
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To conclude, we used a unique dataset to understand the effect of tides on ocean515

surface particle accumulation. This was the first time that Lagrangian ocean dynamics516

has been studied with a twin model without and with tidal forcing. We found that to517

better understand the global geometry of the flow (for example the presence of LCS and518

transport barriers), it is necessary not only to consider tidal forcing in OGCMs or data519

on tidal currents, but also their impact on other oceanic structures. This has important520

implications for Lagrangian simulations using OGCMs to study a range of topics, like521

for example, marine pollution (e.g. understanding the source of plastic pollution and the522

trajectory of an oil spill or of algae like Sargassum) and marine connectivity studies (e.g.523

of marine species via larvae dispersion). We shed some light on our understanding of the524

ocean by showing that tides play an important role in horizontal Lagrangian dynamics.525

This in turn affects not only our physical understanding of the ocean, but also of other526

biogeochemical and ecological processes in different parts of the global ocean.527
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Appendix A Backward FTLE distribution528

The PDFs of the bFTLE fields for day 1 of each month are shown in fig. A1. All529

PDFs are positively skewed, demonstrating that the threshold of 0.5 days−1 is represen-530

tative of the start of the tail for all months.531

Figure A1. Probability density function of the backward FTLE fields on day 01 of each

month for the no tidal forcing (blue) and tidal forcing (red) simulations. The vertical black line

shows the threshold used at 0.5 days−1.
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Appendix B Open Research532

Details on the model data used in this study, eNATL60, and its availability can be533

found here https://github.com/ocean-next/eNATL60 (Brodeau et al., 2020a). The codes534

used to generate the Lagrangian simulations and analyse them can be found here: https://535

github.com/OceanParcels/Azores TidalForcing.536
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