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Abstract

Understanding the pathways of floating material at the surface ocean is important to improve our knowledge on surface

circulation and for its ecological and environmental impacts. Virtual particle simulations are a common method to simulate the

dispersion of floating material. To advect the particles, ocean models’ velocities are usually used, but only recent ones include

tidal forcing. Our research question is: What is the effect of tidal forcing on virtual particle dispersion and accumulation at the

ocean surface? As inputs we use velocity outputs from eNATL60, a twin simulation with and without tidal forcing. We focus

on the Açores Islands region and we find: 1) Surface particles have a larger displacement, but a lower distance travelled with

than without tidal forcing 2) Surface accumulation seasonal differences depend on the spatial scale of the ocean structures 3)

A greater variability in surface accumulation is present with tidal forcing.
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Key Points:11

• Using velocity outputs from ocean models with tidal forcing affects surface par-12

ticle dispersion in the region south of the Açores Islands.13

• Surface particles have a larger displacement but a lower distance travelled with14

than without tidal forcing.15

• Higher temporal variability and positive skewness of particle density is found, in-16

creasing prediction uncertainty of accumulation areas.17
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Abstract18

Understanding the pathways of floating material at the surface ocean is important to im-19

prove our knowledge on surface circulation and for its ecological and environmental im-20

pacts. Virtual particle simulations are a common method to simulate the dispersion of21

floating material. To advect the particles, ocean models’ velocities are usually used, but22

only recent ones include tidal forcing. Our research question is: What is the effect of tidal23

forcing on virtual particle dispersion and accumulation at the ocean surface? As inputs24

we use velocity outputs from eNATL60, a twin simulation with and without tidal forc-25

ing. We focus on the Açores Islands region and we find: 1) Surface particles have a larger26

displacement, but a lower distance travelled with than without tidal forcing 2) Surface27

accumulation seasonal differences depend on the spatial scale of the ocean structures 3)28

A greater variability in surface accumulation is present with tidal forcing.29

Plain Language Summary30

At the surface of the ocean we can find a range of floating material e.g. algae, lar-31

vae, plastics and oil spills. Correctly simulating their trajectories is important to under-32

stand the ocean surface circulation and their ecological, environmental and economical33

impacts. To simulate these trajectories, ocean currents data from ocean models are usu-34

ally used. These ocean models try to represent different oceanic processes, and recent35

ones include the effect of tides via a tidal forcing. In this study we investigate if tidal36

forcing affects surface trajectories. Our study region is south of the Açores Islands, where37

tides have an important impact on surface circulation patterns. We study the distances38

travelled by particles and how much they accumulate. We find that both the distances39

travelled and accumulation are affected by tidal forcing. The impacts on the accumu-40

lation vary seasonally and depend on the spatial scale of the ocean structures. We con-41

clude that, in this region, using ocean models with tidal forcing is important. Further42

work needs to be done to know the impact in other ocean regions and to understand the43

impacts of tidal forcing on ocean surface circulation.44

1 Introduction45

Understanding the pathways of floating material (e.g. larvae, plastics, oil and drifters)46

at the surface ocean is important not only due to its ecological and environmental reper-47

cussions (Sala et al., 2016), but also to improve our knowledge on the ocean dynamics48
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(van Sebille et al., 2020; Chamecki et al., 2019). These floating material pathways can49

be studied by analysing horizontal particle dispersion and accumulation. Understand-50

ing these 2D surface dynamics also helps to get some insights on the 3d dynamics, by51

allowing to identify convergence and divergence, and so zones with meaningful vertical52

motions (e.g., d’Asaro et al., 2018; Hernández-Carrasco et al., 2018; McWilliams et al.,53

2019; Tarry et al., 2021). Identifying these zones has important implications for biology,54

by for example, affecting the presence nutrients and phytoplankton (e.g., Lévy et al., 2001).55

Understanding the surface dispersion and accumulation is not only useful to expand our56

knowledge on the ocean dynamics, but also for practical issues such as better understand-57

ing the distribution of marine plastic (e.g., Onink et al., 2019) and oil spills (e.g., Ainsworth58

et al., 2021), and algae such as Sargassum (e.g., Miron et al., 2020; van Sebille et al., 2021))59

and larvae (e.g., Largier, 2003; Hidalgo et al., 2019; Dı́az-Barroso et al., 2022). Identi-60

fying spots where floating plastics or fish larvae accumulate, can help ocean clean-up strate-61

gies and marine protected areas management, respectively (Krüger et al., 2017).62

Simulating accurate trajectories of floating material in the ocean is complex as many63

processes at different scales are involved (van Sebille et al., 2020). In this regard, the grow-64

ing development of different sources of ocean velocity data has helped to analyse the im-65

pact of different dynamical scales on the transport processes: Ocean General Circula-66

tion Models (OGCMs) (e.g., Brunner et al., 2015; Sala et al., 2016), drifters (e.g., Maxi-67

menko et al., 2012; van Sebille et al., 2012), High-Frequency (HF) radar (e.g., Hernández-68

Carrasco et al., 2018; Révelard et al., 2021), altimetric satellite data (e.g., Beron-Vera69

et al., 2010; Liu et al., 2014) and other products like GlobCurrent (e.g., Onink et al., 2019).70

Unfortunately, in situ and remote sensing data have either a low spatial and/or tempo-71

ral coverage (drifters and HF radar) or a low spatial resolution (altimetric data). OGCMs72

are not as limited by coverage and resolution, but to date they cannot resolve and rep-73

resent all the different processes, like Langmuir circulation, and would need to be cou-74

pled to other models, like wave and biogeochemical models, to represent processes such75

as Stokes drift and bio-fouling, respectively (van Sebille et al., 2020; Tsiaras et al., 2021).76

Focusing on the open ocean, some of the processes that have received a great attention77

to improve the understanding of the surface transport properties from observations and78

numerical simulations, have been Ekman transport, Stokes drift and windage (e.g., Wene-79

grat & McPhaden, 2016; Iwasaki et al., 2017; Putman et al., 2020; Morales-Márquez et80

al., 2021; Morales-Márquez et al., Submitted); especially in the context of marine debris81
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(e.g., Maximenko et al., 2018; Dobler et al., 2019; Onink et al., 2019; Higgins et al., 2020).82

However, little attention has been paid so far to the effect of tides, and even less to the83

effect of internal waves, on the eddy field and on the Lagrangian dynamics.84

In this regard, a few studies have analysed the contribution of tidal induced dy-85

namics to the transport of floating material, and only focused on tidal currents. Sterl86

et al. (2020) found that the impact of barotropic tidal currents on microplastic surface87

transport and accumulation was very small. Tidal currents have also been considered88

using the SMOC dataset (Drillet et al., 2019) to understand the trajectories of Sargas-89

sum in the Tropical Atlantic by van Sebille et al. (2021). Moreover, the Lagrangian trans-90

port due to internal tides has been studied by Sutherland and Yassin (2022), but they91

found it to be negligible when averaged over an inertial period. Technological advances92

in the past years have allowed recent OGCMs to include tidal forcing, improving the rep-93

resentation of internal waves and tide fields (Le Sommer et al., 2018). Tidally forced OGCMs94

allow not only to consider tidal currents, but also the impact tides have on the flow struc-95

tures, like eddies, filaments, or fronts. To our knowledge, no study looking at the impact96

of using velocity data from a tidally forced OGCM to simulate surface ocean trajecto-97

ries has been done before.98

Including tidal forcing in OGCMs can impact the flow field in different ways. It99

increases the energy at the fine-scales (here defined between 10 km and 100 km) as re-100

ported in Verron et al. (2020), where a higher Sea Surface Height (SSH) energy level is101

observed with than without tidal forcing at wavelengths below approximately 100 km.102

This difference is more pronounced in the northern hemisphere summer (from hereinafter103

seasons referring to northern hemisphere), when the high stratification conditions pro-104

mote the generation and propagation of internal tides (Verron et al., 2020). One of the105

physical features that are responsible for this increase at the fine-scales are internal waves,106

which are ignored when only considering tidal currents and/or barotropic tides. Although107

internal waves occur at the interface between ocean layers (Arbic et al., 2018), their sig-108

nal can sometimes be observed at the ocean surface (e.g., C. Jackson et al., 2012). Not109

only can they transport floating material (Shanks, 2021), but they can also affect the110

background flow, namely eddies, by altering their kinetic energy (Mtfller, 1976; Bühler111

& McIntyre, 2005; Barkan et al., 2017), as internal waves can lead to the extraction of112

mesoscale energy through dissipation (Barkan et al., 2017). Since mesoscale eddies are113

able to retain floating material for several days (e.g., d’Ovidio et al., 2013; Condie & Condie,114
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2016; Limer et al., 2020; Bello-Fuentes et al., 2021), this loss of energy could imply a loss115

of the coherence their structure and thus of their capacity to accumulate/trap material.116

While no specific research has been done on the impact of internal waves on the reten-117

tion capacity of eddies, some studies have been done with surface waves. Dobler et al.118

(2019); Morales-Márquez et al. (Submitted) found that surface waves created by forc-119

ings like the wind and waves can have a significant effect on mesoscale structures like120

eddies, modifying their shape, and eventually reducing their retention capacity.121

Our study region is located south of the Açores Islands, one of the areas in the North122

Atlantic with the highest internal waves signal (Ray & Zaron, 2016; Savage et al., 2017).123

These internal waves are generated by the interaction of the flow (tidal or current) with124

the bathymetry, especially during summer (June to September), when stratification is125

high (C. R. Jackson & Apel, 2004). Moreover, this area has been found to be important126

in terms of marine pollution with a high exposure to marine floating debris, which reaches127

the islands through filaments and eddies generated from the Gulf Stream (Sala et al.,128

2016; Pham et al., 2020; Cardoso & Caldeira, 2021).129

The objective of this paper is to investigate the effect of tidal forcing on the sur-130

face dispersion properties. In Section 2 we describe the dataset used and the methods131

to evaluate the data. Section 3 describes the results obtained and in Section 4 we dis-132

cuss them and suggest future studies.133

2 Data and methods134

2.1 The extended North Atlantic simulation at 1/60 ◦ (eNATL60)135

eNATL60 is an extended version of the NATL60 run (see Ajayi et al. (2020); https://136

github.com/meom-configurations/NATL60-CJM165) in which a larger spatial domain137

is covered. The model’s domain includes the North Atlantic basin : from 6◦N to 66◦N138

and from 80◦W to 9.5◦E, together with the whole Mediterranean and Black Seas and139

the Gulf of Mexico (fig. 1).140

With a spatial resolution of 1/60 ◦ and a model time-step of 40 seconds, the sim-141

ulation is submesocale permitting (Verron et al., 2020). For the scope of this study, we142

use the hourly model outputs, and though the model is 3D, we only use the 2D surface143

velocity fields. Two simulations have been produced with this configuration : a twin ex-144

periment without and with tidal forcing (Brodeau, Le Sommer, & Albert, 2020; Brodeau,145
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Sommer, & Albert, 2020). The tidal constituents used are M2, S2, N2, K1, O1 (Brodeau,146

Sommer, & Albert, 2020), and the presence of tidal forcing allows the conversion of tidal147

energy into the internal wave field. This conversion happens through the interaction of148

wave and unbalanced motions, and via flow-topography interactions (Arbic et al., 2018).149

The simulation timespan is from mid-June 2009 to October 2010 (simulation years, no150

data assimilation included). Verron et al. (2020) compared the simulation outputs to the151

altimeter SARAL/Altika, focusing on a spectral comparison with the simulation’s sur-152

face data. They found that at the large scales (down to approximately 80 km) the model’s153

SSH spatial spectra is very close to that of SARAL/Altika, for both the non-tidal and154

tidal run. The high frequency motions eNATL60 have been compared to altimetry by155

Ansong et al. (2020), showing a slight overestimation of SSH variance in the tidally forced156

run due to no explicit wave drag in the simulation. This set of simulations present an157

unprecedented opportunity due to its high spatial and temporal resolution, and its twin158

simulation characteristic with and without tidal forcing.159

Figure 1. Spatial domain of the eNATL60 simulation. Black box shows the region of this

study where virtual surface particles are released. Red box shows the subregion used for some of

the analyses.
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2.2 Particle trajectory simulations160

The OceanParcels Lagrangian framework v2.2.2 (Delandmeter & van Sebille, 2019)161

is used to simulate 2D trajectories of virtual particles at the sea surface. A fourth or-162

der Runge-Kutta particle advection scheme is used with a run-time time-step (dt) of 5163

minutes. We consider infinitesimal passive and buoyant particles. Two types of simu-164

lations are done. Firstly, particles are released monthly at the surface over the whole re-165

gion (black box in fig. 1) with a 0.04◦ spacing, making it a total of 106926 particles. Par-166

ticles are advected for 28 days, from July 2009 to June 2010. Particles are advected us-167

ing the velocity field obtained from the outputs of the two model simulations (eNATL60).168

Particles which leave the domain (black box in fig. 1) are removed. Secondly, in order169

to calculate backward Finite Time Lyapunov Exponents (bFTLEs), particles are released170

every 0.004◦ and advected for 14 days (biweekly). Due to the computational cost, bF-171

TLEs are calculated at the subregion shown in fig. 1 (red box). Further details on the172

bFTLEs computations and parameterizations are given in Section 2.3.3.173

2.3 Diagnostics174

To evaluate the impact of tidal forcing on the surface particle trajectories, we use175

a range of diagnostics that allows us to obtain information at different temporal and spa-176

tial scales. We first evaluate the effect of tidal forcing on the flow transport analyzing177

two Lagrangian properties based on single-particle statistics: the distance travelled by178

the particles and their surface accumulation. To calculate the distance, we analyse the179

cumulative and total distances travelled. The analysis of the surface accumulation is more180

complex and requires different statistical and diagnostic techniques. The surface accu-181

mulation diagnostics are sensitive to the choice of different parameters, presenting a higher182

associated uncertainty than the other metrics based on the travelled distances. We also183

analyse the impact of the tidal forcing on the transport barriers computing pair of par-184

ticles metrics like the Finite Time Lyapunov Exponents. Consequently, we use a range185

of different techniques which are described below.186

2.3.1 Gaussian Kernel Density Estimation (GKDE)187

One of the methods used to calculate the density of particles is a 2-dimensional hor-188

izontal Gaussian Kernel Density Estimation (GKDE). This is a non-parametric (appli-189
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cable to a non-Gaussian distribution) estimate of the probability density function of a190

field. The GKDE is applied monthly on all particles in the whole domain (black box in191

fig. 1) by calculating it on the particle distribution of day 28. We use the python SciPy192

stats gaussian kde algorithm with a default kernel size (bandwidth), which is calculated193

following Scott’s Rule (Scott, 1992). This bandwidth selector calculates the optimal band-194

width value that avoids both over-smoothing and under-smoothing.195

2.3.2 Particle density histogram skewness196

The particle density is also investigated using histograms. A two-dimensional his-197

togram of the particles’ monthly positions in the final step is calculated with a bin size198

of 0.1◦ by 0.1◦. It is calculated for the subregion shown by a red box in fig. 1. This sub-199

region is selected as to avoid regions without particles, which appear as white intrusions200

and are present in all of the months (for example the white region at the west in the no201

tides September GKDE subplot of fig. 3). The GKDE is calculated on each particle, so202

the effect of the region borders is smaller than on the 2D-histogram. Then, a one-dimensional203

histogram of the number of particles in each bin is calculated from it to show the fre-204

quency of the 2D bin counts.205

The skewness of the one-dimensional histogram is analysed. This can give us in-206

formation on the occurrence of extreme events (e.g., White, 1980), and therefore the oc-207

currence of high accumulation zones (i.e., high 2D bin count).208

2.3.3 Backward Finite Time Lyapunov Exponents (bFTLEs)209

Finite Time Lyapunov Exponents (FTLEs) is a Lagrangian diagnostic for describ-210

ing local dispersion properties of fluid flows, providing information on the position of oceanic211

transport barriers, the so-called Lagrangian Coherent Structures (LCS) (Boffetta et al.,212

2001; Haller, 2015). FTLEs is based on the Lagrangian separation rate of two infinites-213

imally close trajectories, which grows exponentially over time (Haller, 2001; Shadden et214

al., 2005). It measures the separation rate of a pair of particles after a fixed time inter-215

val (equivalent to Finite Size Lyapunov Exponents (Hernández-Carrasco et al., 2011),216

which measure the separation rate of two particles, but fixing the final separation dis-217

tance) (Shadden et al., 2005). Ridges of backward FTLE (bFTLE) fields reveal regions218

of maximum flow stretching, identifying attracting LCS which act as barriers to trans-219
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port. Recent studies have shown the relationship between attractive LCS with filaments220

of accumulated negative Lagrangian horizontal divergence of velocity fields, revealing re-221

gions of particle aggregation (Huntley et al., 2015; Hernández-Carrasco et al., 2018).222

Based on Shadden et al. (2005), FTLE can be derived considering the stretching223

of two neighbouring particles, initially separated a distance δ(t0), and advected in the224

flow after a fixed time of integration (τ), when both particles will be separated δ(t0+225

τ). We obtain the following expression for the FTLE in two-dimensional flows, denoted226

as λ(x, y, t), which depends on the position and time,227

λ(x, y, t) =
1

τ
∗ lnδ(t0 + τ)

δ(t0)
(1)228

Following Shadden et al. (2005), to obtain the FTLEs we compute the maximum229

eigenvalues of the Cauchy-Green deformation tensor after the integration time (τ) de-230

fined in Haller (2001).231

The initial particle separation, δ(t0), is set to be of 0.004◦, which is finer than the232

eNATL60 grid (0.0167◦) and τ = 14 days. This allows a better identification of the sub-233

grid structures present in the bFTLE field, without introducing artifacts (Hernández-234

Carrasco et al., 2011, 2020). Finally, bFTLEs are calculated biweekly, on day 1 and 15235

of each month. A two-weeks integration time was chosen because with τ = 28 days we236

obtained bFTLE results with a high uncertainty, and for one week of integration time237

we found that the coherent structures are not fully identified.238

3 Results and discussion239

Firstly, we look at the impact of tidal forcing on the distance travelled by the par-240

ticles. We calculate both the cumulative distance travelled (sum of all the distances trav-241

elled during each time-step) and the total distance travelled (the shortest distance be-242

tween the initial and final point of the particle’s trajectory). Fig. 2 shows that the par-243

ticles travel a large range of distances, but if we focus on the median values (fig. 2 box244

plot percentile 50) we observe differences between the travel distances with and with-245

out including tidal forcing. The median cumulative distance values are higher for the tidal246

than the non-tidal simulation, reaching a 25% increase in August with respect to the non-247

tidal simulation. This could be explained by the elevated presence of high-frequency mo-248
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tions in the tidal simulation (Verron et al., 2020), making the particles move more and249

resulting in a longer total particle trajectory. For the median total distance values (fig.250

2 (bottom)), the opposite is observed: larger absolute distances are travelled by the par-251

ticles in the non-tidal than in the tidal simulation. For some months, the non-tidal sim-252

ulation values of the median are only slightly higher than the tidal values, but the per-253

centile 75 values of most months also reflect this pattern. This suggests that the tidal254

forcing induces small scale oscillations that increase the displacement of the particles (the255

cumulative distance) but slightly decreases the total distance travelled.256
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Figure 2. Box plots of mean cumulative distance [km] (top) and mean total distance [km]

(bottom) travelled by the virtual particles per month.

Next, we analyse the impact of the tidal induced dynamics on the surface parti-257

cle accumulation using the GKDE. The results obtained here using the optimal kernel258

size (see Section 2.3.1), seem to reflect the surface accumulation at mesoscale spatial scales.259

This can be observed in the red and yellow eddy mesoscale-like structures observed in260

fig. 3. A higher presence of very high-density regions (red colour) can be observed in win-261

ter than in summer, for both simulations (with and without tidal forcing). This implies262

a higher surface accumulation in winter (December to March) than in summer (July to263

September 2009 and May and June 2010). This could be due to the higher number of264

eddies present in winter than in summer and their associated capacity to accumulate float-265
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ing material (e.g., d’Ovidio et al., 2013; Condie & Condie, 2016; Limer et al., 2020; Bello-266

Fuentes et al., 2021). A higher presence of eddies in winter than in summer agrees with267

the higher eddy kinetic energy observed in winter than in summer in this region (Martins268

et al., 2002).269

Secondly, we can observe that this summer-winter difference is lower in the tidally270

than the non-tidally forced simulation. When tides are included, the accumulation is in-271

creased in summer and reduced in winter. Fig. 4 shows the percentage of particles with272

a high GKDE value (GKDE > 0.008) per month, identified as the yellow and red regions273

in fig. 3. This corresponds to a GKDE threshold of 0.008, which is value that reflects274

high particle density for all months in both simulations. In October-December 2009 and275

January 2010 the percentage of particles with a high GKDE value (high particle den-276

sity) is reduced between 30% and 84% when tidal forcing is included, while in July-September277

2009 and May-June 2010, it is increased between 23% and 1095% (fig. 4). For the rest278

of the months the increase/decrease is less than 10%.279

The increase of GKDE in the summer months could be due to the higher presence280

of internal waves in the tidally forced simulation, especially in summer when stratifica-281

tion is higher. These internal waves can create more convergence zones (Shanks, 2021).282

The lower accumulation capacity during winter could be associated with a decrease of283

the energy at the mesoscale lead by the dissipation effect of internal waves (Barkan et284

al., 2017). This could reduce the capacity of mesoscale eddies to accumulate surface ma-285

terial, as similarly found to happen with surface waves (Dobler et al., 2019; Morales-Márquez286

et al., Submitted). On the other hand, the presence of internal waves in winter is lower287

than in summer. Therefore, the lower accumulation in winter with tidal forcing, could288

also be explained by the fact that there is more energy at the fine-scales with tidal forc-289

ing (Verron et al., 2020), due to the presence of other fine-scale features like submesoscale290

fronts and filaments. Haza et al. (2016) found that presence of submesoscale structures291

makes the mesoscale eddy structures more permeable, explaining this lower accumula-292

tion with tidal forcing in winter. Overall, the GKDE diagnostic (figs. 3 and 4) shows that293

including tidal forcing has a clear impact on surface accumulation patterns.294
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Figure 3. Gaussian kernel density estimation comparison between no tidal forcing (top) and

tidal forcing (bottom) simulations. Maximum GKDE value (top) and percentage of particles with

a high GKDE value (greater than 0.008) (bottom) are shown in the bottom left textbox.
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Figure 4. Bar plot comparing the percentage of particles with a high GKDE value (greater

than 0.008) per month. Non-tidal results are shown in blue and tidal in red.

To study the surface accumulation from another perspective, 2D-histograms are295

also analysed. Figure 5 shows the monthly 1D-histograms of the 2D-histogram bin counts296

of the distribution of the particles in the final time-step. It shows that all the histograms297

are positively skewed. Qualitatively, no big differences are observed between the non-298

tidal and tidal histograms. The vertical line in fig. 5 shows the maximum value of the299

2D histogram bin counts. The particle density maximum is greater for the tidal than the300

non-tidal in 7 out of 12 months (August, December, January, February, March, April,301

and June). No clear pattern is observed in the maximum, though greater values reached302

in the tidal simulation. This means that zones with much higher accumulation can oc-303

cur when tidal forcing is included.304

We further investigate the positive skewness of the histograms, as it gives us in-305

formation on the extreme events, which here correspond to the occurrence of a high sur-306

face accumulation. Figure 6 (top) shows the temporal evolution of the skewness of the307

one-dimensional histogram of the particle density (from the two-dimensional histogram)308

(fig. 5). Both the non-tidal’s and tidal’s skewness increase with time. The final skew-309

ness value is calculated at the time when the first particle released at the boundary of310

the region (black box fig. 1) enters the subregion (red box fig. 1), and it is represented311

by the vertical line in fig 5. This done to minimize and homogenize the impact of the312

–14–



manuscript submitted to JGR: Oceans

Figure 5. 1D-histogram of the 2D histogram of the distribution of the particles in the final

time-step (after 28 days). Results of the non-tidal simulation are shown in blue and from the

tidal in red. Vertical lines indicate the maximum value.

simulation boundary effects. The monthly values are shown in the bar plot in fig. 6. Ex-313

cept for September, all months have higher skewness values in the tidal than the non-314

tidal simulation. For most months, the skewness’ temporal variability is highest for the315

tidal simulation. The temporal variance of the skewness (until the vertical line) is shown316

in the text boxes in fig 6 (top). For 6 out of the 12 months it is higher for the tidal sim-317

ulation, in 3 of the months the values are very close (0.002 difference or less) and in the318

3 other months it is higher for the non-tidal simulation.319
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The backward FTLEs give us information on the attracting LCS, identifying trans-320

port barriers, and filaments of coherent convergence. It gives us more details at finer scales321

than the GKDE and the 2D-histograms as it can identify subgrid structures present (see322

section 2.3.3). Figures 7 and 8 show the bFTLE fields on day 1 of each month for the323

non-tidal and tidal simulations, respectively. We can observe how eddy structures in the324

autumn and winter months are much sharper in the non-tidal than tidal simulations. This325

coincides with the GKDE results in winter. Next, we consider high flow convergence for326

bFTLE values larger than 0.5 days−1. Fig. 9 (top) shows the percentage of particles in327

the final time-step (after 14 days) with a bFTLE greater than 0.5 days−1. For the sum-328

mer and autumn months (from July to December 2009 and, January and June 2010),329

non-tidal FTLEs exhibit higher values than the tidal values. During winter and spring,330

the opposite happens. For both the non-tidal and tidal simulations, the highest percent-331

age of particles with a bFTLE larger than 0.5 is obtained in April, and another smaller332

peak seems to be present in July. This observed seasonal variability in the bFTLE high333

values are larger for the tidal than for the non-tidal simulations.334

Some differences between GKDE and bFTLE are observed in the months of max-335

imum particle accumulation and in the seasonal variability. While the maximum peak336

in the GKDE is obtained in January for the non-tidal simulation, the maximum bFTLE337

is obtained in April and for the tidal simulation. Also, the maximum bFTLE for both338

simulations is in April, but the maximum GKDE is in different months: January for the339

non-tidal and July for the tidal simulation. Then, from autumn to winter (October 2009340

to March 2010), both for the GKDE and the bFTLE the same relationship between the341

surface accumulation in the non-tidal and tidal simulations is observed : from October342

to January the non-tidal is highest, and in February and March the tidal is highest. Then343

from July to September 2009 and April to June 2010, the relationship between the non-344

tidal and tidal is opposite in the GKDE and bFTLE fields. These months coincide with345

the maximum probability of internal waves observation in the Açores Islands (C. R. Jack-346

son & Apel, 2004). Considering that internal waves promote the transfer of energy from347

the mesoscale to the submesoscale (Barkan et al., 2021), that their presence is more pro-348

nounced with tidal forcing, and that bFTLEs capture better the fine-scale and the GKDE349

the mesoscale transport dynamics; the tidal forcing is affecting differently the FTLE and350

GKDE diagnostics. We expect then an increase in the bFTLE fields (fine-scales) and a351

decrease in the GKDE fields (mesoscale) with the tidal forcing simulation. Lastly, it is352
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important to note the different Lagrangian simulation lengths (28 days for GKDE and353

14 days for bFTLE) and that a subregion is used for the bFTLE calculation (due to cal-354

culation costs) while the GKDE is computed for the whole region. A sensitivity anal-355

ysis (not shown) of GKDE to different areas was performed, obtaining no significant dif-356

ferences in the resulting accumulation patterns. Therefore, these different Lagrangian357

simulation characteristics are not responsible for the surface accumulation discrepancies358

observed between both Lagrangian metrics.359

Fig. 9 (bottom) shows the skewness value of the bFTLE 1d-histograms. For most360

months, it is higher with than without tidal forcing. The only exceptions are from 15/03/2010361

to 01/05/2010. This is consistent with the skewness results of the 2D bin counts histograms,362

and for most months, with the fact that including tidal forcing implies an increase in the363

positive skewness of the frequency of high surface accumulation areas. Consequently, this364

means there is a higher occurrence of extreme events (high surface accumulation) with365

tidal forcing, which could complicate the predictability of surface accumulation regions.366

4 Conclusions and perspectives367

This study aimed to investigate the impact of using ocean model velocity outputs368

with tidal forcing on the Lagrangian dynamics. A NEMO North Atlantic twin simula-369

tion with a resolution of 1/60° (eNATL60) without and with tidal forcing was used to370

simulate surface virtual particle trajectories in a region around the Açores Islands. The371

results show that there is an impact on the ocean surface accumulation and dispersion372

when tidal forcing is included in OGCMs. This is reflected on the distances travelled by373

the virtual surface particles, and on the accumulation of particles detected at different374

scales.375

Firstly, when we look at the monthly distances travelled by particles, longer cu-376

mulative distances are travelled in the tidal run, but shorter total distances than in the377

non-tidal run. To analyse the patterns of surface particle density we use three diagnos-378

tics: Gaussian Kernel Density Estimation (GKDE), 2D-histograms and backward Finite379

Time Lyapunov Exponents (bFTLEs). The GKDE analyses seem to represent the mesoscale380

accumulation, and they show that with tidal forcing, the accumulation increases during381

the summer months and decreases in the winter months. The 1-dimensional histograms382

of the particle density (2-dimensional bin counts) show that all monthly distributions383
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are positively skewed. We look at the temporal evolution of this skewness, and we find384

a high temporal variability, especially for the tidal forcing simulation. After one month,385

the skewness is higher for the tidal than the non-tidal forcing simulation for all months,386

except for September. Lastly, we calculate the bFTLEs which can be used as a proxy387

of convergence flow structures and capture smaller scale dynamics than the previous tech-388

niques. We find that in summer, the simulation without tides has a higher percentage389

of particles with higher bFTLE values than the tidal simulation. For the winter months,390

the opposite is obtained, except for January. We find that the skewness of the bFTLE391

1d-histograms is also higher for the tidal than the non-tidal simulation for all months.392

Therefore, adding tidal forcing can create a higher occurrence of extreme events, that393

in this case correspond to regions of high surface particle accumulation.394

Several explanations could be behind these results. Barkan et al. (2021) found that395

when internal wave forcing was used in their simulations (which could be analogous to396

the tidal forcing used here, as it creates a higher presence of internal waves), less mesoscale397

kinetic energy is present both in summer and winter. The energy is transferred towards398

submesoscale fronts and filaments, particularly in winter (Barkan et al., 2021), and this399

could impact on the coherence of the mesoscale eddies, reducing their capacity to trap400

particles in a higher presence of submesoscale structures (Haza et al., 2016). This effect401

could explain the results obtained in winter, especially the opposite effect observed in402

winter for the GKDE (representative of eddy accumulation) and backward FTLE (more403

representative of accumulation at fronts and filaments) results.404

Further investigation is needed to better understand all the effects of the tidal forc-405

ing induced dynamics on the transport and mixing properties. The impact of the fine-406

scales, and especially unbalanced motions like internal waves, on ocean surface dynam-407

ics is currently still being studied (Shakespeare & McC. Hogg, 2018; Thomas & Daniel,408

2021; Gula et al., 2022). Future work could look further into this by analysing the im-409

pact of the different temporal and spatial scales on the Lagrangian dynamics.410

In this study we were limited by the timespan of the eNATL60 simulation, so we411

were able to analyse data for only one year. It would be interesting to investigate the412

interannual variability of the tidal effects obtained as there is an EKE interannual vari-413

ability in this region (Martins et al., 2002). When new model simulations allow it, it would414

be useful to reproduce this study over longer time periods than the one-year outputs we415

–18–



manuscript submitted to JGR: Oceans

were limited to here. Also, to fully understand the impacts of tidal forcing found here,416

it would be relevant to repeat this in other regions, with a lower internal waves signal417

(e.g., eastern part of the North Atlantic basin, or the Gulf Stream region) and with a418

higher impact of tidal currents (e.g. the North Sea).419

Lastly, in order to focus on Lagrangian trajectory studies around archipelagos and420

coastal regions, it would be interesting to study the impact of tidal forcing on the ar-421

rival (Sala et al., 2016) and beaching (e.g. Yoon et al., 2010; Kaandorp et al., 2020) of422

virtual particles and the connectivity between islands (Vaz et al., 2013). It would also423

be interesting to study its impact on the surface-ocean connectivity timescales at a global424

scale (Jönsson & Watson, 2016). These have important impacts on the understanding425

of the biodiversity and pollution threats, especially on islands, and the consequent strate-426

gies necessary for their protection.427

5 Open Research428

Details on the model data used in this study, eNATL60, and its availability can be429

found here https://github.com/ocean-next/eNATL60 (Brodeau, Le Sommer, & Al-430

bert, 2020). The codes used to generate the Lagrangian simulations and analyse them431

can be found here: https://github.com/OceanParcels/Azores TidalForcing.432
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kin, R., & Goni, G. J. (2020). Clustering of Marine-Debris- and Sargassum609

–24–



manuscript submitted to JGR: Oceans

-Like Drifters Explained by Inertial Particle Dynamics. Geophysical Research610

Letters, 47 (19). doi: 10.1029/2020GL089874611

Morales-Márquez, V., Hernández-Carrasco, I., Fox-Kemper, B., & Orfila, A. (Sub-612

mitted). Ageostrophic contribution by the wind and waves induced flow to the613

lateral stirring in the mediterranean sea. Journal of Physical Oceanography .614

doi: 10.31223/X56D25615

Morales-Márquez, V., Hernández-Carrasco, I., Simarro, G., Rossi, V., & Orfila, A.616

(2021). Regionalizing the Impacts of Wind- and Wave-Induced Currents on617

Surface Ocean Dynamics: A Long-Term Variability Analysis in the Mediter-618

ranean Sea. Journal of Geophysical Research: Oceans, 126 (9), e2020JC017104.619

doi: 10.1029/2020JC017104620

Mtfller, P. (1976). On the diffusion of momentum and mass by internal gravity621

waves. Journal of Fluid Mechanics, 77 (4), 789–823.622

Onink, V., Wichmann, D., Delandmeter, P., & van Sebille, E. (2019). The role of623

ekman currents, geostrophy, and stokes drift in the accumulation of floating624

microplastic. Journal of Geophysical Research: Oceans, 124 (3), 1474–1490.625

Pham, C. K., Pereira, J. M., Frias, J. P. G. L., Ŕıos, N., Carriço, R., Juliano, M.,626
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Figure 6. Skewness temporal evolution in time for each month for non-tidal (blue) and tidal

(red) simulations. Values in the text box are the variance of the skewness from the beginning

of the month till the vertical line. The vertical line indicates the moment in time when the first

particle enters the subregion (see subsection 2.3.2). Bottom plot shows the skewness value at the

vertical line.
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Figure 7. Backward FTLE days−1 on day 01 of each month for the no tidal forcing simula-

tion.
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Figure 8. Backward FTLE days−1 on day 01 of each month for the tidal forcing simulation.
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Figure 9. Top: Percentage of virtual particles with backward FTLE > 0.5 days−1. Bottom:

Skewness values of the backward FTLE one-dimensional histogram.
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