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Abstract

This letter compares the predictions of the two expressions that have been proposed for the porosity evolution in the context of

rate and state friction. One depends only on the sliding velocity; the other depends only on the state variable. The predictions

of the two expressions are similar for simulations of velocity stepping and slide-hold-slide experiments but differ

significantly for normal effective stress jumps at constant sliding velocity. The formulation that depends only on the velocity

predicts no change in the porosity; the other does.

A simulation with a spring-block model indicates that the magnitude of rapid slip events is essentially the same for the two

models. Variations of porosity and induced pore pressure near rapid slip events are similar and consistent with experimental ob-

servations. Predicted porosity variations during slow slip intervals and the time at which rapid slip events occur are significantly

different.
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Key Points:5

• Two formulations that have been suggested for porosity evolution give similar re-6

sults for simulated velocity stepping and slide-hold- tests.7

• The two formulations give significantly different results for effective normal stress8

changes at constant slip velocity.9

• A spring - block simulation indicates that both formulations predict pore pressure10

change near rapid slip events consistent with laboratory observations.11
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Abstract12

This letter compares the predictions of the two expressions that have been proposed13

for the porosity evolution in the context of rate and state friction. One depends only on14

the sliding velocity; the other depends only on the state variable. The predictions of the15

two expressions are similar for simulations of velocity stepping and slide-hold-slide ex-16

periments but differ significantly for normal effective stress jumps at constant sliding ve-17

locity. The formulation that depends only on the velocity predicts no change in the poros-18

ity; the other does. A simulation with a spring-block model indicates that the magni-19

tude of rapid slip events is essentially the same for the two models. Variations of poros-20

ity and induced pore pressure near rapid slip events are similar and consistent with ex-21

perimental observations. Predicted porosity variations during slow slip intervals and the22

time at which rapid slip events occur are significantly different.23

Plain Language Summary24

The interaction of pore fluid and deformation is important for many geological pro-25

cesses and for technological applications involving fluid injection, such as carbon seques-26

tration, disposal of waste fluids from hydraulic fracturing, and geothermal stimulation.27

Often these applications have induced earthquakes that have raised cause for concern.28

An important element of the interaction of pore fluid and deformation is the evolution29

of porosity, that is, the ratio of volume of voids to the total volume, with the slip on a30

fault surface. If the porosity increases more rapidly that pore fluid can diffuse out of pores,31

the pore pressure decreases and increases the frictional resistance to slip; conversely, poros-32

ity decreases can increase the pore pressure and reduce the frictional resistance to slip.33

This paper compares two proposed descriptions for porosity evolution with slip. Both34

have similar predictions for standard laboratory experiments but differ significantly for35

changes of pore fluid pressure at constant sliding velocity. In simulations with a simple36

spring - block model both predict changes in pore fluid pressure with time near rapid37

slip events that are consistent with experiments. The predicted changes in porosity dif-38

fer in the intervals of slow slip between rapid slip events.39

Introduction40

The interaction of pore fluid with mechanical deformation affects many geological41

processes and technological applications involving the injection or withdrawal of fluid.42

Cases in which the applications have induced seismicity have raised concerns about whether43

they should be continued. Seismic activity has been induced by injection for the disposal44

of wastes (Healy et al., 1968; Raleigh et al., 1976; Hsieh & Bredehoeft, 1981; Zoback &45

Harjes, 1997; Ake et al., 2005; Kim, 2013), including water from hydraulic fracturing (Horton,46

2012; Ellsworth, 2013; Keranen et al., 2013, 2014; Weingarten et al., 2015; Barbour et47

al., 2017), geothermal stimulation (Majer et al., 2007; Charéty et al., 2007; Deichmann48

& Giardini, 2009; Martinez-Garzón et al., 2014; Lengliné et al., 2017), and CO2 seques-49

tration (Evans et al., 2012) and by withdrawal for gas production (Segall et al., 1994).50

A key element in the interaction of pore fluid with deformation is the evolution of51

porosity (Segall & Rice, 1995; Segall et al., 2010; Yang & Dunham, 2021; Heimisson et52

al., 2021). This paper examines and compares two proposals for this evolution (Segall53

& Rice, 1995; Sleep, 1995) in the context of rate and state friction. In this theory, the54

coefficient of friction depends on the rate of slip and on a state variable that character-55

izes the evolving nature of the slip surface. A large number of experiments (Marone, 1998)56

has established that this formulation provides a robust description of slip on rock sur-57

faces or gouge layers, at least at low sliding velocities. When this description is used in58

models of faulting, it exhibits a rich spectrum of behavior, including slip velocity of var-59

ious magnitudes and episodes of rapid slip alternating with restrengthening at low ve-60
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locities, and has been an important contribution to better understanding the mechan-61

ics of earthquakes (e.g, Lapusta et al., 2000; Liu & Rice, 2005; Ampuero & Rubin, 2008;62

Lapusta & Barbot, 2012).63

One expression for the porosity evolution was proposed by Segall and Rice (1995)64

(hereafter abbreviated SR) based on experiments by Marone et al. (1990) on quartz gouge.65

This expression depends on the sliding velocity, but not on the state. SR also discuss66

a second formulation which they attribute to Sleep (1995) (hereafter abbreviated SL).67

This form depends on the state, but not on the slip velocity. Both forms also depend on68

a parameter ε that scales the magnitude of the porosity change. Several experiments (Linker69

& Dieterich, 1992; Hong & Marone, 2005) have observed that changes in effective nor-70

mal stress at constant slip velocity cause changes in state. Because changes in pore pres-71

sure change the effective normal stress, the difference between the total normal stress72

and the pore fluid pressure, the porosity for the SL form will change but not for the SR73

form. This difference can be important in processes involving the interaction of defor-74

mation with pore fluid diffusion.75

Rate and State Friction76

The expression for the shear stress for rate and state friction is (Dieterich, 1979,77

1980; Ruina, 1983)78

τ = σ̄ {µ0 + a ln (v/v0) + b ln (θ/θ0)} (1)79

where τ is the friction stress, σ̄ is the effective normal stress, that is, the difference be-80

tween the total compressive normal stress σ and the pore fluid pressure p, v is the slid-81

ing velocity, and θ is a state variable that reflects the evolution of the sliding surface. v082

and θ0 are arbitrary reference values. µ0 is the friction coefficient for steady slip at the83

reference values, typically around 0.6 (Byerlee, 1978). Although θ has been interpreted84

as the age of asperity contacts, recent experiments (Bhattacharya et al., 2022) have called85

into question this interpretation.86

The empirical parameters a and b are typically small, of order 0.01, but they con-87

trol the stability of slip. Evolution of the state variable is generally described by one of88

two equations: the aging law89

dθ

dt
= 1− θv

dc
(2)90

or the slip law91

dθ

dt
= −vθ

dc
ln

(
vθ

dc

)
(3)92

where dc is the decay length of the exponential decay of θ following a sudden change in93

velocity. The principal difference between (2) and (3) is their behavior for zero veloc-94

ity. In this case, the state increases linearly in time for the aging law but does not change95

for the slip law. For slip at a steady state value vss, dθ/dt = 0 and θ = dc/vss. Sub-96

stitution into (1) gives97

τss = σ̄ {µ0 + (a− b) ln (vss/v0)} (4)98

For a > b, τss increases with vss and the response is said to be velocity strengthening;99

for a < b, τss decreases with vss and the response is said to be velocity weakening.100

Based on their experiments, Linker and Dieterich (1992) proposed that changes of101

the state caused by changes in effective normal stress could described by subtracting the102

following term from (2) and (3):103

α

b

θ

σ̄

dσ̄

dt
(5)104

where α is another parameter that satisfies 0 < α ≤ µ0 (Linker & Dieterich, 1992; Per-105

fettini et al., 2001; Hong & Marone, 2005).106
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Based on experiments by Marone et al. (1990) on the shearing of gouge layers of107

quartz sand at an effective confining stress of 150 MPa, Segall and Rice (1995) proposed108

the following expression for the rate of change of porosity ϕ:109

dϕ

dt
= − v

dc
(ϕ− ϕss) (6)110

where ϕss is the steady state value of the porosity. They take ϕss to be given by111

ϕss = ϕ0 + ε ln (v/v0) (7)112

where ϕ0 is the initial value of porosity and ε reflects the magnitude of the porosity change.113

Substituting (7) into (6) yields114

dΦ

dT
= −V (Φ− ε lnV ) (8)115

where Φ = ϕ − ϕ0, V = v/v0, and T = v0t/dc is a nondimensional time. For v0 = 10116

µm/s and dc = 0.2 mm, values representative of laboratory experiments, T = 1 cor-117

responds to 20 s. For v0 = 0.03 m/year and dc = 0.1 m, values representative of the118

crust, T = 1 corresponds to 4 months.119

SR also discuss another expression for the variation in porosity that they attribute120

to SL. It is given by121

Φ = −ε lnΘ (9)122

where Φ is the change in porosity and Θ = θv0/dc. SR noted that (8) and (9) are iden-123

tical for steady state and when linearized about steady state. In addition, if the slip law124

for the variation of the state (3) is used, then (8) and (9) are identical. (Differentiate (9),125

use (3), and then use (9) again.)126

SR infer ε = 1.7 × 10−4 from the data of Marone et al. (1990) but use a larger127

value 1.7 × 10−3 for their simulations of seismic cycles. Samuelson et al. (2009) mea-128

sured porosity changes on a simulated fine-grained quartz fault under a range of condi-129

tions and used the slip law (3) to infer results for ε. They found values ranging from 4.7×130

10−5 to 3.0×10−4. Although it might be expected that ε varies with effective normal131

stress, Samuelson et al. (2009) found that it did not. Consequently, ε is taken as con-132

stant here.133

Velocity Stepping at Constant Normal Stress134

For a velocity step from V1 to V2 at time T2, the solution of (8), in nondimensional135

variables, is136

Φ (T ) = ε lnV2 − ε ln (V2/V1) exp (−V2 (T − T2)) (10)137

To determine the porosity change from (9), it is first necessary to determine the vari-138

ation of the state. For the aging law, the solution is139

Θ(T ) = (Θ1 − 1/V2) exp (−V2 (T − T2)) + 1/V2 (11)140

where Θ1 is the value of Θ at the end of the preceding interval (because the state vari-141

able must be continuous). For the slip law, it is convenient to set Θ = expΨ and then142

Ψ is given by143

Ψ(T ) = (Ψ1 + lnV2) exp (−V2 (T − T2))− lnV2 (12)144

where, as with (11), Ψ1 is the value at the end of the preceding interval.145

Figure 1 plots results for steps in velocity at constant normal stress. Steady slid-146

ing at the reference velocity V = 1 occurs until T = 2. Velocity is suddenly increased147

to V = 10 at T = 2, then is decreased back to V = 1 at T = 4. The top panel shows148
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Figure 1. Results for imposed steps in sliding velocity at constant normal stress.

the variation of the state variable for the aging (2) and slip (3) laws. The dashed black149

line and right axis show the imposed velocity. The bottom panel shows the change in150

porosity Φ divided by ε for the SR and SL expressions for the slip and aging laws. The151

SR expression depends only on the velocity and, hence, is the same for the two state laws152

and, as noted above, is identical to the SL expression with the slip law. As shown, the153

predicted responses are similar.154

Jumps in Effective Normal Stress at Constant Slip Velocity155

Linker and Dieterich (1992) showed that for a jump in effective normal stress from156

σ̄− to σ̄+ the state after the jump Θ+ is described by157

Θ+ = Θ− (σ̄−/σ̄+)
α/b

(13)

where Θ− is the value of the state before the jump. Because (8) does not depend on the158

state, the porosity calculated from the SR expression is not affected by the normal stress159

jumps (at constant slip velocity). Because the Linker and Dieterich (1992) term (5) is160

zero if the effective normal stress is constant, the term does not contribute in the inter-161

vals between the jumps. Consequently, equations (11) to (12) can be used taking account162

that the values of the state must be updated according to (13) at times when the jumps163

occur.164

Figure 2 shows results for sliding at the reference velocity but with an effective nor-165

mal stress increase of 5% at T = 2 and then a decrease of 5% (from the elevated value)166

at T = 5 for µ0 = 0.6, b = 0.01 and α = 0.2. The top panel shows the change in167

state for the two state variable laws and the bottom the porosity divided by ε. The dashed168

black line in the top panel (and right axis) shows the variation of effective normal stress169

divided by σ̄0. Results are shown for both the aging (2) and slip (3) laws. Because the170
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Figure 2. Results for sliding at the reference velocity V = 1 with normal stress jumps. µ0 =

0.6, b = 0.01

velocity is constant, the SR expression predicts that the porosity does not change. The171

difference between the results for the two state laws is small. The predicted change in172

the porosity is also small but significant compared to zero for the SR porosity expres-173

sion.174

Spring - Block Model175

An example of a slide-hold-slide test and a simulation of the effects of the differ-176

ences in the porosity formulations on slip events can be illustrated using the spring - block177

model of SR. A rigid block of unit area is loaded by a constant normal stress σ0 and slides178

on a narrow layer with porosity ϕ and pore pressure p. The block is attached to a spring179

with stiffness k that is pulled at a constant speed v0. The layer exchanges fluid with a180

remote reservoir at a distance L that is held at a constant pressure p∞. The equation181

of motion for the block is given by182

τ̇ = k (v0 − v)− ηv̇ (14)183

where the superposed dot denotes the derivative with respect to time. The second term184

on the right employs the radiation damping approximation (Rice, 1993; Rice & Tse, 1986):185

the inertia, that is mv̇, is replaced by ηv where η = G/2vs. G is the shear modulus and186

vs is the shear wave velocity. Flux of fluid mass to the layer is assumed to be propor-187

tional to the difference p∞−p (Rudnicki & Chen, 1988). This assumption and fluid mass188

conservation lead to the following equation:189

c∗ (p∞ − p) = ṗ+ ϕ/β (15)190

where c∗ is the reciprocal of a time constant for fluid diffusion that can be expressed in191

terms of a diffusivity c as c∗ = c/L2. The compressibility β is equal to ϕ0 (βf + βϕ) where192
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Figure 3. Variation of state (top) and porosity change (divided by ε) (bottom) with time for

a simulation of a slide-hold-slide test. µ0 = 0.6, a = 0.015, b = 0.01, kdc/σ0 = 0.01, η̂ = 10−6

βf is the compressibility of the pore fluid and βϕ is the compressibility of the pore space.193

Although the spring-block model is too simple to describe slip in a continuum, it is a rea-194

sonable approximation for a laboratory experiment in which sliding occurs nearly simul-195

taneously on the entire surface within the precision of the measurements. The variables196

can be nondimensionalized as above following (8) with, in addition, C = c∗dc/v0, P =197

p/σ0, Σ = τ/σ0, η̂ = ηv0/σ0 and β̂ = βσ0 where σ0 is the constant total normal stress.198

When C is large, p ≈ p∞ because fluid mass exchange between the remote reser-199

voir and the porous layer occurs rapidly and conditions are said to be drained. In this200

case, Ruina (1983) showed that slip becomes unstable, in the sense that small pertur-201

bations from steady sliding grow exponentially in time, when the steady state response202

is velocity weakening (b > a, see (4)) and the spring stiffness k is less than a critical203

value given by204

kcrit = (σ − p) (b− a) /dc (16)205

Consequently, k is nondimensionalized by setting K = k/kcrit. When C is small, the206

fluid mass in the layer is constant and conditions are said to be undrained. SR have given207

an expression for the critical spring stiffness for undrained conditions and for the depen-208

dence of the critical value of k on C.209

Differentiating (1), setting to (14), using (2) or (3) with (5), (8) or (9) and (15),210

leads to four first order ordinary differential equations for the velocity, state, porosity211

and pore pressure. The stress can be determined by using (14) as a fifth equation or by212

substitution into (1).213
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Slide-Hold-Slide214

A slide-hold-slide test can be simulated by specializing the spring-block model just-215

described to drained conditions. In this case, the pore fluid pressure is constant and can216

be taken as zero. Equation (15) is not needed. The same normalizations apply with the217

one exception that the spring stiffness k is made nondimensional by dividing by σ0/dc218

(omitting the factor b−a). The value of kdc/σ0 is arbitrarily taken to be 0.01. The sim-219

ulation begins with steady sliding at the reference velocity V = 1. At T = 10, the load220

point velocity v0 is set equal to zero for ∆T = 15 (For the values v0 = 10µm/s and221

dc = 0.2 mm, cited earlier as representative of laboratory experiments, this corresponds222

to 300 seconds.) Then pulling at the reference velocity is resumed.223

Figure 3 shows the variation of the state and the porosity according to the SR and224

SL formulations as a function of time. The porosity change for SR does not depend on225

the state and, as shown earlier, is identical to the SL expression with the slip law. The226

predictions of the SR and SL formulations differ, though not dramatically. Both predict227

a decrease in porosity during the hold time as observed by Karner and Marone (2001).228

Limited exploration indicated that the maximum shear and porosity after resliding were229

linear with the logarithm of hold time, consistent with experimental observations (Karner230

& Marone, 2001).231

Effects of Pore Pressure Changes on Slip Velocity232

This section presents an example of the difference in the response of the spring -233

block system for the SR (8) and SL (9) expressions for the variation of porosity. Calcu-234

lations use the aging law. The principal parameters controlling the response are the nondi-235

mensional diffusivity C and the nondimensional stiffness K. Results are given for K =236

0.25 and C = 1. Other parameters are ε = 1.7 × 10−4, β̂ = 7 × 10−3, µ0 = 0.64, a =237

0.010, b = 0.015, η̂ = 10−12, α = 0.3 and P∞ = 0.2. Initial conditions are V = 1.05,238

Θ = 1/1.05, Φ = 0, P = 0.2, and Σ = (1− 0.2)µ0. For values of C larger than about239

10 conditions approach drained. In this case the response for the two variations in poros-240

ity variation is small because changes in the effective normal stress due to pore pressure241

changes are small. For values less than 0.1, the response is close to undrained and the242

response is strongly damped because of dilatant hardening (Segall & Rice, 1995).243

Figure 4 shows the logarithm of V = v/v0, and the change in porosity Φ = ϕ −244

ϕ0, divided by ε, against the nondimensional time T = v0t/dc. In the first column, the245

results for SL and SR can barely be distinguished for the velocity (first row) and pore246

pressure (last row). The porosity change (middle) also appears to differ little near the247

rapid slip events (peaks). Between the peaks, when the slip velocity is slow, there is a248

clear difference between SR and SL. Porosity decreases are much larger for SL. Presum-249

ably, this occurs because SL depends on the state and for the aging law the state is still250

changing even when the slip velocity is low. This difference does not, however, appear251

to have much effect on the pore pressure.252

The second column of Figure 4 gives an expanded view near the peak at T = 1387253

for SR and T = 1404 for SL. Although the interval between the peaks is barely distin-254

guishable at the scale of the left column, it corresponds to about 5.67 minutes for the255

values of dc and v0 (0.2 mm and 10µm/s) representative for the laboratory and 5.67 years256

for crustal scale values (0.01 m and 0.03 m/year). The shapes of the velocity peaks are257

similar and despite the difference in the porosity variations between the slip peaks, their258

variation near the peaks is similar. The shapes of the pore pressure changes at the peaks259

appear to be identical, just offset, but overlaying them does show some differences.260
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Figure 4. The first column shows plots of the logarithm of the nondimensional velocity (a),

the porosity change, divided by ε (c), and the nondimensional pore pressure (e) against nondi-

mensional time for the SR (blue) and SL (red) porosity formulations. The second column shows

the same quantities on an expanded time scale near one of the rapid slip events.
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Discussion261

The results of using the SR and SL expressions for the porosity evolution are sim-262

ilar. Both have the same steady state and both fit the data of Marone et al. (1990) equally263

well (SR). Samuelson et al. (2009) use SL to fit their data but they do not remark whether264

SR also fits their data. As pointed out earlier, for the slip law the porosity predictions265

of SR and and SL are identical. In addition, the two porosity formulations do not dif-266

fer dramatically for the simulations of a velocity stepping and a slide-hold-slide test. Nev-267

ertheless, there are differences. The principal one is that because the SR law depends268

only on the slip velocity the porosity does not change for effective normal stress changes269

at constant sliding velocity (assuming ε is constant). The effective normal stress is changed270

by changes in pore pressure and pore pressure changes are linked to porosity variations271

(by (15)) for the spring-block model). Consequently, even in the simple spring-block model,272

there can be a complex interplay between the porosity and the pore pressure. At first273

glance for the spring block simulation (first column of Figure 4), the effect does not ap-274

pear to be large except for the porosity variation in the interval of slow slip between rapid275

slip events. Closer examination (second column of Figure 4) indicates that the difference276

in time between the peaks is significant.277

There are caveats. Only a few simulations are presented here. Although these are278

likely representative, testing a much wider range of parameters might reveal modified279

results. Also, the simulations here are for the spring-block model rather than slip in a280

continuum. More importantly, it is fair to say that the formulations are based on a lim-281

ited amount of data (Marone et al., 1990; Samuelson et al., 2009). The subject seems282

sufficiently important that further experimental investigation is warranted. For exam-283

ple, based on their experiments, Proctor et al. (2020) argue that the effects of pore fluid284

change can exceed those due to rate and state effects. Another issue is the dependence285

of ε on the effective normal stress. Although the experiments of Samuelson et al. (2009)286

find that it does not, the possible dependence of ε on effective stress, and perhaps, on287

the state of the surface or gouge layer is in need of further exploration.288

Proctor et al. (2020) used a miniature pore pressure sensor placed near a saw cut289

to directly measure pore pressure changes near a slipping fault in Westerly granite. They290

examine two configurations: one is a bare rock slip surface; the other is a 2 mm wide quartz291

gouge layer between granite blocks. They observe one rapid slip event on the bare rock292

surface followed by three slow events and four slow events on the fault with gouge. Their293

observations for the rapid slip event can be compared with the calculations shown in Fig-294

ure 4. Their Figure 2c shows a slow increase in pore fluid pressure preceding the slip event295

which they surmise is due to compaction. Figure 4d here does show compaction preced-296

ing the slip event but essentially no change in pore pressure. Although the permeabil-297

ity is small (10−20 m2) the relevant comparison is the time scale of compaction with that298

of fluid diffusion. Because the latter is fast compared with the former in the simulation,299

flow from the reservoir maintains the pore pressure. Proctor et al. (2020) remark that300

the compaction preceding the rapid slip event is “inconsistent with standard brittle and301

frictional models of failure (Brace, 1963; Segall & Rice, 1995) that involve precursory di-302

lation” but that is not the case with the simulation here. Consistent with their obser-303

vations, this slow compaction is followed by rapid dilation with corresponding pressure304

decrease coincident with the slip event. Immediately after the slip event the pore pres-305

sure increases and reaches a maximum. Proctor et al. (2020) suggest that this increase306

could be due to compaction associated with afterslip or local fluid flow. The simulation307

suggests the former (although because the fluid mass flux is assumed to be proportional308

to the difference in pore pressure in the reservoir and on the the fault, there is no local309

fluid flow). For the values of v0 and dc cited earlier as representative of experiments, the310

maximum occurs about 20 s after the rapid slip event which, from their Figure 2c, ap-311

pears to be similar to that in the experiment. However, Proctor et al. (2020) report that312
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the premonitory compaction reverses within 1 s of rupture but the time difference in the313

simulation is much longer.314

The measurements of Proctor et al. (2020) show that changes in pore pressure cause315

a greater change in the shear stress than that due to the changes due to rate and state316

friction. Although not shown here, this is also the case in the spring-block simulation.317

The pore pressure changes are about an order of magnitude larger than the changes in318

the effective friction coefficient. This difference is about the same as Proctor et al. (2020)319

observe for their slow events, but much larger than they observe for the rapid slip event.320

Despite the larger dilation in the simulation, it is not sufficient to stabilize the rapid slip321

event. This is likely due to the small value of K and the not sufficiently small value of322

C chosen for this simulation. Nevertheless, the pore pressure does have a significant ef-323

fect on the response (as demonstrated by SR). If the same simulation is done with no324

pressure change, the frequency and magnitude of the slip events are quite different.325

Despite the qualitative agreement of the simulations with the observations, with326

the exception of constant pore fluid pressure during compaction prior to the rapid slip327

event, and some quantitative agreement, it is difficult to make more detailed quantita-328

tive comparisons for several reasons. One is that the experiment was conducted in ax-329

isymmetric compression for which the total normal stress on the slip surface is coupled330

to the shear stress and, hence, not constant. In the simulation, the total normal stress331

is constant. Another is that the values of the nondimensional spring stiffness K and dif-332

fusion C are chosen arbitrarily. Also, fluid diffusion is approximated by assuming that333

the fluid mass flux is proportional to the difference between the pore pressure on the slip334

surface and in the reservoir. A more realistic formulation would use Darcy’s law for which335

the mass flux is proportional to the gradient of the pore fluid pressure. Nevertheless, the336

results of the simulation are consistent with the observations of Proctor et al. (2020) near337

the rapid slip event. Of course, a big difference is the repeated roughly periodic occur-338

rence of rapid slip events in the simulations and the observed more frequent occurrence339

of slow slip events in the experiment.340

Conclusion341

This paper has compared the porosity relations suggested by SR and by SL. They342

are investigated here using simulations of velocity stepping, slide-hold-slide and normal343

effective stress jump experiments and of the response of a spring-block model. Although344

there are many similarities between the predictions of the two laws, there are differences345

that can be important. In particular, only in the SL formulation do normal effective stress346

changes cause a porosity change at constant slip velocity. In addition, a simulation with347

the spring-block model indicates that the predicted time between rapid slip events for348

the two formulations is significant. This difference could be important in applications349

in which the effective normal stress is altered by changes in pore pressure. These include350

processes involving fluid injection or withdrawal and pore pressure changes induced by351

fault propagation and slip. In addition, the results of the spring-block simulation are,352

with one exception, qualitatively consistent with the observations of Proctor et al. (2020)353

near a rapid slip event. An issue not investigated here is the possible dependence of the354

magnitude of the effects (ε, in both formulations). The two formulations are based on355

limited experimental data and the calculations here suggest that the issue of an appro-356

priate representation of porosity changes is in need of further experimental and theoret-357

ical work.358

Open Research359

This is a theoretical paper and contains no new data.360
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