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Abstract

Climate mitigation can bring health co-benefits by improving air quality. Yet, whether mitigation will widen or narrow current

health disparities remains unclear. Here we use a coupled climate-energy-health model to assess the effects of a global carbon

price on the distribution of ambient fine particulate matter (PM2.5) exposure and associated health risks across an ensemble

of nearly 30,000 future scenarios. We find that pricing carbon consistently lowers the PM2.5-attributable death rates in lower-

income countries by reducing fossil fuel burning (e.g., China and India). Since these countries are projected to have large

ageing populations, the greatest reduction in global average PM2.5-attributable death rate is found in elderly populations,

which are more vulnerable to air pollution than the other age groups. In contrast, the health effects in higher-income countries

are more complex, because pricing carbon can increase the emissions from bioenergy use and land-use changes, counteracting

the mortality decrease from reduced fossil fuel burning. Mitigation technology choices and complex interactions between age

structures, energy use, and land use all influence the distribution of health effects. Our results highlight the importance of an

improved understanding of regional characteristics and cross-sector dynamics for addressing the interconnected challenges of

climate, health, and social inequalities.
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 11 

Climate mitigation can bring health co-benefits by improving air quality1,2. Yet, whether 12 

mitigation will widen or narrow current health disparities remains unclear. Here we use a 13 

coupled climate-energy-health model to assess the effects of a global carbon price on the 14 

distribution of ambient fine particulate matter (PM2.5) exposure and associated health risks 15 

across an ensemble of nearly 30,000 future scenarios. We find that pricing carbon consistently 16 

lowers the PM2.5-attributable death rates in lower-income countries by reducing fossil fuel 17 

burning (e.g., China and India). Since these countries are projected to have large ageing 18 

populations, the greatest reduction in global average PM2.5-attributable death rate is found in 19 

elderly populations, which are more vulnerable to air pollution than the other age groups. In 20 

contrast, the health effects in higher-income countries are more complex, because pricing 21 

carbon can increase the emissions from bioenergy use and land-use changes, counteracting the 22 

mortality decrease from reduced fossil fuel burning. Mitigation technology choices and complex 23 

interactions between age structures, energy use, and land use all influence the distribution of 24 

health effects. Our results highlight the importance of an improved understanding of regional 25 

characteristics and cross-sector dynamics for addressing the interconnected challenges of 26 

climate, health, and social inequalities. 27 

 28 

  29 
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Lowering fossil fuel burning reduces emissions of carbon dioxide as well as toxic air pollutants. 30 

As a result, climate mitigation efforts are expected to bring health co-benefits by improving air 31 

quality2. However, substantial pollution inequalities already exist between rich and poor nations. 32 

Half of the global total deaths attributable to fine particulate matter (technically PM2.5) currently 33 

occur in China and India3, due to high pollution levels and the large size of exposed population 34 

(i.e., 1/3 of the global population). The future health burden in these countries may decrease as 35 

air pollution control policies are further tightened to clean up the air, but could exacerbate if 36 

ageing trends increase the population's vulnerability to air pollution4,5. More importantly, how 37 

climate mitigation might improve or worsen the current disparities across countries remains 38 

poorly understood. Understanding the distribution of pollution and health effects is thus 39 

essential to identifying and addressing potential health inequities resulting from mitigation 40 

strategies6. 41 

 42 

The current evidence about the health implications of climate mitigation is mixed. Reducing 43 

fossil fuel combustion often lowers pollution exposure2,7. In densely populated countries, 44 

particularly those with large vulnerable populations, this reduced exposure results in a large 45 

decline in PM2.5-attributable deaths8. However, energy mixes and socio-demographic patterns 46 

vary considerably across countries9,10. For instance, coal currently accounts for 67% of primary 47 

energy use (by EJ) in China, but only 25% in the US. Meanwhile, the size of the elderly population 48 

(age 65 or greater) is 131 million in China (9.5% of the national total population), as compared to 49 

47 million in the US (15%)4. Hence, understanding the differential regional health impacts of 50 

climate mitigation requires careful consideration of the coupled energy and human systems2,11. 51 

Furthermore, changes in energy and socioeconomic patterns, which drive future pollution 52 

exposure and population vulnerability, are highly uncertain. These uncertainties pose 53 

considerable conceptual challenges for the assessment of future air pollution effects and the 54 

identification of key conditions that result in more or less equitable impact distributions.  55 

 56 

Another factor complicating the seemingly straightforward link between climate mitigation and 57 

reduced mortality is the potential for new sources of air pollution to emerge as countries 58 



3 
 

transition towards low-carbon energy systems12. For instance, climate mitigation pathways may 59 

involve large-scale production and consumption of bioenergy13. This can increase the emissions 60 

of particulate matter from biomass combustion in end-use sectors14 and the emissions of 61 

ammonia from upstream agricultural activities to produce bioenergy crops15,16. Besides the 62 

emissions from bioenergy production chains, bioenergy-heavy futures may also result in 63 

increased land competition17, leading to additional emissions from land use changes (e.g., 64 

organic carbon emissions from burning forests18). This illustrates the complexities resulting from 65 

the multi-sector and multi-regional linkages which characterise global socioeconomic systems.  66 

 67 

How will climate mitigation affect air pollution and health inequities in the 21st century? We start 68 

with a simple and widely discussed policy scenario: a globally uniform carbon price19. We link a 69 

leading integrated assessment model (Global Change Analysis Model, GCAM20) with a reduced-70 

form air pollution model21 and a country-level health impact assessment module22. We sample 71 

a wide range of uncertainties using nearly 30,000 scenarios covering a period from 2015 to 2100. 72 

By assessing the air quality and health impacts of carbon pricing for a large ensemble of future 73 

scenarios, our goal is to identify key socioeconomic and technological determinants for global 74 

pollution and health inequities.  75 

 76 

We advance on the previous literature in three main ways. First, we expand on prior co-benefit 77 

studies by focusing on distributional outcomes. Equity considerations are central to the design 78 

of environmental policies in many societies6. Shifting from aggregate impacts to distributions is 79 

a crucial step towards analysing potential inequities.  80 

 81 

Second, we build on previous work to consider a wide range of plausible futures. Our large-scale 82 

scenario ensemble approach provides a framework to incorporate uncertainties into the 83 

assessment of air quality and health outcomes in different world regions. Using the ensemble, 84 

we are able to evaluate quantitatively how various health pathways and system dynamics 85 

interact with each other under different assumptions of socioeconomic, technological, and 86 

agricultural uncertainties.  87 



4 
 

 88 

Third, we improve the process-based understanding of the complex pathways leading to varying 89 

health and equity outcomes (Figure 1). Climate mitigation induces changes in energy and land 90 

uses, which change the emissions of several air pollutants. How these emissions affect air quality 91 

is further affected by nonlinear atmospheric processes that determine pollution formation and 92 

wind transport. The resulting outcomes on human health are influenced by additional factors 93 

such as the location, size, and vulnerability of the exposed population. Importantly, along this 94 

pathway from health drivers to exposures and outcomes, the multi-sector, multi-regional 95 

economic and trade connections can result in unexpected spatial and temporal patterns. For 96 

instance, climate policies may reduce air pollution from fossil fuel combustion in some regions 97 

while increasing emissions from bioenergy consumption and production in other regions. Our 98 

integrated modelling framework allows us to characterise the relevant processes, with 99 

considerations of key uncertainties, and trace the influence of upstream drivers on downstream 100 

outcomes.  101 

 102 

 103 
Figure 1. Potential health pathways for a global carbon price to influence regional pollution exposure 104 
and health outcomes. The green arrows illustrate a potential pathway for health co-benefits: carbon 105 
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pricing may reduce fossil energy use, which lowers precursor emissions and hence the ambient PM2.5 106 
concentrations. The red arrows illustrate a potential pathway for health co-harms: carbon pricing may 107 
increase bioenergy use, which increases emissions from energy and land use and hence ambient PM2.5 108 
concentrations. The scenario ensemble (N=28,706) samples uncertainties using the GCAM model20. We 109 
estimate the effects of air pollutant emissions on ambient PM2.5 concentrations using the TM5-FASST 110 
model21. The health impact assessment further uses the projected population and age structure from the 111 
IIASA database10 and the baseline mortality rates from the International Futures model23. More details 112 
are presented in the Method section. 113 

 114 

A moderate carbon price trajectory lowers global warming and PM2.5-attributable health risks 115 

 116 

We impose a trajectory of carbon price on global energy sector CO2 emissions to approximate 117 

moderate ambition level for climate action: $28, $69, and $117/ton CO2 in 2030, 2050 and 2100, 118 

respectively (Figure 2a). The near-term price level reflects countries’ Nationally Determined 119 

Contributions24 and is broadly consistent with current policy trends25,26. The longer-term price 120 

level is in line with the required efforts to limit end-of-century warming to 2.1-4°C compared to 121 

pre-industrial global surface average temperature (or the radiative forcing level of roughly 122 

4.5W/m2)27. Compared to the no carbon price scenarios, we estimate that this carbon price 123 

trajectory reduces the global average temperature by 0.1°C (based on ensemble median; range 124 

0.1–0.2°C across the considered scenarios) in 2050 and by 0.6°C (range: 0.5–0.8°C) in 2100 125 

(Figure 2b).  126 

 127 

Consistent with prior studies1,7, we find that pricing carbon improves global air quality and 128 

reduces the average PM2.5-attributable death rates. Based on the scenario ensemble considered 129 

in this study, globally, imposing the carbon price reduces the ensemble median PM2.5-130 

attributable death rate by 5% (or 33 deaths per million people; range: 18–51) in 2050 and 8% (or 131 

77 deaths per million people; ensemble range: 28–169) in 2100 (Figure 2c). This corresponds to 132 

an annual average reduction of 0.2 (range: 0.1–0.5) million deaths from 2015 to 2100.  133 

 134 

Pricing carbon reduces PM2.5-related health inequities  135 
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 136 

In all scenarios, regional inequalities in pollution and health persist throughout the century. The 137 

future PM2.5-attributable death rate remains higher in lower-income regions. For example, in 138 

scenarios without a carbon price, India and other South Asian nations have the highest PM2.5-139 

attributable death rates in 2050, with an ensemble median exceeding 750 deaths per million 140 

people. In contrast, the lowest projected death rates occur in Australia, Canada, and Northern 141 

Europe, with an ensemble median less than 200 PM2.5-attributable deaths per million people.  142 

 143 

Pricing carbon reduces, but does not eliminate, the regional inequities. The health benefits 144 

associated with the considered carbon price levels are greatest for lower-income regions (Figure 145 

2d and Figure 3). For the high-risk, low-income regions, pricing carbon lowers the PM2.5-146 

attributable death rate by 53–90 deaths per million per year (or 5.6–7.3%) in India and other 147 

South Asian nations, based on the 2050 ensemble median. In comparison, for low-risk, high-148 

income regions, the reduction is only 0.5–2.1 PM2.5-attributable deaths per million per year (or 149 

0.4–1.1%) in Australia, the United States, and Northern Europe.  150 

 151 

Globally, the elderly population continues to be impacted most among all adult age groups from 152 

air pollution exposure. However, the considered carbon prices improve age-related inequities in 153 

PM2.5-attributable death rates. This is due to the larger elderly population in lower-income 154 

countries that benefits from the exposure reductions. For example, without a carbon price, the 155 

global median PM2.5-attributable death rate in 2050 is ten times higher for the 65 or older age 156 

group than the rest of the adult population (i.e., 25–64 years old; Figure 3). With a carbon price, 157 

the PM2.5-attributable death rate is lowered by 92 deaths per million per year (or 5%) in the 65 158 

or older age group, as compared to only 9 PM2.5-attributable deaths per million per year (or 4%) 159 

for the rest of the adult population.  160 

 161 

Pricing carbon provides a promising avenue to narrowing current pollution and health inequities, 162 

both across regions and across age groups. This core insight is largely consistent for all future 163 
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time periods, including mid-century as well as the end-of-century (see Supplementary Figure S1 164 

for results for 2100). 165 
 166 

 167 
Figure 2. Impacts of a global carbon price on future global average temperature and regional 168 
distribution of PM2.5-attributable death rates. Panel a) shows the carbon price trajectory from 2015 to 169 
2100 considered in this study; the black dot highlights the price level in 2050 ($69/ton CO2). Panels b) and 170 
c) present the global average temperature increase relative to the 1850 level and the annual PM2.5-171 
attributable death rates, including the median and ranges of the scenarios with and without a carbon 172 
price (N=14,180 and 14,526, respectively). Here the sample sizes are different because some 173 
combinations of input assumptions result in infeasible solutions (see Supplementary Information section 174 
1.2 for more details). The box and whisker plots on the far right show the ensemble distributions in 2050 175 
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and 2100. Panel d) shows the 2050 regional changes in ensemble median PM2.5-attributable death rate 176 
due to the carbon price (N=13,936; limiting to the pairs of scenarios that have feasible solutions in both 177 
cases). See Supplementary Figure S2 for the spatial distribution for 2100. We simulate the precursor 178 
emissions of air pollutants for 32 GCAM regions (shown as thicker borderlines, except Antarctica). We 179 
analyse health impact assessment for 178 regions and countries (shown as lighter borderlines), using 180 
downscaled emissions, simulated pollution levels, and socio-demographic information. We estimate the 181 
PM2.5-attributable death rates using the median relative risks values from the Global Burden of Disease 182 
study3. 183 

 184 

 185 
Figure 3. Distribution of PM2.5-attributable death rates across regions and age groups in 2050. Panels 186 
a) and b) show the PM2.5-attributable death rate without the carbon price, while panels c) and d) depict 187 
the changes in death rate due to a global carbon price of $69/ton. Panel a) and c) illustrate the variation 188 
in all-age PM2.5-attributable death rate across world regions, ranked from low to high per capita income 189 
in 2015 (from left to right). The circles and error bars represent the scenario medians and ranges 190 
(N=13,936). Panel b) and d) show the variation in global average PM2.5-attributable death rate across 191 
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adult age groups, ranked by 5-year groups from 25–29 to 95+ years old (from left to right). The box plots 192 
show the scenario medians, quartiles, and ranges (N=13,936). See Supplementary Figure S1 for the 193 
results for 2100. 194 

 195 

Competing health pathways from carbon pricing 196 

 197 

What causes these differential regional health effects of a global carbon price? Our analysis 198 

framework contains approximations for potential pathways through which a carbon price can 199 

result in co-benefits and co-harms. Health co-benefits can be driven by a reduction in air pollutant 200 

emissions from fossil fuel combustion, which is the dominant impact in lower-income regions. 201 

Health co-harms can result from increasing emissions from bioenergy use and land use changes 202 

associated with bioenergy production, which is more prominent in higher-income regions than 203 

lower-income regions. In our analysis, the relative importance of these two pathways 204 

contributes to the regional variations in how a global carbon price affects local emissions and 205 

pollution exposure. The health outcomes are further influenced by variations in population 206 

vulnerability (e.g., driven by age differences). We discuss these linkages in turn.  207 

 208 

First, imposing the carbon price lowers fossil fuel uses and increases bioenergy uses across all 209 

world regions (Figure 4a). Yet, these changes depend on the current energy structures and 210 

projected technology costs. For instance, in 2050, the carbon price lowers the share of coal in 211 

the primary energy mix by 14 percentage points in India (based on ensemble median; range: 11–212 

17), but only 5 percentage points in Canada (range: 3–7). This is consistent with the observation 213 

that India currently relies more heavily on coal (coal contributes 44% of its primary energy use9). 214 

The carbon price hence leads to a greater reduction in coal use in the model. In comparison, we 215 

find the increases in bioenergy shares are comparable across countries (e.g., increases by 2–5 216 

percentage points across the six selected world regions, based on the ensemble medians). Here 217 

the small regional variations are largely driven by limited cross-region differences in bioenergy 218 

shares in current energy mixes, as well as in future bioenergy supply curves assumed in the 219 

model.  220 

 221 
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How changes in energy use affect air pollutant emissions depends on which sectors are being 222 

affected and the stringency of pollution regulation in relevant sectors (Figure 4b). For instance, 223 

carbon pricing leads to similar percentage reductions in coal share in Southeast Asia and the 224 

United States. Yet, the resulting reduction in per capita sulphur dioxide (SO2) emissions is 225 

smaller in the US due to more stringent pollution control policies on existing coal facilities28.  226 

 227 

In addition, as a result of increased bioenergy use from carbon pricing, most countries are 228 

expected to slightly increase their organic carbon (OC) emissions, primarily due to bioenergy 229 

combustion in the residential/commercial sector (Figure 4b; see residential/commercial OC 230 

emissions in Supplementary Figure S6). In contrast, we find a much greater increase in OC 231 

emissions in Canada, where increased biomass production intensifies land competition and 232 

increases deforestation in unmanaged forest land (see per capita land use changes in 233 

Supplementary Figure S5). These results highlight that, under climate mitigation, air pollutant 234 

emissions can go up from new sources, including direct emissions from bioenergy combustion 235 

as well as indirect changes in land-use emissions arising from energy-land interactions. 236 

 237 

Finally, regional socio-demographic characteristics affect population vulnerability, influencing 238 

health outcomes. For instance, the carbon price scenarios show larger relative increases in 239 

Canadian PM2.5-attributable death rates than the associated PM2.5 exposure levels. This is 240 

consistent with the combined effect of two factors: (i) nonlinear concentration-response 241 

relationships, which result in greater increases in mortality risks, from one unit increase in PM2.5 242 

exposure, in locations like Canada where the air is already relatively clean (see PM2.5 243 

concentrations without the carbon price in Supplementary Figure S7), and (ii) increased 244 

population ageing and hence vulnerability, which is expected to continue in advanced 245 

economies such as Canada (see Supplementary Table S5 for the age structures in each region).  246 

 247 
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 248 
Figure 4. Regional changes in the health drivers, exposures, and risks as a result of the considered 249 
global carbon price in 2050. Here we include two lower-income regions (Sub-Saharan Arica and 250 
Southeast Asia), two fast-growing developing regions (China and India), and two developed countries 251 
(the United States and Canada) as the representative regions. Panel a) shows the changes (by percentage 252 
points) in shares of coal and biomass in the primary energy mix (See Supplementary Figure S8 for global 253 
regional-level distributions). Panel b) shows the changes in organic carbon (OC) and sulphur dioxide (SO2) 254 
emissions per capita per year (see Supplementary Figure S4 for the scale of the small increases in the five 255 
regions on the left more clearly, and Supplementary Figure S9 for global regional-level distributions). 256 
Panels c) shows the changes in annual average PM2.5 concentrations (see Supplementary Figure S10 for 257 
global regional-level distributions, and panel d) shows the changes in PM2.5-attributable death rates. The 258 
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box and whiskers show the ensemble median, quartiles, and range. See Supplementary Figure S3 for the 259 
results for 2100. 260 

 261 

Discussion 262 

 263 

Our study illustrates how reducing fossil fuel combustion can affect global health outcomes. 264 

Greater decreases in PM2.5-attributable death rates occur in more vulnerable populations, such 265 

as those in lower-income regions and the elderly. Our core finding—that pricing carbon can 266 

reduce pollution and health inequality—is robust across a wide range of plausible futures that 267 

vary in socioeconomic trends, energy demand and technology costs, as well as agricultural and 268 

land-use patterns.  269 

 270 

Our analysis highlights the complexity of the system dynamics through which climate mitigation 271 

can influence the distribution of pollution and health effects. While the health co-benefits from 272 

reducing fossil fuel use are well documented2,7, we demonstrate possible ways that climate 273 

mitigation can increase air pollutant emissions and health risks in some regions29. The key 274 

pathway for co-harms identified in our study is that carbon pricing can increase particulate 275 

matter emissions, both from direct bioenergy combustion and, in a handful of countries, also 276 

from indirect land use changes such as deforestation. Prior studies also found intensified land 277 

use competition in future mitigation scenarios that rely heavily on bioenergy17. While those 278 

studies demonstrated the emerging risks on food security30 and water stress31, our results 279 

suggest that unintended consequences can also occur for air quality and health. It underscores 280 

the importance of comprehensive assessment for the sustainability implications of large-scale 281 

mitigation responses to climate change. 282 

 283 

Examining the pathways for health co-harms are particularly relevant for advanced economies. 284 

Prior studies demonstrated that the potential for health co-benefits from fossil reduction is 285 

often smaller in advanced economies than in the Global South countries due to already stringent 286 

pollution standards on existing fossil-based facilities28,32. More importantly, considering the 287 
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potential energy-land interactions, our analysis suggests that health co-benefits from fossil 288 

reduction will become less prominent as countries advance towards decarbonization, while the 289 

potential health co-harms from the mitigation actions will become increasingly important. Of 290 

course, the links between large-scale climate mitigation, air pollution, and the distribution of 291 

associated health impacts are still shrouded in considerable uncertainties. Our study contributes 292 

to the assessment of those effects under uncertainties and quantitatively demonstrates how 293 

climate mitigation can influence health inequity by changing energy systems, land uses, as well 294 

as their interactions with the socio-demographic patterns.  295 

 296 

Our study is still silent on many important questions. For example, how can more refined 297 

strategies help to better navigate the complex landscape of climate, economics, and health? A 298 

globally uniform carbon price is simple to model and has some appealing theoretical 299 

advantages19. However, real-world policies are more diverse and fragmented33. Regulations and 300 

sector-based measures are widely and typically adopted and nearly everywhere have a bigger 301 

impact on emission abatement than directly pricing carbon34,35. We hypothesise that these 302 

different policy designs and targeted sectors would have different distributional consequences. 303 

For instance, compared to a subsidy on rooftop solar systems, electrifying the transport sector 304 

may bring greater benefits to populations living near major roads, who are often 305 

disproportionately minorities and people of lower socioeconomic status36. In addition, the 306 

health co-harms identified in our analysis may also be mitigated by imposing land conservation 307 

policies along with a carbon price on energy-sector emissions37.  308 

 309 

A second open question is how much-needed improvements in the representations of health 310 

drivers, exposures, and outcomes would impact the conclusion. For instance, bioenergy is an 311 

important technology driver for the health co-harms observed in our study. Yet, our modelling 312 

approach only considers 12 land types for 384 land regions worldwide. A detailed, subnational 313 

representation of land-use patterns is essential to identify suitable land for bioenergy 314 

production and model the competition between different land-use purposes38,39. Assessing the 315 

disparities across socio-demographic groups, both for exposure and health outcomes, also 316 
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requires fine-scale pollution simulation and health impact assessment. While some studies are 317 

moving in this direction40,41, research that quantifies these linkages at decision-relevant 318 

resolutions is still largely in its infancy. These efforts can help in the search for decarbonization 319 

strategies that can simultaneously reduce adverse health impacts and associated inequities.  320 

 321 

Our study lays the foundation for future efforts to address these open questions and advance 322 

our scientific understanding of the coupled energy-land-energy systems. Our work also has 323 

important policy implications. We find robust evidence on the country-varying health effects of 324 

climate mitigation and identify potential cross-sector linkages (e.g., between energy and land) 325 

that may redistribute the impacts. These insights are critically important, both for the 326 

international community and individual countries, to incorporate health and equity 327 

considerations into their climate policy designs.  328 

 329 

 330 

  331 
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Methods 332 

 333 

1. Construction of scenario ensemble  334 

 335 

We construct a large-scale scenario ensemble using a leading global-scale process-based 336 

integrated assessment model, GCAM v5.420 (Table 1). We consider one policy lever, i.e., whether 337 

a globally uniform carbon price trajectory (Figure 2a) is implemented from 2020-2100. We then 338 

sample seven types of future uncertainties in socioeconomic, technological, and land-use 339 

aspects (Table 1). We deploy a full factorial experimental design across the seven factors to 340 

encompass a wide range of futures42. Among the seven, four of them (i.e., socioeconomics, 341 

energy demand, agricultural and land use, fossil fuel extraction costs) are sampled by 342 

considering five sets of assumptions that reflect the storylines of Shared Socioeconomic 343 

Pathways (SSPs)10. For the other three factors, we sample the future water runoffs using varying 344 

levels of ground water level and reservoir capacity, and we sample the future competitiveness 345 

of low-emission energy technologies and carbon capture and sequestration (CCS) technology 346 

using varying levels of projected costs. The quantitative assumptions for different SSPs and 347 

technology costs are reported in Lamontagne et al. 201842 and Calvin et al. 201743.  348 

 349 

GCAM is a global-scale, multi-sector model with technology-rich representations of five systems 350 

and their interactions: energy, water, agriculture and land use, economy, and climate systems20. 351 

Based on varying input assumptions on socioeconomic drivers, technology costs, and policy 352 

ambition, GCAM simulates the behaviours and interactions between these systems and projects 353 

future patterns at five-year intervals in a partial equilibrium economic modelling framework. For 354 

the GCAM version used in this study (v5.4), the energy and economy sectors are modelled for 32 355 

world regions; the land system is divided into 384 subregions; and the climate/physical Earth 356 

system is simulated by a reduced-form climate model, Hector44, at the global scale.  357 

 358 
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Table 1. Overview of scenario ensemble construction in GCAM. The presence or absence of 359 

the global carbon price, along with seven future scenario design factors, are sampled with a full 360 

factorial experimental design. See Supplementary Table S1 for the number of feasible scenarios.  361 

Policy lever Future uncertainties 

Carbon 
Price 

Water 
runoffa 

(Groundwater 

level/Reservoir 

capacity level) 

Socio- 
economic 

Energy 
demand 

AGLUb 
Fossil fuel 

costs 

Low-
emissions 

energy costs 
CCSc 

No 

Low/low 
SSP1 SSP1 SSP1 SSP1 

Low 

 

 

SSP2 SSP2 SSP2 SSP2 
Low 

Low/high 

Mid 

 

SSP3 SSP3 SSP3 SSP3 
 

Yes 

High/low 
 

SSP4 SSP4 SSP4 SSP4 
 

High/high High 

High 

SSP5 SSP5 SSP5 SSP5 
 

 

 362 
a Water runoff scenario includes levels of groundwater and reservoir capacity.  363 
b AGLU: Agricultural and land use 364 
c CCS: Deployment cost of carbon capture and sequestration technology 365 

 366 

Using the full factorial experimental design, we experimented with 30,000 scenarios using the 367 

GCAM model (15,000 pairs of scenarios with/without a carbon price). However, some scenarios 368 

do not yield feasible solutions. For example, the socioeconomic assumption following SSP5 369 

(fossil-fuelled development) is not compatible with AGLU assumption following SSP3 (regional 370 

rivalry). AGLU assumption elements following SSP3, including low agricultural technology 371 

development, restricted trade, lack of land use regulations, and low agricultural productivity are 372 
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formidable obstacles to achieving high-level socioeconomic developments following SSP5. As a 373 

result, we have 14,526 feasible scenarios without a carbon price and 14,180 feasible scenarios 374 

with a carbon price. Between these two groups, we further pair up the scenarios with the same 375 

assumptions for other uncertainties and identify 13,936 pairs of scenarios that only differ in the 376 

policy lever.  377 

 378 

2. Assessment of emissions of greenhouse gases (GHGs) and air pollutants  379 

 380 

We project future emissions of annual total GHG and air pollutants for 32 GCAM regions, by 381 

technology and fuel choice.  382 

 383 

GHG emissions: We estimate CO2 emissions from fossil fuel and limestone uses by multiplying 384 

GCAM-projected production and consumption activities with the technology-specific emission 385 

factors estimated from the Carbon Dioxide Information Analysis Center (CDIAC, which is a 386 

global inventory of historical carbon emissions from 1751 to 201745). CO2 emissions from land-387 

use and land-cover change are estimated based on the areas of land use change and the carbon 388 

intensity of each land use type46. We also calculate emissions of non-CO2 GHGs, including 389 

methane, nitrous oxide, and fluorinated gases by multiplying relevant activities with the 390 

emission factors from EPA 201947. When a carbon price is imposed, the amount of CO2-emitting 391 

activities would be adjusted based on a regional marginal abatement cost curve derived from 392 

the costs of available mitigation options in each region. 393 

 394 

Air pollutant emissions: We estimate the emissions of five types of air pollutants, including 395 

ammonia (NH3), nitrogen oxides (NOx), sulphur dioxide (SO2), black carbon (BC), and organic 396 

carbon (OC) for 32 GCAM energy-economy regions. The emissions are calculated by multiplying 397 

relevant activities projected by the model with the respective emission factors derived from 398 

historical data20. To account for the tightening of air pollution control policies over time, the 399 

future emission factors are adjusted based on a declining trend with increasing income48. We 400 
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also adjust the technology mix over time by assuming a higher penetration rate of less polluting 401 

units43,48. Both adjustments vary across five SSPs. 402 

 403 

3. Assessment of climate outcomes  404 

We model the climate system using the Hector model44 which interacts with the other parts of 405 

GCAM at every five-year time step. Hector is a reduced-form global climate carbon-cycle model, 406 

representing the most essential global-scale Earth system processes. The inputs to Hector are 407 

global total GHG emissions aggregated across all GCAM sectors and regions. Then, Hector 408 

reports global average radiative forcing and temperature changes.  409 

 410 

4. Assessment of ambient PM2.5 concentrations  411 

 412 

To assess the ambient PM2.5 concentrations from precursor emissions, we use the TM5-FASST 413 

model21, a reduced-form source-receptor model for 56 world regions. The performance of TM5-414 

FASST was evaluated in a prior publication8 and demonstrates satisfying model capabilities in 415 

estimating ambient PM2.5 concentrations.  416 

 417 

To map from GCAM to TM5-FASST regions, we first downscale the emissions for 32 GCAM 418 

regions to 178 countries (see Supplementary Table S2 for GCAM sector mapping), by sector and 419 

for 5 types of precursor emissions, using the country-to-region ratios based on the Emission 420 

Database for Global Atmospheric Research (EDGAR) data49 (see Supplementary Table S3 for 421 

EDGAR sector mapping). We then re-aggregate country-level emissions to the 56 TM5-FASST 422 

regions.  423 

 424 

For each year and scenario, we estimate the PM2.5 concentrations using the changes relative to 425 

2000, as the base year, assuming linear relationship between emissions and PM2.5 426 

concentrations as well as additivity across all types of emissions and regions. Specifically, the 427 

following equation is used: 428 
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ሻݕሺܥ = ሻݕ௕௔௦௘ሺܥ + ෍෍ܣ௜ሾݔ, ሿݕ ⋅ ሻݔ௜ሺܧൣ − ሻ൧௡೔ݔ௜,௕௔௦௘ሺܧ
௜

௡ೣ
௫  429 

where ܥሺݕሻ and ܥ௕௔௦௘ሺݕሻ are the ambient PM2.5 concentration in receptor region ݕ in a future 430 

year of interest and  in 2000, respectively. ܧ௜ሺݔሻ ܽ݊݀ ܧ௜,௕௔௦௘ሺݔሻ  are the emissions of the air 431 

pollutant type ݅  from a source region ݔ  in a future year of interest and in 2000, respectively. 432 ܣ௜ሾݕ,ݔሿ is the source-receptor coefficient, capturing how the emissions of precursor air pollutant 433 

type ݅ in source region ݔ would influence the ambient PM2.5 concentrations in receptor region 434 .ݕ ݊௫  is the total number of source regions whose emissions affect the ambient PM2.5 435 

concentration in receptor region ݕ, plus two additional sources, shipping, and aviation, that are 436 

not tied to a particular location. ݅ is the index for the type of precursor emissions, which include 437 

ammonia (NH3), nitrogen oxides (NOx), sulphur dioxide (SO2), black carbon (BC), and particulate 438 

organic matter (POM) that are estimated from GCAM. ݊௜  is the total number of precursors that 439 

form ambient PM2.5. The unit of the PM2.5 concentration is ߤg/mଷ, and the units of the emissions 440 

are kTonne/441 .ݎܽ݁ݕ 

 442 

Since TM5-FASST model uses the year 2000 as the base year, the values for ܧ௜,௕௔௦௘ሺݔሻ are taken 443 

from the Representative Concentration Pathway (RCP) database for the year 2000 at 1° × 1° 444 

resolution21; using 2000 emissions as input, ܥ௕௔௦௘ሺݕሻ is estimated using a full chemical transport 445 

model TM5-CTM50, also at a global 1° × 1° resolution. The values in the source-receptor matrix 446 ܣ are derived from a series of perturbation runs that increase the precursor emissions by 20%, 447 

by precursor type and source region, and assess the implications on PM2.5 concentrations in each 448 

receptor region.  449 

 450 

5. Assessment of PM2.5-attributable deaths  451 

 452 

Following the approach in the Global Burden of Disease Study3, we consider six disease that have 453 

found to be associated with long-term exposure to ambient PM2.5, namely chronic obstructive 454 

pulmonary disease (COPD), diabetes mellitus type II (DB), ischemic heart disease (IHD), lung 455 

cancer (LC), lower respiratory infections (LRI), and stroke.  456 
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 457 

For each of the five-year age group from 0 to 95+ in each of the 178 countries, we calculate the 458 

premature deaths attributable to each of the considered six diseases using the following 459 

equation:  460 ݐݎ݋ܯ߂ = ଴ݕ ⋅ ሺܿሻܨܣ ⋅  461 ,݌݋ܲ
where ݕ଴ is age- and disease-specific the baseline mortality rate; ܲ݌݋ is the size of the exposed 462 

population in each age group; ܨܣ  is the attributable fraction, which changes with varying 463 

exposure levels to PM2.5 concentration (ܿ) in each region. Below we describe the data source and 464 

calculation methods for each parameter.  465 

 466 

a) Population (ܲ݌݋) 467 

We use age-specific population projections from the IIASA SSP database10. The population 468 

projections are at country level, with five-year intervals from 2010 to 2100, and vary across the 469 

five SSPs.  470 

 471 

b) Baseline Mortality Rates (ݕ଴) 472 

For future time periods, we use the age-specific baseline mortality rates for each country 473 

projected by the International Futures (IFs) model v7.6423, which also vary across the five SSPs. 474 

The baseline mortality rates from IFs are projected based on the GDP per capita and education 475 

attainment level and calibrated using the GBD 2004 data for cardiovascular diseases, diabetes, 476 

malignant neoplasms, respiratory diseases, and respiratory infections. We map IF-reported 477 

rates onto the six considered diseases: For IHD and stroke, we use the rates for total 478 

cardiovascular disease from IF and multiply by the shares of IHD and stroke in total 479 

cardiovascular-disease-related deaths; for LC, we use the rates for malignant neoplasms; for 480 

COPD, we use the rates for respiratory disease; for LRI, we use the rates for respiratory infections, 481 

and for DB, we use the rates for diabetes. To check the validity of this mapping method, we 482 

compared the disease-specific baseline mortality rates calculated using our methods with the 483 

rates reported by the GBD study and found them to be largely consistent (see Supplementary 484 

Table S4 for the comparison). 485 

 486 
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c) Attributable Fraction (ܨܣ)  487 

For each disease and age group, we calculate the attributable fractions using the following 488 

equation: 489 ܨܣ(ܿ) = ோோ(௖)ିଵோோ(௖) , 490 
where ܿ is the PM2.5 concentration in each country for which we assume all countries within the 491 

same TM5-FASST region have the same exposure level. The relative risks (ܴܴ) are obtained from 492 

the GBD 2019 study3 and derived from the Integrated Exposure–Response (IER) model22 for the 493 

six types of diseases for the PM2.5 exposure levels from 0 to 600 μg/m3. The RRs are age-specific 494 

for IHD and stroke (from 25 to 95+ at five-year intervals) and are for all age-groups for the other 495 

four diseases. 496 

 497 

Table 2. Summary of input data for the health impact assessment 498 

Variables Definition Variations 

across 

scenarios 

Data Source 

 ଴ Baseline mortality rate: presentݕ

and future annual mortality 

rate that vary across age 

groups, diseases, and regions 

Vary across five 

SSPs 

International Futures v7.6423 

-Exposed population for each 5 ݌݋ܲ

year group 

Vary across five 

SSPs 

Shared Socioeconomic Pathways 

(SSP) database10, generated with 

IIASA-Wic POP model.  ܴܴ Relative risks (RR) of disease d 

for the respective age groups at 

the PM2.5 levels of c  

For IHD and stroke: Age-

specific RR functions 

For COPD, LC, LRI, and DB: All-

age RR functions 

Same in all 

scenarios 

GBD Study 20193 
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ܿ Annual mean exposures of 

PM2.5 concentration 

Different in 

each scenario 

Calculated using TM5-FASST21 based 

on GCAM emissions  

 499 

 500 
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