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Abstract

In recent decades, Arctic sea ice coverage experienced a drastic decline in winter, when sea ice is expected to recover following

the melting season. Using observations and climate model simulations, we found a robust frequency increase in atmospheric

rivers (ARs, intense corridors of moisture transport) over Barents-Kara Seas and the neighboring central Arctic (ABK) in early

winter. The extensive moisture carried by more frequent ARs has intensified surface downward longwave radiation and liquid

rainfall, caused stronger melting of thin, fragile ice cover, and slowed the seasonal recovery of sea ice, contributing to the sea ice

cover decline in ABK. A series of model ensemble experiments suggests that, in addition to a uniform AR increase in response

to anthropogenic forcing, the contribution of tropical Pacific variability is indispensable in the observed Arctic AR changes.

These findings have significant implications for understanding the rapidly changing Arctic hydroclimate and the cryosphere.
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Abstract  33 
In recent decades, Arctic sea ice coverage experienced a drastic decline in winter, when sea ice is 34 
expected to recover following the melting season. Using observations and climate model 35 
simulations, we found a robust frequency increase in atmospheric rivers (ARs, intense corridors 36 
of moisture transport) over Barents-Kara Seas and the neighboring central Arctic (ABK) in early 37 
winter. The extensive moisture carried by more frequent ARs has intensified surface downward 38 
longwave radiation and liquid rainfall, caused stronger melting of thin, fragile ice cover, and 39 
slowed the seasonal recovery of sea ice, contributing to the sea ice cover decline in ABK. A series 40 
of model ensemble experiments suggests that, in addition to a uniform AR increase in response to 41 
anthropogenic forcing, the contribution of tropical Pacific variability is indispensable in the 42 
observed Arctic AR changes. These findings have significant implications for understanding the 43 
rapidly changing Arctic hydroclimate and the cryosphere.   44 
  45 
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Recent decades have witnessed a rapid decline in Arctic sea ice during its winter ice-growing 46 
season1, which raised concerns as Arctic sea ice changes may fuel severe winter storms in mid-47 
latitude continents2,3 and reshape the ecosystem and fisheries in the Arctic region4,5. Wintertime 48 
sea ice area (SIA) decline, especially in Barents-Kara Seas, has been attributed to atmospheric heat 49 
transport by poleward moisture fluxese.g., 6–8, while enhanced oceanic heat transport through Nordic 50 
Sea has aggravated ice thinning and ice volume decline9–14.  51 
 52 
The bulk of Arctic moisture import is driven by atmospheric rivers (ARs)15. ARs are long, narrow, 53 
and transient corridors of strong horizontal moisture transport, typically accompanied by a low-54 
level jet ahead of the cold front of an extratropical cyclone16. Despite covering only 10% of the 55 
Earth’s circumference in midlatitudes, ARs account for up to 90% of the poleward water vapor 56 
transport in these latitudes17,18, playing a crucial role in the hydrological cyclee.g.,15,19–21. Recent 57 
studies reported that ARs can extend into the Arctic circle22. Thus, there is an emergent need to 58 
quantify the role of ARs in the recent Arctic climate change.  59 
 60 
In polar regions, contrary to AR-induced snow accumulation in East Antarctica23, the intense 61 
moisture and heat rapidly transported by ARs can exert a strong melting effect on the cryosphere, 62 
exemplified by ice sheet melt in Greenland24 and West Antarctica25, polynyas in the Weddell Sea26, 63 
and the 2016-17 record low Arctic winter sea ice growth22. The physical processes relevant to AR-64 
induced ice melt or impeded ice growth include (a) enhanced downward longwave radiation (DLW) 65 
due to extensive greenhouse effect of atmospheric water vapor, cloud radiative effect, and 66 
condensational heating release, (b) reduction or even sign change in turbulent heat fluxes from the 67 
ice surface, (c) insulating capacity of snow, and (d) melt energy carried by rainfalle.g., 22,25–31.  68 
 69 
In recent decades, more frequent ARs have been observed in Greenland and West Antarctica24,25, 70 
which coincides with the poleward shift of ARs in a warming climate32–34. Our current knowledge 71 
of ARs’ melting effect leads us to hypothesize that the Arctic AR increase (if it exists over the ice 72 
cover) contributes to winter sea ice decline. Although previous works have reported some AR-like 73 
plumes, such as moisture intrusions, can induce cold season sea ice loss7,35, these synoptic systems 74 
only account for a small fraction (36-38%)7 of Arctic moisture import compared to ARs (70-80%)15 75 
(see details in Supplementary Information, SI), and thus are less conclusive of the role of moisture 76 
transport in sea ice change. Furthermore, it is not completely understood to what extent human 77 
activities have contributed to the high-latitude AR changes in recent decades, affecting mitigation 78 
and adaptation planning of the rapidly changing Arctic water cycle.  79 
 80 
This study builds on the established linkage between ARs and surface melting to examine the 81 
Arctic AR changes and their role in slowing down the winter Arctic sea ice recovery. We utilize a 82 
novel approach with a state-of-the-art climate model to quantify the contributions of anthropogenic 83 
forcing and the observed sea surface temperature (SST) variability over the tropical Pacific to 84 
Arctic AR changes. We also clarify the mechanisms behind the Arctic AR changes by separating 85 
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the dynamic (circulation change) and thermodynamic (moistening trend) effects. By focusing on 86 
ARs, we connect Arctic sea ice changes with phenomenologically understood extreme weather 87 
events (ARs) that account for a large portion of the Arctic moisture import.   88 

ARs’ melting effect on Arctic sea ice 89 

The melting effect of Arctic ARs during the ice recovery season (Nov-Dec-Jan, NDJ) in 1979-90 
2021 (Method) is shown in Fig.1. The negative SIC anomalies associated with AR occurrences 91 
indicate that ARs significantly retard ice growth throughout all marginal seas, including the 92 
Barents-Kara Seas, Hudson Bay, the Labrador Sea, the Baffin Bay, and the Chukchi-Bering Seas 93 
(Fig.1a). In the Atlantic sector where the newly formed ice cover is thin9,10, more than half of the 94 
sea ice melting occurs during the AR “landfall” over the ice cover (Fig.1b), resulting in a reduction 95 
of ~5.5×104 km2 sea ice area (SIA, Method) in the Barents-Kara Seas and the neighboring central 96 
Arctic to the north (ABK hereafter, the box in Fig.1b) within 3-4 days (Fig.1c).  97 
 98 
The melting effect of ARs on sea ice is dominated by extensive DLW (partly contributed by clouds 99 
within ARs) from the intense warm water vapor carried by ARs, as well as AR-induced liquid 100 
rainfall (Fig.1c). The snowfall associated with ARs could cause an insulating effect at the sea ice 101 
surface, which inhibits ice growth over a much longer timescale (throughout the winter) in this 102 
region30, while anomalies of surface turbulent fluxes rapidly decay after the AR landfall. In general, 103 
the AR occurrence is significantly correlated with negative SIA anomalies around the ABK area 104 
during the ice recovery season, which is robust throughout 1979-2021 (bars in Fig.1d).  105 

Increased AR penetration into the Arctic and its impact on sea ice  106 

In the past several decades, the Arctic has seen a significant increase in AR frequency in the early 107 
winter over ABK. This AR trend is robust across three observational datasets (Fig.2b, Fig.S1b-c), 108 
coinciding with the most pronounced winter sea ice loss in this regione.g., 36. In contrast, fewer ARs 109 
penetrate into inland Eurasia (60°-90°E) to the south of ABK.  110 
 111 
Considering the strong melting effect of ARs, it is tempting to ask if the increased AR frequency 112 
could have contributed to the sea ice decline in the past several decades. The observed early winter 113 
SIC trend during 1979-2021 features a pronounced decline in the marginal seas, including the 114 
ABK, the Greenland Sea, the Labrador Sea, and the Chukchi Sea (Fig.S4a), where ARs exert the 115 
melting effect (Fig.1). Since the ARs’ melting effect on the shrinkage of Arctic sea ice cover is 116 
manifested by DLW and liquid rainfall (Fig.1c), we show the trends of cumulated DLW and liquid 117 
rainfall associated with ARs in NDJ in Fig.3(a-b). As the frequency of Arctic ARs increases in the 118 
ABK region, the cumulated AR DLW is significantly intensified (Fig.3a), which is partly 119 
contributed by the enhanced cloud radiative effect (Fig.S5a). The proportional contribution of the 120 
cloud radiative effect to the cumulated AR DLW underscores the role of clouds in enhancing the 121 
AR-related DLW (Fig.S6).  122 
 123 
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The cumulated AR liquid rainfall, especially along the ice edge where the new ice cover forms, is 124 
greatly strengthened (Fig.3b), while the AR-induced snowfall changes are relatively small 125 
(Fig.S5b). In the marginal ice zone of ABK, the correlation between SIC and rainfall (-0.61) is 126 
even higher than that with DLW (-0.47) during ARs, indicating a strong sea ice melting effect due 127 
to AR-related liquid rainfall there. We also examine the above physical processes associated with 128 
ARs’ melting effect in the coupled climate model experiment of PAC2 (see model experiments in 129 
Method, which are analyzed in the next section) in Fig.3(c, d) and Fig.S5(c). The AR-induced 130 
DLW and liquid rainfall significantly increase in ABK, consistent with that in observations. Given 131 
the above results, it is expected that the increased AR frequency could have enhanced the melting 132 
effect of ARs and therefore contributed to the sea ice decline in recent decades.  133 
 134 
To quantify the role of ARs in sea ice change, we examine the SIA growth in ABK, defined as the 135 
cumulative sum of the daily anomalies of SIA tendency in NDJ, with and without the contribution 136 
from ARs (Method) (Figure 4). Since the Arctic winter surface temperature in the current climate 137 
is below the freezing point, it is expected that the general decline of sea ice in summer could lead 138 
to a faster thermodynamic ice growth in winter. At the same time, the ice thickness has thinned 139 
due to oceanic warming11–14, and thinner ice grows faster9,10. Indeed, a significantly faster SIA 140 
growth in NDJ is seen without the ARs’ impact (blue line in Fig.4). Along with AR frequency 141 
increase, the melting effect on thin, fragile ice cover is enhanced (red line in Fig.4), which partly 142 
offsets the fast thermodynamic SIA growth and results in a weak, insignificant positive trend in 143 
total SIA growth (black line in Fig.4). Thus, frequent ARs can prevent the sea ice from growing 144 
to the extent allowed by the freezing winter surface temperature. Based on the AR’s melting effect 145 
on ABK SIA as shown by the red line in Fig.4, we calculate the ABK SIA reduction associated 146 
with 1% AR frequency, which on average is -8.8(±0.6)×104 km2 in NDJ (Method). Then, by 147 
projecting the SIA reduction corresponding to 1% AR frequency to the actual AR frequency trend, 148 
we estimate the enhancement of the melting effect due to AR frequency increase, which accounts 149 
for ~34(±2)% of the total SIA decline in NDJ (Fig.2b). Qualitatively similar results are found in 150 
the PAC2 simulations (dashed lines in Fig.4). The SIA growth with and without ARs clearly 151 
demonstrates that more frequent ARs slow the seasonal sea ice growth and therefore contribute to 152 
the SIA decline during the ice growing season.  153 

Drivers of Arctic AR frequency trends 154 

In order to examine the causes for the Arctic AR trends, we first analyze the Global Ocean Global 155 
Atmosphere (GOGA2) experiment, an atmosphere-only model ensemble using CAM6/CESM2 156 
forced by historical SST/sea ice and radiative forcing, which includes both the anthropogenic 157 
forcing and observed natural variability. Despite the bias of excessive ARs in the Bering Sea, the 158 
increasing ARs in the ABK, the AR climatology and the land-sea contrast of the AR changes in 159 
the Eurasian sector, are well reproduced in GOGA2 (Fig.5a), suggesting that the model is capable 160 
of simulating the observed AR changes.   161 
 162 
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To identify the contribution of anthropogenic warming, we analyze the CESM2 Large Ensemble 163 
(LENS2), a coupled ocean-atmosphere-sea ice model forced by historical radiative forcing 164 
(Methods). The LENS2 ensemble mean, which corresponds to the model response to external 165 
radiative forcing, shows a uniform positive trend in AR frequency over the entire high latitudes 166 
(Fig.5b). The maximum AR increase in LENS2 is in inland Eurasia, in contrast to fewer ARs in 167 
observations and GOGA2 for this region (Fig.2a, Fig.5a-b). Note that LENS2 and GOGA2 use the 168 
same atmosphere model and radiative forcing, except that GOGA2 is forced by observed 169 
variability in SSTs while LENS2 has internally generated SST variations with suppressed internal 170 
variability in its ensemble mean. The distinct spatial patterns of AR trends between LENS2 and 171 
GOGA2 suggest a possible role of the different SST variations. Notably, although the model SST 172 
biases might contribute to the disagreement between the LENS2 ensemble mean and the observed 173 
or GOGA2 AR trends, some LENS2 members share high similarity with GOGA2 and are distinct 174 
from the ensemble mean (left column in Fig.S8), further supporting a possible role of internal 175 
variability in the modeled and observed AR trends.  176 
 177 
To examine the role of the observed SST variability, we employ a “pacemaker” experiment (PAC2) 178 
same as LENS2, except that the tropical Pacific SSTa is nudged towards the observed variations 179 
(Methods). We focus on the tropical Pacific here as it is the region with the most prominent modes 180 
of natural climate variability, that can exert a stronger influence on the Arctic than any other ocean 181 
basins37,38. Figure 5(c) shows that PAC2 captures the significant AR increases around the ABK 182 
region with a spatial pattern similar to that of GOGA2. By comparing the spatial patterns of AR 183 
trends in PAC2 and LENS2, with the tropical Pacific SST variability being the only difference 184 
between the two, it can be inferred that the tropical Pacific influence is non-negligible and must 185 
be considered to fully understand the observed AR trends in the Arctic.   186 
 187 
The PAC2 results are designed to represent the combined effects of anthropogenic warming and, 188 
at least partly, the observed tropical Pacific influence. Since these two factors are largely additive, 189 
the contribution of tropical Pacific variability can be obtained by calculating the differences 190 
between PAC2 and LENS2, as shown in Fig.5(d) (see Method for more detailed interpretation and 191 
caveats). The observed variability from the tropical Pacific increases the AR frequency in the 192 
eastern Arctic, especially north of the ABK region, while significantly fewer ARs are found in 193 
inland Eurasia (Fig.5d). These results suggest that tropical Pacific variability is indispensable to 194 
simulate the observed spatial pattern of AR changes in the Arctic and Eurasian high latitudes.  195 
 196 
To further quantify the AR trends in ABK and the relative contributions of anthropogenic warming 197 
versus tropical Pacific influence, Fig.5(e) shows the uncertainties of the area-averaged AR trends 198 
for ABK in the three sets of model experiments. The 95% confidence interval of GOGA2 199 
encompasses the observed trend, indicating that the model forced with anthropogenic forcing and 200 
historical SST can capture the observed AR trend. In contrast, the observed AR trend is outside 201 
the 95% confidence intervals of the anthropogenic change alone (LENS2) or the tropical Pacific 202 
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influence alone (PAC2-LENS2). This suggests that the observed AR change cannot be fully 203 
explained by either external forcing or tropical Pacific variability alone, but rather the combined 204 
effect of anthropogenic forcing and internal climate variability. Based on Fig. 5e, the tropical 205 
Pacific influence accounts for 38(±12)% of the AR changes in PAC2. Note that the fraction will 206 
depend on the model’s equilibrium climate sensitivity, which at 5.3K in CESM2 is larger than the 207 
best estimated range of 1.5-4.5K39. It implies that the contribution of tropical Pacific SST 208 
variability could be even higher in reality.  209 

Mechanisms for Arctic AR changes  210 

We further examine the mechanisms of the AR trends over the high latitudes in 0°-110°E in the 211 
past few decades. Since water vapor transport is the product of wind and moisture content, the 212 
mechanisms for the AR changes in a warming climate can be roughly divided into the part due to 213 
trends in wind (dynamic effect) and atmospheric moisture content (thermodynamic effect, 214 
consistent with Clausius-Clapeyron relation)e.g., 34. The decomposition of the two parts (See 215 
Methods for details) is shown in Fig.6. In observations, the AR increase in ABK is dominated by 216 
the thermodynamic effect, while the fewer ARs in west Eurasia are explained by the dynamic 217 
effect (Fig.6a-c). The thermodynamic AR increases in the Arctic are consistent with the increase 218 
in the atmosphere’s water holding capacity due to fast Arctic warming, which supports increased 219 
AR frequency observed in the Arctic in recent decades. This is distinct from the high latitude AR 220 
increases observed in the Southern Hemisphere, which is dominated by the poleward shifted 221 
midlatitude jet, thus a dynamic effect33. The dynamical AR decrease in west Eurasia may be related 222 
to more persistent Ural blocking in recent decades40, which suppresses cyclonic AR circulation. 223 
These land-sea contrasts in AR changes can also be seen in GOGA2 and PAC2, both, at least partly, 224 
constrained by the observed tropical Pacific variability (Fig.6 d-f, j-l). In fact, the tropical Pacific 225 
SSTa nudged to observations in the otherwise free running PAC2 experiment can produce a 226 
tropical Pacific-Arctic teleconnection, contributing to a warm Arctic37,41. This warming induced by 227 
tropical Pacific variability in combination with anthropogenic forcing favors more frequent ARs 228 
in the Arctic, which is well captured by GOGA2 and PAC2 (Fig.6 f, l).  229 
 230 
In contrast, there is a weak dynamical contribution and a strong thermodynamic increase in inland 231 
west Eurasia in the ensemble mean of LENS2 (Fig.6 h, i), leading to the maximum AR increase 232 
over west Eurasia (Fig.6g and Fig.5b). These differences between the LENS2 ensemble mean and 233 
observation in the spatial distributions of dynamic and thermodynamic effects can be attributed to 234 
the suppressed natural variability. Several ensemble members of LENS2, however, capture the 235 
maximum thermodynamic effect in the Arctic as in GOGA2 and PAC2 (Fig.S8), further suggesting 236 
the considerable role of internal variability in the simulated Arctic AR increases.  237 

Summary 238 

In this study, we show a robust frequency increase in ARs that penetrate into the Arctic in the ice 239 
growing season in recent decades, especially over the ABK region. ARs, which dominate the 240 
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Arctic moisture import, induce a strong melting effect, especially on the newly-formed thin and 241 
fragile sea ice, through enhanced downward longwave radiation from the AR-transported water 242 
vapor and heat and the associated liquid rainfall. Given the thinner ice cover aggravated by warmer 243 
ocean water masse.g., 9,11–14, more frequent ARs result in a stronger melting effect on sea ice in the 244 
winter ice growing season, slowing down the seasonal sea ice recovery in recent decades and 245 
accounting for 34(±2)% of the observed sea ice area decline in early winter ABK. Using state-of-246 
the-art model ensembles and a novel pacemaker approach, we further demonstrate that, in addition 247 
to a uniform AR increase in response to anthropogenic forcing, the observed tropical Pacific SST 248 
variability is indispensable in producing the observed AR changes around the Arctic in the past 249 
few decades. The increased frequency in Arctic ARs, in turn, is mainly due to the warming-driven 250 
moistening.  251 
 252 
The AR frequency increase manifests the intensifying hydrological cycle in the Arctic42–44, and 253 
could exert impacts beyond hydrology and the cryosphere in the Arctic. Combined with more 254 
frequent cyclones in the central Arctic and Chukchi Sea45–47, the resultant rainfall and snowfall are 255 
expected to experience pronounced changes48,49, leading to a more stormy Arctic. These changes 256 
will increase the ecosystem fragility and human exposure to natural hazards in the Arctic as 257 
international ocean freight and fishing industries are expected to grow there in the coming decades. 258 
Advancing our understanding of the changes in the synoptic weather systems such as ARs in a 259 
warming climate could lead to more credible projections of ecosystem changes and human 260 
adaptation to the growing impacts of global warming in the polar region.  261 
 262 

Methods  263 

Observational datasets 264 
Three reanalysis datasets are employed in this study: the European Centre for Medium-Range 265 
Weather Forecasts (ECMWF) 5th generation reanalysis (ERA5)50 in 1979-2021 at a resolution of 266 
0.5°×0.5°, National Aeronautics and Space Administration (NASA) Modern-Era Retrospective 267 
analysis for Research and Applications, version 2 (MERRA2)51 in 1980-2021 at 0.625°×0.5°, and 268 
Japan Meteorological Agency Japanese 55-year Reanalysis (JRA55)52 in 1979-2021 at 1.5°×1.5°. 269 
We focus on the long-term changes in the sea ice seasonal recovery months November-December-270 
January (NDJ), and thus there are 42 NDJ in ERA5 and JRA55, and 41 NDJ in MERRA2 analyzed. 271 
Daily variables are used, but the results are robust using 6-hourly data (See Fig.S1a vs Fig.2a). See 272 
Supplementary Information (SI) for the quality and validation of reanalysis data.  273 
 274 
The sea ice data is NOAA/National Snow and Ice Data Center (NSIDC) climate data record of 275 
satellite passive microwave sea ice concentration (SIC), version 453. Both daily and monthly SIC 276 
estimates during 1979-2021 from the NASA Bootstrap algorithm on a 25km×25km grid are used. 277 
Note that satellite observation is missing during the 1987-88 winter. The sea ice cover edge is 278 
defined as the 15% contour of SIC by convention. Sea ice coverage can be measured in terms of 279 
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both area and extent (see NSIDC terminology: 280 
https://nsidc.org/cryosphere/seaice/data/terminology.html). Sea ice extent (SIE) measures the 281 
ocean region surrounded by sea ice cover edge line. Sea ice area (SIA) at each grid cell is calculated 282 
as SIC multiplying the cell area, i.e., the area of the portion of the cell covered by ice. For example, 283 
for a grid cell with SIC of 50%, the whole grid cell is treated as ice covered (SIC>15%) in 284 
determining SIE, while only 50% of the grid cell is counted in SIA. There is almost no difference 285 
between SIE and SIA from the view of long-term change and large scale. We use SIA in this study 286 
because SIA represents the exact variations of sea ice coverage and thus is appropriate to reflect 287 
the ARs’ impact at the synoptic temporal and spatial scales. The NDJ SIA growth in Fig.4 is 288 
defined as the cumulative sum of daily anomalies of SIA tendency in NDJ. The SIA tendency on 289 
the i day is defined as (SIAi+1-SIAi-1)/2, where i denotes the day number during Nov.1-Jan.31. The 290 
daily anomaly is the deviation from the daily mean of the whole study period of each dataset 291 
smoothed with a 15-day moving average window. SIA growth associated with (without) AR is the 292 
cumulated sum of SIA tendency with (without) AR occurrence. We focus on ice coverage because 293 
of the distinct surface energy balance and air-sea interaction with and without ice cover on the sea 294 
surface.  295 
 296 
Model experiments and interpretation 297 
This study involves a series of model ensemble experiments conducted by Climate Variability and 298 
Change Working Group (CVCWG, https://www.cesm.ucar.edu/working_groups/CVC/) at 299 
National Center for Atmospheric Research (NCAR) using the state-of-the-art global climate model 300 
CESM2. First, the 50-member CESM2 Large Ensemble (LENS2)54 outputs are employed. LENS2 301 
covers the period 1850-2100 under CMIP6 historical (before 2014) and SSP370 (from 2015) future 302 
radiative forcing scenarios. Each ensemble member is forced in an identical way, except for the 303 
initial conditions. The LENS2 ensemble can be regarded as an expansion set of the CESM2 304 
simulations in the CMIP6 archive. The results in LENS2 are therefore generally similar to the 305 
CESM2 simulations in CMIP6, which we have confirmed. Second, we examine a 10-member 306 
atmosphere-only simulation from CAM6, the atmospheric component of CESM2, forced by the 307 
same external forcing as LENS2 and prescribed time-varying SST from NOAA Extended 308 
Reconstruction Sea Surface Temperature Version 5 (ERSSTv5) and Hadley Centre sea ice 309 
(HadISST1) from 1880-2019, named as Global Ocean Global Atmosphere. This set of simulations 310 
is called GOGA2 to differentiate it from a similar set of simulations produced by CAM5/CESM1. 311 
Third, we analyze a 10-member pacemaker historical experiment with CESM2 in which the time-312 
evolving SST anomalies (SSTa) in the tropical Pacific are nudged to observations (ERSSTv5).  313 
The nudging mask covers the tropical Pacific from the American coast to the western Pacific 314 
between 20°S-20°N, with the form of a wedge shape toward the Maritime Continent to the west 315 
of the dateline, and a 5-degree buffer region where the strength of the relaxation is linearly reduced. 316 
In each pacemaker run, the model simulated temporal SSTa is replaced with the observed evolution 317 
of SSTa (i.e., the tropical Pacific SSTa is the pacemaker), with the rest of the model’s coupled 318 
climate system free to evolve. Since only the anomalies are nudged, the nudging does not alter the 319 
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mean state of the model. In the period of 1980s-2010s, there is a decadal cooling trend in the 320 
tropical Pacific (i.e., a La-Nina-like change), known as the phase transition of Inter-decadal Pacific 321 
Oscillation (IPO) or Pacific Decadal Oscillation (PDO), the leading mode of internal variability at 322 
the decadal timescale featuring SST variability in the Pacific Ocean. See the webpage 323 
(https://www.cesm.ucar.edu/working_groups/CVC/simulations/cesm2-pacific_pacemaker.html) 324 
for the nudging mask area and the details of the Pacific Pacemaker experiments. This CESM2 325 
Pacific Pacemaker ensemble is called PAC2 in this study.  326 
 327 
The daily and monthly outputs are available at the same resolution of 0.9°×1.25°. We only 328 
analyzed the outputs in 1979-2014 in which all experiments are forced by the historical forcing to 329 
facilitate a comparison to the observations, i.e., 35 NDJ in each member for analysis.  330 
 331 
As the three experiments (GOGA2, LENS2, and PAC2) share the same radiative forcing and use 332 
the same atmospheric model, the differences among them lie in the surface boundary conditions 333 
for the atmosphere: prescribed observed SST (GOGA2), coupled ocean-atmosphere except for the 334 
tropical Pacific SST which is constrained by the observed IPO evolution (PAC2), and fully coupled 335 
ocean-atmosphere (LENS2). With these experimental setups, the climate evolution in GOGA2 is 336 
most comparable to observations, followed by PAC2, while LENS2 is free to evolve subject only 337 
to external forcing.  338 
 339 
We interpret the model results following the well established approach in the climate modeling 340 
communitye.g., 55–57. The observed climate reflects the combination of the radiatively forced 341 
response and a specific realization of the natural variability. Because the latter is random, we would 342 
not expect an individual member of the free running model ensembles to closely resemble the 343 
observation. Although free running models cannot perfectly reproduce the exact phase of the 344 
observed natural variability, model ensembles can be used to separate the influences of external 345 
forcing and internal variability. The influence of anthropogenic forcing, i.e., the forced response, 346 
can be estimated by the ensemble mean of LENS2, because each member of the ensemble is 347 
influenced by the same external forcing while the internal variability is largely suppressed by 348 
averaging across the individual ensemble members which feature different realizations of the 349 
random natural variability. In other words, the spread among the ensemble members in LENS2 350 
represents the effects of random internal variability. With the tropical Pacific SSTa nudged to the 351 
observations, the PAC2 ensemble spread represents internal variability associated with regions 352 
outside the tropical Pacific and with internal atmospheric dynamics, while its ensemble mean 353 
reflects the combination of the anthropogenically forced responses and the model’s responses to 354 
the observed tropical Pacific SST variability. Since PAC2 and LENS2 share the same model 355 
configurations, their forced responses should in principle be the same, and therefore the forced 356 
response in both LENS2 and PAC2 can be represented by the ensemble mean of LENS2. Then, 357 
the role of the tropical Pacific SST variability, called “tropical Pacific influence”, can be isolated 358 
by subtracting the LENS2 ensemble mean from the PAC2 mean55–57. The tropical Pacific influence 359 
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is an estimate of the variability in the climate system that is associated with tropical Pacific SSTs. 360 
Ref55 concluded that this approach allows us to consistently compare the magnitude of climate 361 
responses (for example, Arctic AR changes) to anthropogenic forcing and tropical Pacific 362 
variability. The significant difference between the PAC2 and LENS2 mean AR trends in northern 363 
ABK and inland Eurasia (Fig.5d) suggests that the Pacific variability played a detectable role in 364 
the high-latitude AR trend during recent decades.  365 
 366 
There are caveats in understanding the influence of tropical Pacific variability based on the model 367 
experiments. First, the estimate of the tropical influence assumes that the responses to tropical 368 
Pacific variability and external forcings are independent. Indeed, they are largely linearly separable 369 
for all practical purposese.g., 58–60, although this assumption may not strictly hold. In any case, it is 370 
difficult to completely separate the external and tropical signals. Thus, the linear assumption in 371 
fact neglects the impact of external forcing on tropical Pacific variability55. Second, it is possible 372 
that the forced response in LENS2 and PAC2 may not be the same. Nevertheless, many previous 373 
studies have shown that the above approach practically and realistically delineates the response to 374 
tropical Pacific variabilitye.g., 55–57.  375 
 376 
Third, some biases in model physics may affect sea ice simulation and ARs' impact on sea ice in 377 
CESM2. Over the Arctic, the CESM2 configuration has thinner liquid clouds and less cloud 378 
fraction due to underestimated aerosols, leading to much more shortwave radiation received by 379 
sea ice in melt season and thus an insufficient late summer Arctic sea ice cover, while the sea ice 380 
coverage bias is relatively small in wintere.g., 61,62. The sea ice bias could produce a faster ice growth 381 
in early winter, debasing the significance of ARs’ melting effect on sea ice in CESM2 simulations, 382 
as we can see in Fig.4. In addition, less cloud fraction may also reduce the contribution of cloud 383 
to DLW. On the other hand, the winter ice thickness in CESM2 is biased thin in historical 384 
simulations63, which could enhance the ARs’ melting effect. That is to say, biases in CESM2 385 
physics may partly cancel each other to simulate the ARs’ impact on sea ice, and could explain the 386 
weaker melting effect of ARs simulated in PAC2 than observation (Fig.4). Furthermore, given that 387 
the Gulf stream warming in CESM2 lies towards the higher end of CMIP6 models64, the 388 
underestimation of the winter SIC decline in Barents-Kara Seas in recent decades in CESM2 (See64 389 
or Fig.S4) may be attributable to the underestimation of atmospheric influences such as the weaker 390 
ARs’ melting effect in CESM2. Nevertheless, given that the ensembles employed in the current 391 
study are based on the same model, the model bias may be canceled when one ensemble is 392 
subtracted from another and thus may not affect the understanding of the tropical Pacific influence 393 
obtained from (PAC2 minus LENS2).  394 
 395 
AR detection and analysis methods 396 
We employ an IVT-based AR detection algorithm originally developed by ref65 and slightly 397 
optimize it for the Arctic following ref24. The algorithm by ref65 is recommended by the 398 
Atmospheric River Tracking Method Intercomparison Project (ARTMIP), especially for research 399 
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on ARs in polar latitudes and inland regions66. ARTMIP noted that this algorithm is one of the 400 
methods that facilitate the attribution of impacts within the AR footprint66. In fact, all ARTMIP 401 
global algorithms tend to agree remarkably well on the AR footprints67. In the algorithm used in 402 
this study, the monthly dependent 85th percentile of the IVT magnitude at each grid cell, or 100 kg 403 
m-1 s-1, whichever is greater, is used as the intensity threshold to identify contiguous regions with 404 
elevated IVT. In practice, the 85th percentile IVT is the threshold used in the midlatitudes, same as 405 
many other algorithms66, while 100 kg m-1 s-1 is the actual threshold used in the Arctic region 406 
because of the low IVT due to low air temperature. We also checked the ARs with relative 407 
thresholds in the Arctic and the results are not sensitive to the choice of thresholds (See the 408 
discussion in SI and FigS.1 d-f). Potential ARs are then filtered by applying size, length, length-409 
to-width ratio, coherence, the meridional component of mean IVT, and mean transport direction 410 
criteria. We follow ref24 to change the length criterion from 2000km to 1500km, considering the 411 
ARs reaching the Arctic are usually at the end of their lifecycle and their size shrinks (In fact, the 412 
results are not sensitive to the change of length criterion, not shown). These requirements ensure 413 
that the identified characteristics are long, narrow, coherent belts of poleward moisture transport 414 
in (and connecting) the midlatitudes and polar regions, i.e., they bear the features of ARs. See 415 
refs24,65 for additional details on the AR detection algorithm.  416 
 417 
A scaling method33 is employed to separate the thermodynamic effect and the dynamical effect in 418 
the AR frequency trend. We create a hypothetical scenario of daily IVT with dynamic effect only 419 
by applying a scaling coefficient to specific humidity, given the moisture changes are expected to 420 
scale in line with the CC relationship. Specifically, the specific humidity is scaled by a factor, 421 
qc/qy, where qc is the climatological specific humidity in NDJ at the level and grid to which this 422 
factor applies and qy is the mean specific humidity at the same grid for the given NDJ. By scaling 423 
the data this way, the year-to-year change in specific humidity is removed. Then, the IVT 424 
calculated with the scaled moisture field and the same threshold are used as input to the AR 425 
detection algorithm. As a result, the effect of the background moisture interannual variability on 426 
AR variability is suppressed, allowing the AR trend due to the dynamic effect to be estimated. 427 
Ref68 found that the two components are largely linearly additive using the same method. 428 
Therefore, we calculate the thermodynamic effect as the difference between the total trend and the 429 
dynamic effect.  430 
 431 
Variable (DLW, rainfall, snowfall, SIC, etc.) anomalies associated with ARs at a grid are detected 432 
if an AR appears at this grid. The climatology or reference state refers to the mean of the whole 433 
study period of each dataset smoothed with a 15-day moving average window. For the AR-related 434 
trends in variables (DLW, cloud radiative effect, rainfall, and snowfall) shown in Fig.3, Fig.S2b, 435 
Fig.S5, and Fig.S6, we first integrate the variable associated with ARs in NDJ over time (i.e., the 436 
total/cumulated amount of these fluxes related to ARs) and then calculate the trends. The 437 
contribution of cloud radiative effect to DLW is the difference between surface DLW and clear 438 
sky DLW. The results are qualitatively similar if we take into account the persistence (3-day after 439 
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landfall even the ARs decay, Fig.1c) of ARs’ impact in detecting the AR-related variable 440 
anomalies (not shown). The impact of ice drifting related to AR wind on ABK SIA is much smaller 441 
than that of AR’s melting effect (see SI) and thus not be involved in this study.  442 
 443 
Linear projection is used to determine the amount of enhancement of AR melting effect due to AR 444 
frequency increase. We first calculate the melting effect on SIA corresponding to 1% AR 445 
frequency (~0.92 day) occurrence based on the SIA growth with AR (red line in Fig.4) and AR 446 
frequency (Fig.2b) in NDJ, which on average is a reduction of -8.8(±0.6)×104 km2 in ABK SIA in 447 
NDJ in the observation. Uncertainty is measured by the standard error computed from interannual 448 
time series. Then we can estimate the enhancement of the melting effect due to AR frequency 449 
increase by projecting the SIA reduction corresponding to 1% AR frequency to the actually trend 450 
in AR frequency (Fig.2b), and finally infer its contribution (~34% ±2%) to the SIA decline in ABK 451 
in NDJ (red line in Fig.2b). The contribution is 30(±5)% in PAC2 due to a weaker melting effect 452 
simulated in CESM2. The uncertainty in PAC2 is the standard error cross ensemble members.   453 
 454 
Statistics methods 455 
The Student t-test is used in the significance test for the linear trend in observations. A 1000-trail 456 
bootstrap resampling with replacement is used in the significance tests for the composite analysis 457 
and the trends in model ensembles. Following Ref69, the uncertainty in the mean trend of an 458 

ensemble is represented by the 95% confidence interval, which is given by , where  is the 459 
ensemble mean of the trends calculated from individual ensemble members, n is the ensemble size,  460 
c is the 97.5th percentile of the Student’s t distribution with n-1 degrees of freedom,  is an 461 
estimate of the inter-member variance of the trends. We calculate this 95% confidence interval for 462 
GOGA2, LENS2, and PAC2, shown as the vertical color bars in Fig.5e. The pattern correlation 463 
coefficient (PCC) is employed to measure the pattern similarity between the individual run of 464 
LENS2 and the ensemble mean of GOGA2 (PAC2) with latitudinal weights considered.  465 
 466 
Data availability  467 
The data acquisition information for the simulations used in this study can be found on 468 
CVCWG/NCAR webpage (https://www.cesm.ucar.edu/working_groups/CVC/). ERA5, 469 
MERRA2, and JRA55 reanalysis data are available from 470 
https://cds.climate.copernicus.eu/#!/home, https://gmao.gsfc.nasa.gov/reanalysis/MERRA-471 
2/data_access/, and https://jra.kishou.go.jp/JRA-55/index_en.html. NSIDC sea ice concentration 472 
is available from https://nsidc.org/data/G02202. See SI for the download information of the data 473 
used in SI.  474 
 475 
Code availability 476 
The code of the AR detection method used in this study can be downloaded at: 477 
https://doi.org/10.25346/S6/SJGRKY. Other analysis codes are available from the corresponding 478 
author upon request.  479 
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 673 
Fig. 1 Relationship between ARs and Arctic sea ice.  (a) NSIDC sea ice concentration (SIC, 674 
units: %) anomalies associated with ARs in November-December-January (NDJ) in 1979-2021 675 
(Methods). Red and blue lines are the climatological ice edges on Oct.31 and Jan.31, respectively, 676 
denoting the mean sea ice growth during NDJ. The region between these two ice edges is referred 677 
to as the marginal ice zone. (b) is the same as (a) but for the SIC anomalies in the percentage of 678 
climatology. The box (74°-88°N, 20°-90°E) highlights the Arctic-Barents-Kara (ABK) region. (c) 679 
Composite temporal evolution of the anomalies of the selected variables in ABK when ARs make 680 
“landfall” on the ice edge, including sea ice area (SIA), vertical integral of horizontal water vapor 681 
transport (IVT), vertical integral of water vapor (IWV), surface downward longwave radiation 682 
(DLW), cloud radiative effect (CRE) (the contribution of cloud to DLW), net surface shortwave 683 
radiation (NSW; almost zero), surface sensible heat flux (SH), surface latent heat flux (LH), 684 
rainfall, and snowfall. SIA is the total ice area in ABK calculated based on NSIDC SIC (Method), 685 
while other variables are area-averaged from ERA5 reanalysis data. Day-0 is the day of AR 686 
“landfalling” the ice cover (defined as at least one grid cell of an AR reaching the ice edge in 687 
ABK). The thick segments denote the anomalies are significant at the 95% confidence level. (d) 688 
Seasonal cycle of SIA over the ABK region and its correlation with AR frequency. Given the ice 689 
cover around ABK in winter may extend to the coast, we extend the southern boundary of the 690 
ABK area to 68°N (the dashed line in b) for the SIA calculation. Black line is the climatology in 691 
1979-2021 with an interval of 2 standard deviations (gray shading). The bars are the correlation 692 
coefficients between AR frequency and SIA in four overlapping 21-year segments (see legend) in 693 
1979-2021. The associated y-axis is on the right and inverted. Three-month running average is 694 
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applied before the correlation calculation, i.e., the bars in Dec indicate the values of NDJ. The bars 695 
exceeding the dashed line denote the correlation is significant at the 95% confidence level.  696 

 697 
 698 
 699 

 700 
Fig. 2 Arctic AR frequency trends in recent decades. (a) AR frequency trends (color shading) 701 
in NDJ in 1979-2021 from the ERA5 reanalysis. Contours are the climatology.  (b) Area-averaged 702 
AR frequency time series in the ABK area (highlighted by the box in a) from three reanalysis 703 
datasets (ERA5, MERRA2, and JRA55). The dashed gray line is the linear trend of the ensemble 704 
mean of the three datasets. The red line is the time series of area sum SIA in ABK with missing 705 
data in the NDJ of 1987-88. Both the AR and SIA trends are significant at the 95% confidence 706 
level using t-test.  707 
  708 
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 709 
Fig. 3 Trends in the physical processes related to AR melting effect in recent decades. Linear 710 
trends in cumulated DLW (a) and liquid rainfall (b) associated with ARs in NDJ in ERA5. See the 711 
calculation in Method. The AR-induced total DLW in ERA5 can be validated by the satellite 712 
observation CERES-SYN after 2000 (see Fig.S2). (c-d) the same as (a-b) but for the model 713 
ensemble from PAC2. Dots denote trends that are statistically significant at the 95% confidence 714 
level according to the t-test for ERA5 and the 1000-trail bootstrap resampling method for PAC2. 715 
Red and blue lines in (a-f) are the climatological sea ice cover edges on Oct.31 and Jan.31, 716 
respectively, denoting the mean sea ice growth in NDJ.  717 
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 719 
Fig. 4 Sea ice area growth in early winter. SIA growth is the cumulative sum of the daily 720 
anomalies of SIA day-to-day tendency in NDJ (Method). The solid lines denote the total SIA 721 
growth in the whole season (black), SIA growth associated with the ARs (red), SIA growth without 722 
the effects of ARs  (light blue) in observation. The SIA growth associated with ARs denotes the 723 
melting effect of ARs on ABK SIA in NDJ. The negative trends of melting effect (red) and the 724 
positive trend in SIA growth without the impact of ARs (light blue) are significant at P<0.01, while 725 
the trend in whole season SIA growth (black) is less significant. The dashed lines show the SIA 726 
growth in PAC2 with standard error (color shading). The trend in melting effect in PAC2 is less 727 
significant, although PAC2 well reproduces the observed AR frequency change (see Fig.5). This 728 
may be attributable to the model bias in CESM2 sea ice simulations (see Method).  729 
  730 



In review 

23 

 731 
Fig. 5 AR frequency trends in NDJ in model ensembles. (a-c) Same as Fig.2(a) but for the 732 
GOGA2, LENS2, PAC2 ensembles. Agreements for the sign of AR changes among members of 733 
each ensemble are shown in Fig.S7. (d) AR changes due to tropical Pacific variability calculated 734 
as the difference between the ensemble means of PAC2 and LENS2 (see Model experiments and 735 
interpretation in Method). Dots denote trends that are statistically significant at 95% confidence 736 
level according to 1000-trail bootstrap resampling method in (a-d). (e) Uncertainties of area-737 
averaged AR trends in each model ensemble. The horizontal lines inside the color bars represent 738 
the ensemble mean. The color bars show the 95% confidence interval (Method). The upper and 739 
lower whiskers denote the 5th and 95th percentiles of the trends across the ensemble (i.e., the 740 
minimum and maximum for GOGA2 and PAC2, 3rd minimum and maximum for LENS2). The 741 
blue bar is calculated based on the 10 members in PAC2 by removing the ensemble mean of 742 
LENS2, denoting the uncertainty of the contribution of tropical Pacific variability. The black dot 743 
shows the mean of the three reanalysis datasets, representing the observation. The LENS2 trend 744 
has a narrower confidence interval due to its larger ensemble size.  745 
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 747 
Fig. 6 Mechanisms of the AR changes. NDJ AR frequency trend in ERA5 (a), which is 748 
reproduced from Fig.2(a) but shown in cylindrical map projection here. Contributions of dynamic 749 
and thermodynamic effects to the AR trend (b-c). (d-l) are similar to (a-c) but for GOGA2 (d-f), 750 
LENS2 (g-i), and PAC2 (j-l). Similarly, (d, g, j) are reproduced from Fig.5 (a, b, c) but shown in 751 
cylindrical map projection, respectively. Dots denote that the variables are statistically significant 752 
at the 95% confidence level according to the t-test for (a-c) and 1000-trail bootstrap resampling 753 
methods for (d-l), respectively. The red box in each subplot delineates the ABK region.  754 
 755 
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Calculation of IVT 19 
Reanalysis datasets: The daily wind and specific humidity at standard pressure levels below 20 
200hPa are used to calculate the vertical integral of water vapor transport (IVT) for AR detection 21 
(Eq. 1). The integral of water vapor (IWV) is also calculated (Eq. 2).  22 

              (1) 23 

            (2) 24 
Where g is the gravitational acceleration (m s-2), q is the specific humidity (kg kg-1),  is the wind 25 
vector (m s-1) composed by zonal wind (u) and meridional wind (v), and p is the atmospheric 26 
pressure (hPa).  27 
Model outputs: Due to the data availability, only the daily wind and specific humidity at the surface 28 
level, 850, 500, 200hPa are used in GOGA2 and PAC2. For LENS2, variables at the surface level, 29 
850, 700, 500, 200hPa are available. There is almost no difference in the IVT calculation with or 30 
without the data at 700hPa, especially in the view of anomaly or trend. Thus, including 700hPa 31 
data in LENS2 does not impact the comparison between the ensembles in the view of the trend. 32 
At the grid where the bottom level is higher than 850hPa (and/or 700hPa for LENS2), i.e. the 33 
mountain regions, the values at the 850hPa (and/or 700hPa for LENS2) are excluded.  34 
 35 
Sensitivity to the choice of AR detection threshold  36 
In the polar regions, the choice of the AR detection threshold is region-dependent. For example, 37 
98th percentile and 50 kg m-1 s-1 are used in different regions of the Antarctic (Wille et al. 2019; 38 
Francis et al. 2020), while the 150kg m-1 s-1 criterion is used in southern Greenland (Mattingly et 39 
al. 2018). In most regions of the Arctic, the absolute IVT threshold of 100 kg m-1 s-1 used in the 40 
current study is about 87-99th percentile in NDJ (FigS.3), indicating the IVT of a relative threshold 41 
varies largely in a relatively small region. We also checked the AR detection with relative 42 
thresholds, such as 90th, 95th, and even 98th percentile, shown in (FigS.1 d-f). In all three cases, 43 
the trend of AR frequency in the region of interest is significant and qualitatively consistent with 44 
that with the absolute threshold of 100 kg m-1 s-1. Furthermore, using the original thresholds (85th 45 
percentile or 100 kg m-1 s-1, whichever is greater) facilitates the discussion of the spatial pattern of 46 
AR changes involving the midlatitudes. Thus, we keep the 85th percentile or 100 kg m-1 s-1 for AR 47 
detection in this study.  48 
 49 
Comparison between ARs, extreme transient transport, and moisture intrusion for the total 50 
Arctic moisture import 51 
Previous studies have shown that the variability of the Arctic water vapor is driven by moisture 52 
transport, which is dominated by transient weather systems (89-94% at 70°N) (Rinke et al. 2009; 53 
Dufour et al. 2016), including moisture intrusion (Woods et al. 2013), extreme transient transport 54 
(Liu and Barnes 2015), and ARs (Nash et al. 2018). These weather systems including warm 55 
conveyor belts have overlapping features but by no means identical concepts of atmospheric flow 56 
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(Sodemann et al. 2020). The moisture intrusions, defined by using the vertical integral of 57 
meridional  moisture transport ( ), the meridional component of Eq. 1, with a threshold of 200 58 
Tg d-1 deg-1 (~90th percentile), account for 36% of the total poleward moisture transport across 59 
70°N in winter (Woods et al. 2013). The extreme meridional transients ( , where the prime 60 
denotes the deviation from the climatological mean) defined with a threshold of 90th percentile 61 
account for 38% of the total poleward transport across 70°N in winter and 32% in summer (Liu 62 
and Barnes 2015). In contrast, the ARs, usually identified using IVT (the complete form of Eq. 1), 63 
account for 70-80% of the total poleward moisture transport across 70°N (Nash et al. 2018). Here 64 
we confirm the climatological fractions at a range of high latitude-Arctic circles using ERA5 daily 65 
data as shown in Table S1. Although the values decrease along with the latitudes due to the low 66 
temperature, ARs still dominate the Arctic moisture import. The distinct portions of poleward 67 
moisture transports explained by moisture intrusion, extreme meridional transients, and ARs lie in 68 
their definitions. The moisture intrusion and extreme meridional transients are defined based on 69 
only the meridional component of IVT with a threshold of 90th percentile, and thus they preclude 70 
the strong poleward moisture transport with a relatively weak meridional component but a strong 71 
zonal component, i.e., the poleward moisture transport events tilting zonally. In fact, the latter is 72 
more common in mid-high latitude due to the prevailing westerly wind. Including all kinds of 73 
strong moisture transports, the median direction of ARs is ~60° in North Hemisphere and ~120° 74 
in South Hemisphere (0° = northward; 90° = eastward) (Guan and Waliser 2015), which is to say 75 
the strong poleward moisture transport events are more zonal than meridional. Given AR’s 76 
definition is more representative of strong poleward moisture transport events, ARs could be 77 
regarded as the major weather system that drives the Arctic moisture imports (70-80% at 70°N, 78 
Nash et al. 2018), and therefore be used to explore the moisture-induced melting effect on the 79 
Arctic sea ice.  80 
 81 
Quality and validation of reanalysis datasets 82 
Despite the biases in magnitude, the spatial and temporal patterns of Arctic moisture transport in 83 
the reanalysis datasets show a remarkable agreement with the radiosondes (Dufour et al. 2016). 84 
Surface downward longwave radiation flux (DLW) in ERA5 is validated using satellite-derived 85 
data, Synoptic TOA and surface fluxes and clouds (SYN) version 4 from the Clouds and the 86 
Earth’s Radiant Energy System (CERES) project (Doelling et al. 2016). CERES-SYN is available 87 
at a daily time scale at a 1°×1° resolution from March 2000 to the present. CERES-SYN is 88 
available from https://ceres.larc.nasa.gov/data/. Fig. S2 shows that the DLW in ERA5 agrees well 89 
with the satellite data, especially during the AR events in NDJ, suggesting the results related to 90 
DLW are reliable. Similar to radiation, rainfall and snowfall in ERA5 are also derived from the 91 
assimilation system of reanalysis. There is no long-period observation over the wide ocean for 92 
these two variables and thus they are hard to be validated. Generally, their reliability is relatively 93 
lower than commonly used variables, such as temperature, wind, et al, from the same reanalysis 94 
dataset. That is to say, the results related to rainfall could have unknown uncertainty, although 95 
intrinsic dynamical consistency exists among all variables in each reanalysis dataset.  96 
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 97 
Ice drift related to ARs 98 
We estimate the anomalous SIA due to AR wind-induced ice drifting in ABK in NDJ based on 99 
NSIDC Polar Pathfinder Daily 25 km EASE-Grid Sea Ice Motion Vectors dataset (Tschudi et al. 100 
2019), which is available from https://nsidc.org/data/NSIDC-0116. AR wind-induced ice drift in 101 
ABK is defined as the net ice drift across the ABK boundary when an AR is approaching or 102 
crossing the ice cover in ABK. The cumulated ice drift anomalies in NDJ associated with AR wind 103 
are smaller by 2-3 orders of magnitude compared to the AR-related SIA anomaly. The strong wind 104 
could change the ice distribution around the wind flow, such as SIC redistribution within a cyclone 105 
(Clancy et al. 2022), but change little the total SIA in a much larger region such as ABK. Thus, 106 
the big picture of ARs’ impact on sea ice coverage lies in thermodynamic ice melting.  107 
 108 
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Supplementary Figures 151 
 152 
 153 

 154 
Fig.S1 Observed AR frequency trend similar to Fig. 2a but with ERA5 6 hourly data (a), MERRA2 155 
daily data (b), JRA55 daily data (c). (d-f) same as Fig2.a but the ARs are detected using 90th (d), 156 
95th (e), and 98th (f) percentile.  The red box in each panel highlights the region of interest.  157 
  158 
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 159 
Fig.S2 Validation of downward longwave radiation at the surface (DLW) in ERA5. (a) Time series 160 
of NDJ mean DLW (W m-2) in ABK area in reanalysis dataset ERA5 in 1979-2020 (solid) and 161 
satellite observation CERES-SYN (dashed) in 2000-2020. The digits denote the correlation 162 
coefficient between these two time series during the period of 2000-2020. (b) Same as (a) but for 163 
AR-induced total longwave radiation (106 J m-2) in NDJ. Note that the values in (b) are the results 164 
of integration over time (Method), and thus the units are different in these two panels. The DLW 165 
in ERA5 has a remarkable agreement with satellite observation, especially during the AR activities.  166 
  167 
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 168 
Fig.S3 Percentile of 100 kg m-1 s-1 IVT in Nov, Dec, Jan, and whole NDJ. Black contours show 169 
the climatology of IVT. The red thick line in each subplot highlights the 85th percentile contour of 170 
100 kg m-1 s-1 IVT. 171 
  172 
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 173 
Fig.S4 Trends in sea ice concentration (SIC) in NDJ in recent decades. (a) Trend in 1979-2020 in 174 
NSIDC. (b) Trend in 1979-2013 in the model ensemble from PAC2. Unit is % decade-1.  175 
  176 
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 177 
Fig.S5 AR-induced trends in cloud radiative effect in cumulated DLW (left) and snowfall (right) 178 
in NDJ in ERA5 (a,b) and the model ensemble from PAC2 (c). See Method for the calculation 179 
details of the total amounts of the flux variables associated with ARs in NDJ. The cloud radiative 180 
effect of DLW is expressed as the difference between DLW and clear sky DLW. The cloud 181 
radiative effect of longwave radiation in PAC2 is missing due to no clear sky DLW output in PAC2.  182 
  183 
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 184 
Fig.S6 Proportional contribution of cloud radiative effect to the cumulated surface DLW related 185 
to ARs in NDJ in 1979-2020 in ERA5. The linear fit is shown as the black line and the equation.  186 
  187 
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 188 
Fig.S7 Agreement for the sign of the AR changes among members in each ensemble. (a-c) the 189 
same as Fig.5(a-c) but the dots denote >80% agreement among ensemble members.  190 
  191 
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 192 
Fig.S8 AR frequency trend in selected individual members in LENS2. The left column shows the 193 
mean AR frequency trend in 5 LENS2 members who are most (least) similar to GOGA2 in the 194 
area of (0°-110°E, 45°-90°N). Here, we regard the AR trend pattern in GOGA2 as the reference 195 
pattern considering the system consistency. The results are similar for using PAC2 as the reference 196 
pattern. The middle and right columns are the contributions of dynamic and thermodynamic effects, 197 
similar to that in Fig.6. The dots indicate the AR changes are significantly different from the other 198 
45 members in LENS2 using the 1000 times bootstrap resampling methods. The results are similar 199 
in the composites of the LENS2 sub-ensembles with the largest (smallest) trends in ABK, which 200 
we have confirmed.   201 
   202 
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Supplementary tables 203 
 204 
Table S1 Fraction of mean annual total poleward IVT explained by ARs in ERA5 in 1979-2021 205 

60°N 65°N 70°N 75°N 80°N 

81% 78% 75% 71% 69% 

 206 


