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Abstract

Strains occur at shallow depths in response to pressure changes during well tests in an underlying aquifer, and recent devel-

opments in instrumentation have made it feasible to measure essentially the full strain tensor. Simulations using poroelastic

analyses indicate that shallow normal strains are approximately proportional to the logarithm of time when a well is injecting

into or pumping from a uniform aquifer or reservoir. The drawdown is also a function of log time, as shown by the classic

Cooper-Jacob type-curve analysis. The time when the semi-log straight line intercepts the zero-strain axis is similar to the

time determined from the Cooper-Jacob pressure analysis, and it can be used to estimate hydraulic diffusivity, suggesting that

horizontal strain data can be used directly to estimate aquifer properties. This approach is applied to data measured with

shallow (30 m) borehole strainmeters during an injection test at a 530-m-deep sandstone aquifer/reservoir in Oklahoma. The

results show intercept times for the shallow normal strain data are essentially the same as for deep pressure data from an

equivalent radial distance. The slopes of the semi-log plots of the pressure and the strain increase at the same time, suggesting

that they both respond to a lateral aquifer boundary. These results confirm the type-curve approach for interpreting strain

data. Significantly, though, strain was measured at shallow depths while the pressure data was measured at 530 m depth. This

suggests that strain data from shallow depths could be an effective way to improve the characterization of an underlying aquifer.
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ABSTRACT  6 

Strains occur at shallow depths in response to pressure changes during well tests in an 7 
underlying aquifer, and recent developments in instrumentation have made it feasible to measure 8 
essentially the full strain tensor.  Simulations using poroelastic analyses indicate that shallow 9 
normal strains are approximately proportional to the logarithm of time when a well is injecting 10 
into or pumping from a uniform aquifer or reservoir.  The drawdown is also a function of log 11 
time, as shown by the classic Cooper-Jacob type-curve analysis.  The time when the semi-log 12 
straight line intercepts the zero-strain axis is similar to the time determined from the Cooper-13 
Jacob pressure analysis, and it can be used to estimate hydraulic diffusivity, suggesting that 14 
horizontal strain data can be used directly to estimate aquifer properties. 15 

This approach is applied to data measured with shallow (30 m) borehole strainmeters 16 
during an injection test at a 530-m-deep sandstone aquifer/reservoir in Oklahoma.  The results 17 
show intercept times for the shallow normal strain data are essentially the same as for deep 18 
pressure data from an equivalent radial distance.  The slopes of the semi-log plots of the pressure 19 
and the strain increase at the same time, suggesting that they both respond to a lateral aquifer 20 
boundary.  These results confirm the type-curve approach for interpreting strain data.  21 
Significantly, though, strain was measured at shallow depths while the pressure data was 22 
measured at 530 m depth.  This suggests that strain data from shallow depths could be an 23 
effective way to improve the characterization of an underlying aquifer.  24 

INTRODUCTION 25 

In-situ pore fluid pressures associated with fluid injection or extraction have long been 26 
measured to estimate formation properties (Theis, 1935; Muskat, 1937; Hantush, 1960; Mathews 27 
and Russel, 1967; Earlougher, 1977).  One drawback to pressure monitoring is that the pressure 28 
signal is limited to the targeted reservoir or aquifer, so measurements require wells completed in 29 
the formation.  These wells can be expensive to drill, and this limits the availability of pressure 30 
data, particularly for deep formations. 31 

Changes in pore fluid pressure from injection or recovery deform the enveloping 32 
formation.  The formation generally expands outward, away from the well, and upward, to the 33 
ground surface (Murdoch et al. 2020).  The strain field results from changes in fluid pressure in 34 
the subsurface, so it is possible that strain data could be interpreted to obtain information similar 35 
to that estimated from analyses of pore fluid pressure.  Borehole strainmeters capable of 36 
measuring small deformations are available, and new designs are under development (Murdoch 37 
et al. 2019).  The new technology has the potential to measure strains at shallow depths that 38 
result from injection into much deeper formations.  This is appealing because costs of deploying 39 
instruments in a confining unit could be significantly less than costs of drilling monitoring wells 40 
into a reservoir or aquifer. 41 



A  T y p e - C u r v e  A p p r o a c h  
P a g e  | 2 

 

One approach to developing a useful method of interpreting strain data is to use 42 
numerical inversion of poroelastic numerical models (Vasco et al. 2001; Barbour and Wyatt, 43 
2014; Murdoch et al. 2019, 2020 and references therein), which are capable of simulating the 44 
strain field resulting from injection or extraction.  Poroelastic simulations can be slow, however, 45 
and many simulations can be required for numerical inversion, so simplified interpretation 46 
methods that provide initial parameter estimates can be useful.   47 

Transient pressure signals from hydraulic well tests have been analyzed using analytical 48 
solutions since long before computing capabilities made numerical inversion feasible.  Theis 49 
(1935) and Cooper and Jacob (1946) present some of the first solutions used for well test 50 
analysis, and many others have been derived since then (Ferris et al. 1962; Kruseman and 51 
deRitter, 1970; Streltsova, 1988).  Time series plots of dimensionless pressure are commonly 52 
referred to as “type curves” (Ferris et al. 1962; Reed, 1980; Gringarten, 1987).  Aquifer 53 
properties (e.g., T and S), processes (e.g., leakage, delayed yield), or geometries (e.g. boundaries, 54 
reservoir shape) affect the shapes of type curves.  This has led to a powerful approach where 55 
certain shapes of type curves are matched to field data to estimate aquifer properties, processes, 56 
and geometries (Ferris et al. 1962; Kruseman and deRitter, 1970; Streltsova, 1988).  This was 57 
essential before modern computers were available for numerical inversion, but it is still 58 
important today as a way to quickly generate preliminary interpretations of well tests.  59 
Preliminary interpretations are sufficient for many applications, and they can be used as a 60 
starting point for numerical inversions. 61 

We noticed that the strain signal measured in a confining unit during a field test, and the 62 
signal simulated using a poroelastic analysis both resembled the shape of the pressure signal in 63 
analytical solutions used for well testing.  The pressure and strain both could be approximated as 64 
a function of the logarithm of time after an initial period.  This is consistent with results from 65 
Bear and Corapcioglu (1981) who used Biot’s analysis and the work of Verruijt (1969), to show 66 
that the radial strain at a radial distance r from a constant rate well can be approximated at late 67 
time by (from Bear and Corapcioglu, 1981 eq. 108) 68 

 𝜀௥௥ =
ொ஽౞

ଵ଺గ௕
ln ቀ

ଽ஽౞௧

ସ௥మ
ቁ (1) 69 

where Dh is the hydraulic diffusivity, Q is pumping rate, and b is the aquifer thickness.  70 
Comparing (1) to the type curve analysis of Cooper and Jacob (1946) indicates that the radial 71 
strain and pressure in the reservoir change as the same functions of time.  The solution from Bear 72 
and Corapcioglu describes deformation of the aquifer itself, but we hypothesized that radial 73 
strain in the overlying confining unit was changing at a similar time scale.  It seemed feasible 74 
that this could be exploited to improve interpretation well tests by analyzing strain signals.  The 75 
objective of this paper is to evaluate this hypothesis with the goal of simplifying preliminary 76 
analyses of strain data caused injection or extraction. 77 

ANALYSES 78 

Analytical solutions to the strains in a confining unit are currently unavailable to our 79 
knowledge, so we used numerical analysis based on poroelasticity (Detournay and Cheng, 1993; 80 
Wang, 2000) to develop baseline time series.  In rectangular coordinates, conservation of 81 
momentum in a linear poroelastic medium reads (Wang, 2000) 82 
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ா

ଶ(ଵାఔ)

డమ௨೔

డ௫ೖ
మ +

ா

ଶ(ଵାఔ)(ଵିଶఔ)

డఌkk

డ௫೔
= 𝛼

డ௉

డ௫೔
 (2) 83 

where ui is displacement of the solid in the ith direction, E is drained Young’s modulus, v is 84 
drained Poisson’s ratio, and 𝜀௞௞ = 𝜕𝑢௞/𝜕𝑥௞ is the volumetric strain.  Hereafter, we employ the 85 
Einstein summation notation, which implies the summation over repeated tensorial indices. 86 

Conservation of mass of the fluid at constant and uniform density leads to (Wang, 2000) 87 

 −
డ௤೔

డ௫೔
=

ଵ

ெ

డ௉

డ௧
+ 𝛼

డఌೖೖ

డ௧
 (3) 88 

where qi is the volumetric flux vector, P is the pore pressure change,  is the Biot-Willis 89 
coefficient, and M is the Biot modulus.  Volumetric flux is given by 90 

 𝑞௜ = −
௞

ఓ

డ

డ௫೔
(𝑃 + 𝜌𝑔𝑥ଷ) (4) 91 

where k is the permeability,  is the fluid density,  is the dynamic viscosity, g is the 92 
gravitational acceleration, and x3 is the upward coordinate. 93 

Geometry and boundary conditions 94 

The geometry of the problem consists of a permeable aquifer or reservoir of thickness, b, 95 
overlain by a confining unit of thickness, d, and underlain by a confining unit of thickness, bc 96 
(Figure 1).  A well screen is assumed to fully penetrate the permeable aquifer and the volumetric 97 
flux is uniformly distributed over the well screen.  The permeability of the confining layer is 98 
small and leakage out of the aquifer is set to zero.  The well radius is rw = 5 cm and lateral 99 
boundary is far from the well (R = 100 km), so there is no effect of the lateral boundary over the 100 
duration of the simulation.   101 

 102 

 
Figure 1.  Cross section of model geometry assuming axial symmetry.  Fluid and 
mechanical boundary conditions are as follows. Boundary 1: no flow and zero tractions; 
boundaries 2, 3, 4, 5, 6, 8: no flow and roller (zero normal displacements and zero shear 
tractions); boundary 7: specified flux and zero tractions.  Blue dots are reference locations 
used in the analysis, yellow dot is the relative location of strain measurements in the field 
test.   
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 103 

The analysis is conducted using axial symmetry over domain {rw< r <R, –(d+b+bc) < z < 104 
0}, which is shown in Figure 1. The boundary conditions for (2) – (4) include zero normal 105 
displacement (roller) along the bottom and outer boundary, and along the inner boundary (r = 106 
rw), where it contacts the confining units.  The total stress 107 

 𝜎௜௝ = 2𝐺𝜀௜௝ + ቀ𝐾 −
ଶ

ଷ
𝐺ቁ 𝜀௞௞𝛿௜௝ − 𝛼𝑃𝛿௜௝ (5) 108 

is set equal to the fluid pressure where the inner boundary contacts the reservoir (boundary 7 in 109 
Fig. 1), and the total stress is set equal to zero at the ground surface.  Boundary conditions also 110 
assume zero normal pressure gradient (no flow) everywhere except where the aquifer intersects 111 
the inner boundary of the reservoir.  The fluid flux is specified along the inner boundary.  In (5), 112 
K = E/[3(1 – 2)] and G = E/(1 + )] are the drained bulk modulus and the shear modulus of the 113 
reservoir, respectively. 114 

Dimensionless variables 115 

The numerical results will be scaled using characteristic values of variables.  The 116 
transformational strain (Eshelby, 1957) is used as the characteristic strain, and it is given by 117 

 𝜀௢ =
ఈ௉ౙ

௄
 (6) 118 

where Pc is a characteristic pressure. As the characteristic length, Lc, for a confined aquifer or 119 
reservoir, we chose the depth, d, to the top of the aquifer. The characteristic pressure during 120 
constant rate injection, Q, is 121 

 𝑃ୡ =
ொఓ

ସగ௞ௗ
 (7) 122 

Note that equations (6), (7) are consistent with Bear and Corapcioglu (1981, eq. 101). 123 

The selected characteristic time is 124 

 𝑡ୡ =
ௗమ

஽౞౩
 (8) 125 

where the horizontal hydraulic diffusivity in the reservoir is taken as 126 

 𝐷୦ୱ =
்

ௌ౩௕
=

௞

ఓ൬
భశഔ

య಼(భషഔ)
ା

ക

಼౜
൰
 (9) 127 

with the uniaxial specific storage 128 

 𝑆ୱ =
ଵାజ

ଷ௄(ଵିజ)
+

ఝ

௄౜
 (10) 129 

and transmissivity 130 

 𝑇 =
௞௕ఊ

ఓ
 (11) 131 
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The first term in (10) is the inverse of the uniaxial bulk modulus (Wang, 2000), which assumes 132 
incompressible grains. 133 

The dimensionless time, pressure change, and strains follow respectively as 134 

 𝑡∗ =
௧

௧ౙ
,   𝑃∗ =

௉

௉ౙ
,   𝜀௜௝

∗ =
ఌ೔ೕ

ఌ೚
 (12) 135 

and dimensionless coordinates are given by 136 

 𝑟∗ =
௥

ௗ
, 𝑧∗ =

௭

ௗ
   (13) 137 

In the following, all other parameters of the length dimension will also be normalized by d and 138 
marked by the asterisk. For example, the dimensionless reservoir thickness 139 

 𝑏∗ =
௕

ௗ
  (14) 140 

Porous Medium Analysis 141 

The poroelastic analysis was compared to the numerical solution where storage change is 142 
assumed to be proportional to pressure change, which is the typical assumption for the analysis 143 
of hydraulic well tests. This approximation is called the porous medium analysis, when the 144 
storage term, 𝜕𝜀௞௞/𝜕𝑡 in (3) is ignored and the uniaxial specific storage (10) is employed as the 145 
inverse Biot modulus, 1/𝑀. The porous medium analysis was conducted using the same 146 
geometry and boundary conditions as the poroelastic analysis. In both cases, 𝑟୵

∗ = 2𝑥10ିସ, 147 
𝑅∗ = 200, 𝑏∗ = 0.06, 𝑏ୡ

∗ = 0.2.  148 

The analyses were compared to the late-time drawdown in a confined reservoir, which is 149 
given by (Jacob, 1946; Verruijt, 1969) 150 

 𝑃 =
ொఓ

ସగ௞௕
ln ቀ

ଽ஽౞౩௧

ସ௥మ
ቁ =

௉೎

௕∗
ln ቀ

ଽ

ସ
𝑡୮

∗ቁ    (𝑡୮
∗ ≫ 1) (15) 151 

where 152 

 𝑡୮
∗ =

௧∗

௥∗మ
 (16) 153 

is the dimensionless timescale of pressure diffusion over distance r*.  Taking the product of time 154 
and the derivative of (15) with respect to time 155 

 𝑡
డ௉

డ௧

ଵ

௉ౙ
= 𝑡∗ డ௉∗

డ௧∗
=

ଵ

௕∗
 (17) 156 

Therefore, 157 

 𝑏∗𝑡
డ௉

డ௧

ଵ

௉ౙ
= 𝑏∗ డ௉∗

డ ୪୬ ௧∗
= 1    (𝑡୮

∗ ≫ 1) (18) 158 

In the spirit of the type-curve approach (Ferris et al. 1962; Reed, 1980), a time 159 
dependence of function 𝑓 will be analyzed below using a semi-log plot, which is equivalent to 160 
the parametric representation of 𝑓 as 𝑓(𝑢), where 𝑢 = logଵ଴ 𝑡.  The slope of function 𝑓 at time 𝑡 161 
(Bourdet et al., 1989) in the (𝑢, 𝑓) coordinates (i.e., in the semi-log plot) is given by  162 
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ௗ௙

ௗ௨
=

ௗ௙

ௗ ୪୭ భబ ௧
= 𝑡

ௗ௙

ௗ௧
ln 10 =

ௗ௙

ௗ ୪୬
ln 10 (19) 163 

and will be called a semi-log slope of function 𝑓 at time 𝑡. Hence, equation (18) states that the 164 
semi-log slope of the reservoir pressure, scaled by (ln 10)𝑃ୡ/𝑏∗, approaches unity at late-time 165 
drawdown/injection pumping stages. 166 

PRESSURE TRANSIENTS 167 

The results indicate that the pressure predicted using the poroelastic analysis is within a 168 
few percent of the pressure predicted by the porous medium analysis (Figure 2) when the 169 
uniaxial specific storage coefficient is used in the porous medium analysis. 170 

 171 

The scaled, semi-log derivative of both solutions increases and approaches unity (Figure 172 
3), which is consistent with equation (18).  At r*=1, the approach to unity occurs over roughly an 173 
order of magnitude in time, between approximately 𝟏 < 𝒕𝐩

∗ < 𝟏𝟎. 174 

STRAIN TRANSIENTS 175 

At shallow depths, the horizontal strains increase (becomes more tensile) and become an 176 
approximate linear function of the logarithm of time, similar to the pressure in the reservoir (eq. 177 
(15) and Figure 4).  At radial distances approximately greater than the depth (r*>1), the radial 178 
strain decreases initially as the formation is initially compressed, but then the sign reverses and it 179 
becomes tensile with increasing time.  The vertical strain is compressive and it also increases as 180 
a log function of time at t*>1 (Figure 4). 181 

 

 

 

 

Figure 2.  Dimensionless pressure as a 
function of dimensionless time at r* = 1.  Red 
line is porous medium analysis using the 
uniaxial specific storage (10), dashed line is 
poroelastic analysis, grey line is based on the 
late-time drawdown approximation (15). 

Figure 3.  Scaled semi-log slope, 𝑏∗𝑑𝑃∗/
𝑑(ln 𝑡∗), of reservoir pressure at r*=1 for 
analysis assuming porous medium with 
uniaxial specific storage (red) and poroelastic 
analysis (black dashed). 
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The analyses were conducted using three different depths ranging from a few percent to 182 
roughly d/2 (Figure 4).  The plots showing a normal strain component from different depths are 183 
difficult to distinguish from each other (Figure 4 and 5), which indicates that the normal strains 184 
are only slightly sensitive to depth within zone that was evaluated {0.05 < r* < 2.5; -0.06 < z* < 185 
-0.46} (Figs. 4 and 5).  The borehole tilt, 𝜔௥௭ = 𝜕𝜀௥௥/𝜕𝑧, is highly sensitive to depth, however.  186 
Tilt changes sign over this depth range, with tilts occurring away from the well at z*=0.06 and 187 
toward the well at z*=0.46, and tilts are negligible at the middle depth of z*=0.26 (blue lines in 188 
Figure 4). 189 

 

 
Figure 4.  Dimensionless strain, tilt and pressure as functions of time at different depths at 
r*=1. Heavy line is at z*=0.06, thin solid line is z*=0.26, dashed line is at z*=0.46.  Grey 
dashed line is pressure,  P*.  Red lines are vertical strain, 𝜀௭௭

∗ , green is radial strain, 𝜀௥௥
∗ , 

black is circumferential strain, 𝜀ఏఏ
∗ , blue is tilt, 𝜔௥௭

∗ = 𝜔௥௭/𝜀଴, orange line is average 
horizontal strain, 𝜀௛

∗ .  

 

Figure 5.  Scaled semi-log slopes of strains, tilt and pressure as functions of time at different 
depths at r* = 1, based on the data used for plots in Figure 4. Heavy line is at z*=0.06, thin solid 
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 190 

Semi-log slope 191 

The semi-log slope of the scaled horizontal strain increases and becomes constant over 192 
the range of 1 < t* < 10 for r* < 2 (Figure 5).  Interestingly, the radial and the circumferential 193 
strain follow the same semi-log slope (slope = 0.023).  The semi-log slope of the average 194 
horizontal strain,  𝜀௛ = (𝜀௥௥ + 𝜀ఏఏ)/2, is the same as the radial and circumferential strains.  The 195 
semi-log slope of the vertical strain is steeper (0.035), but it also appears (Figure 5) to be 196 
essentially independent of location within the evaluated zone.  The results from Figure 5 indicate 197 
that 198 

 
ଵ

ఌ೚

ௗఌ೔ೕ

ௗ ୪୭୥భబ ௧
= 𝑡

୪୬ ଵ଴

ఌ೚

ௗఌ೔ೕ

ௗ௧
= ቐ

0.023    (𝑖𝑗 = 𝑟𝑟)

0.023    (𝑖𝑗 = 𝜃𝜃)
0.035    (𝑖𝑗 = 𝑧𝑧)

 (20) 199 

It follows that the transformation strain can be estimated from the semi-log slope of the strain 200 
data for t* > 1 and r* < 2 as 201 

 𝜀௢ =
ଵ

଴.଴ଶଷ

ௗఌೝೝ

ௗ ୪୭୥భబ ௧
=

ଵ

଴.଴ଶଷ

ௗఌഇഇ

ௗ ୪୭୥భబ ௧
=

ଵ

଴.଴ଷହ

ௗఌ೥೥

ௗ ୪୭୥భబ ௧
 (21) 202 

 203 

 

line is z*=0.26, dashed line is at z*=0.46.  Grey dashed line is pressure, P*.  Red line is vertical 
strain, 𝜀௭௭

∗ , green is radial strain, 𝜀௥௥
∗ , black is circumferential strain, 𝜀ఏఏ

∗ , blue is tilt, 𝜕𝜀௥௥/𝜕𝑧, 
orange line is average horizontal strain, 𝜀௛

∗ . 
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Figure 6.  Dimensionless strains, 𝜀௜௝
∗ , and pressure, 𝑃∗, as functions of dimensionless time, 𝑡∗.  

Green line: 𝜀௥௥
∗ , black: 𝜀ఏఏ

∗ , orange: 𝜀௛
∗ , grey dashed line: 𝑃∗.  Arrows point to to and toa. 

 204 

First semi-log intercept  205 

The portion of the pressure and strain data that follows a semi-log straight line can be 206 
extrapolated backward in time to intersect the abscissa.  When this is done with the pressure 207 
signal described by (15), the intersection occurs at 208 

 𝑡௢ =
ସௌ౩௕௥మ

ଽ்
=

ସ௥మ

ଽ஽౞౩
 (22) 209 

and it follows that the hydraulic diffusivity can be estimated as 210 

 𝐷୦ୱ =
ସ௥మ

ଽ௧೚
 (23) 211 

The normal strain data were extrapolated to the time when zero strain occurs, toa, and this time 212 
was compared to to determined from the pressure analysis at different radial distances.  The strain 213 
was measured at shallow depth, z*=0.06, whereas the pressure was measured in the underlying 214 
aquifer at the same radial distance.  Both times were determined by manually fitting a line to 215 
pressure or strain data determined using the numerical analysis (Figure 6). 216 

 

Figure 7.  Ratio of the intercept time, toa, determined using strain data and to 
determined from pressure data as a function of r*.  All strain data were computed at 
z* = 0.06, and 𝜀୦ was also computed at z* = 0.46 (as noted). 
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The results (Figure 7) indicate that toa determined from the strain data is similar to to from the 217 
pressure data in some cases.  In particular, toa determined from the vertical strain and from the 218 
average horizontal strain is within 0.8to < toa < to for measurement locations greater than 219 
approximately r*>0.5.  The semi-log straight lines for the vertical strain and the average 220 
horizontal strain intersect at zero strain, and so they give the same value of toa for all the cases 221 
that were evaluated. Time toa from radial strain is greater than to, whereas toa from the 222 
circumferential strain is less than to for r*>0.5.  Values of toa are greater than to for normal strains 223 
in the vicinity of the well (r*<0.5) (Figure 7). 224 

Composite aquifer 225 

The analysis was revised by modifying the reservoir to include an outer zone at a uniform 226 
radial distance with properties that contrast from the inner zone near the well.  This is a simple 227 
case of a heterogeneous, composite reservoir with a well at the center (Olarewaju and Lee, 228 
1987), so it was analyzed using the axially symmetric model outlined above.  An example case 229 
was evaluated where the zone boundary is at R = 10 km and the permeability of the outer zone is 230 
1/3 of permeability of the zone near the well.  The results show that the pressure follows a 231 
straight line for t*<102, and then it steepens and straightens to constant slope for t*>103 (Figure 232 
8a).  This behavior of the pressure is well known (Streltsova, 1988) and can be interpreted to 233 
estimate the mobility ratio 234 

 𝑀 =
௞భఓమ

௞మఓభ
= ቀ

௦మ

௦భ
ቁ

୮
 (24) 235 

where the subscript indicates the inner (subscript 1) and the outer (subscript 2) zones, and (s2/s1)p 236 
is the ratio of the slope of the second semi-log straight segment, s2, to the semi-log slope of the 237 
first segment, s1, in the pressure signal (Figure 8a).  The ratio (s2/s1)p = 3.00 for Figure 8a and the 238 
mobility ratio used in the simulation is 3.00, which confirms this interpretation. 239 

The semi-log slope of the strain signal also increases over the interval 102 < t* < 103 240 
(Figure 8).  The ratio (s2/s1) = 2.97 for the strain signal in Figure 8b, which is similar to (s2/s1)p.  241 
A suite of analyses was conducted with mobility ratios over the range 0.5 < M < 12, and the 242 
results indicate that (s2/s1) = (s2/s1)p with a correlation of 0.991. 243 

The similarity between the strain and pressure signals was further evaluated by 244 
simulating a suite of scenarios with contrasts in Young’s modulus between the inner and outer 245 
zones.  The results indicate that contrasts in E affect the transition period, but the equilibrated 246 
slope is unaffected. Specifically, s2 = 0.068 for all values of E (Figure 8).  This result is 247 
consistent with the pressure response in composite aquifers (Olarewaju and Lee, 1987), where 248 
the equilibrium slope s2p = 3 is independent of the specific storage.  This indicates that the 249 
mobility ratio determined from normal strains (s2/s1) will be essentially the same as that 250 
determined by analyzing the pressures (s2/s1)p. 251 

The distance to the boundary between the inner and outer zones of a composite reservoir 252 
can be estimated using (Streltsova, 1988; eq. 5.66) 253 

 𝐿௕ = 1.5ඥ𝐷୦ଵ𝑡௕  𝐷୦ୖ
ି௔/ଶ (25) 254 

where tb is the time when the semi-log straight lines intersect, and Dh is hydraulic diffusivity and  255 
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 𝑎 =
்౎

்౎ିଵ
 (26) 256 

 257 

where 𝑇 = 𝑇ଵ/𝑇ଶ, DhR = Dh1/Dh2, and the subscripts 1 and 2 indicate the inner and outer regions, 258 
respectively.  The value of tb in Figure 8 is identified by the intersections of red lines fit to the 259 
first semi-log period and blue lines fit to the second semi-log straight period. Time tb determined 260 

 
Figure 8.  a.) Dimensionless pressure, 𝑃∗ (grey dash), strains, 𝜀௜௝

∗ , and borehole tilt, 𝜔௥௭
∗ =

𝜔௥௭/𝜀଴, (blue) computed at r* = 1 in a composite radial reservoir where the permeability 
decreases by a factor of 3 at r = 10 km.  Radial, 𝜀௥௥

∗  (black), and circumferential, 𝜀ఏఏ
∗  (green), 

strains are similar to the average horizontal strain, 𝜀୦
∗ (orange).  Results from different depths 

(heavy solid line is at z*=0.06, dotted line is at z*=0.26, dashed line is at z*=0.46) are nearly 
indistinguishable.  Purple arrow points to tb in equation (25). b.) Semi-log slope of strains 
(solid), tilt (solid), and pressure (dashed), where Young’s modulus of the inner region is E = 3 
GPa and Young’s modulus of outer zone is E =0.8, 1.5, 3, and 7 GPa (labeled).   
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from the pressure data is essentially the same as td from the strain data.  This finding was 261 
confirmed using a suite of analyses with different mobility ratios, which are not shown here. 262 

FIELD EXAMPLE 263 

The analysis outlined above was applied to an injection test conducted at well 9A in the 264 
North Avant Field, Osage County, Oklahoma (Murdoch et al., 2019, 2020).  Well 9A intersects 265 
the Bartlesville sandstone at a depth of 530 m and the formation is approximately 30 m thick.  A 266 
5-m-thick lens of coarse-grained sand occurs at the bottom of the formation and the well is 267 
completed in this lens.  Similar lenses occur throughout the region and they are an important oil 268 
reservoir, so their location and thickness has been estimated by coring and well logs.  The lens in 269 
the vicinity of well 9A is inferred to be approximately 1 km in lateral dimension (Figure 9), 270 
although the lateral extent is poorly constrained in several locations.   271 

Well Test 272 

A well test was conducted by injecting produced water into the well for approximately 6 273 
days in 2017.  Injection rates decreased from 9x10-4 to 5x10-4 m3/s, and 7x10-4 m3/s is the 274 
average rate. The injection rate also varied on a 5 hr period.  Variations in injection rate occurred 275 
because the water supply for the test was controlled by infrastructure associated with the 276 
operating oil field. 277 

Water pressure was measured at three observations wells and at three borehole 278 
strainmeters.  The strainmeters are clustered between 210 and 220 m (r* = 0.40 – 0.42) from well 279 
9A at a location called AVN in Figure 9 and yellow dot in Figure 1.  The strainmeters include a 280 
Gladwin strainmeter (Gladwin, 1984) and two new strainmeters of our design (Murdoch et al. 281 
2019).  One of the new strainmeters uses eddy-current sensors to measure horizontal and vertical 282 
strain, along with tilt.  The other one measures the average horizontal strain using an optical fiber 283 
sensor.  The Gladwin strainmeter measures the horizontal strain tensor.  The strainmeters were 284 
grouted into a 3-m-thick limestone bed at a depth of 30m.  Shale occurs below and above the 285 
limestone. 286 

Pressures at observation wells 27, 29, and 60 were measured with submersible 287 
transducers (In-Situ Rugged Troll, https://in-situ.com/us/), which were retrieved after the test.  288 
The pressure measurements were corrected for changes in barometric pressure, and adjusted for 289 
long-term trends (Murdoch et al., 2019).  The Gladwin strainmeter was calibrated at the factory, 290 
and our strainmeters were calibrated in the lab.  The strainmeters were also calibrated in the field 291 
using Earth tides.  Data are available at http://ds.iris.edu/mda/2J/ 292 

Results 293 

The results include analyses of the pressure signal at a depth of d = 530 m in the 294 
reservoir, and analysis of strain at a depth of 30 m from the AVN strainmeters. The average 295 
pumping rate is Q = 7x10-4 m3/s, water viscosity  = 1 cP, and reservoir thickness b = 5 m. 296 

 Analysis of the pressure signal 297 

Pressure at the monitoring wells was scaled to the distance from the injection well 298 
squared (Figure 10), which is a typical approach used to account for the effect of different radial 299 
distances on pressure data during well tests.  The results indicate that data from wells 60 and 27 300 
are similar to each other, whereas the data from well 29 are offset (Figure 10).  There are two 301 
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intervals in each data set when the semi-log slope is roughly constant (red and blue lines in 302 
Figure 10).  The intercept is in the range to/r2= 0.6 to 0.7 s/m2 for wells 60 and 27 and to/r2 = 2 303 
s/m2 for well 29.  This indicates values of hydraulic diffusivity of 0.7, 0.6 and 0.2 m2/s using 304 
(23). 305 

The results from the three 306 
monitoring wells indicate that the 307 
hydraulic diffusivity is Dh = 0.5 m2/s  0.3 308 
m2/s.  Using equation (15) with the semi-309 
log slope from the data and estimates of Q, 310 
 and b from above gives the permeability 311 
as k = 1x10-13 m2  0.6 x10-13 m2.  This 312 
value for k is within the range expected for 313 
the reservoir, which helps to confirm the 314 
interpretation of the pressure record.  315 
Those data indicate that the characteristic 316 
pressure is Pc = 1.3x104Pa, based on (7). 317 

The intercept time, tb, from the 318 
pressure data for wells 60 and 29 is 319 
approximately 3 x 105s, and it is 320 
approximately 4x105s based on the data 321 
from well 27 (fig. 4.28 in Murdoch et al. 322 
2019).  The slope increases by 323 
approximately a factor of 2 from the first 324 
to the second semi-log straight intervals.  325 
This indicates a mobility ratio of M  2 326 
based on (24).  Assuming the fluid and 327 
solid compressibility and the layer 328 
thickness are uniform yields 𝐷௛ோ = 𝑇ோ =329 
2. Then, 𝑎 = 2 and it follows from (25) 330 
that 𝐿௕ ≈ 220 𝑡𝑜 400 m (Figure 9). 331 

Well 9A appears to be on the eastern side of a permeable lens, with a boundary 332 
approximately 100 to 300m to the east and an inferred boundary approximately 500 to 600 m to 333 
the west (Figure 9). This supports the conclusion that the change in slope in the pressure record 334 
from Well 60 is a result of interaction with the boundary of the lens.  Moreover, it suggests that 335 
tb and Dh1 could be used to estimate the lateral extent of the lens, if cores or well logs were 336 
unavailable, for example. 337 

 Analysis of the strain signal 338 

The horizontal strains become more tensile, whereas the vertical strain becomes more 339 
compressive with time as predicted by the theoretical analysis (Figure 4).  Scrutiny of the record 340 
indicates that the horizontal and vertical strains approach semi-log straight lines, and they 341 
intersect in the range  0.7 < toa/r2 < 0.9 s/m2.  This indicates 0.5 < Dh1 < 0.6 m2/s, which is within 342 
the range indicated by the pressure data from the monitoring wells, and it is also in the range of 343 
values expected for sandstone (e.g. Barbour and Wyatt, 2014, fig 11). 344 

 
Figure 9.  Isopach of thickness in meters of 
permeable lens at base of Bartlesville sand 
(Robinowitz, 2017).  Thick purple dashed line is 
300m from well 9A.  Thin black line is the 
corner of Section 25 in T24N, R11E in 
northeastern Oklahoma. 
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The finding in Figure 10b is consistent with the simulations (Figure 4) where the semi-345 
log straight lines fit to h and zz intersect at the abscissa.  The theoretical results indicate that the 346 
ratio toa/to is approximately equal to unity for r*>0.5 (Figure 7).  AVN is at approximately r* = 347 
0.4, but the data indicate that toa/to ~ 1 for this case.  This suggests that toa from shallow strain 348 
data may be similar for radial distances slightly closer to the well than indicated by the idealized 349 
analysis used here. 350 

The semi-log slope of the average 351 
horizontal strain, h, is 6510-9 to 7510-9, 352 
and the slope of the vertical strain is 353 
9510-9 to 10510-9. The transformational 354 
strain follows from these slopes using 355 
(21), which gives o = 3.0  0.2 356 
from h, and o = 2.9  0.2 from zz.  357 
Measurements of h and zz are from 358 
instruments in two different boreholes, but 359 
they give essentially the same result for 360 
the transformation strain, o. 361 

The time, tb, was determined for 362 
the average horizontal strain data to be 363 
approximately 3 x 105 s, and the semi-log 364 
slope approximately doubles from the first 365 
to the second straight-line intervals in the 366 
strain data (Murdoch et al. 2019, fig. 367 
4.28).  The results from the strain data 368 
indicate  𝐿௕ ≈ 290 to 320m.  The first 369 
semi-log straight interval in the vertical 370 
strain data persists for the entire period of 371 
injection, which differs from the response 372 
of the horizontal strain and pressure. 373 

DISCUSSION 374 

This work points out similarities 375 
between the pressure in an aquifer and 376 
strain field in the overlying confining unit.   377 

Strain Field 378 

Comparing equations (1) and (15) 379 
suggests that the thickness-averaged radial 380 
strain is proportional to the thickness-averaged pore pressure within the aquifer (reservoir). Such 381 
a local relation between the strain and pressure may be not very surprising as they are both 382 
measured at the same location. Our analyses indicate that there are time intervals when type-383 
curves of strains and pressure both have substantial semi-log linear parts (Figures 4, 6a, 8a, 10). 384 
In other words, at such times, the strains measured above the reservoir are correlated to the 385 
aquifer pore pressure at the same radial distance from the injection well. Such a correlation 386 

 
Figure 10.  a.) Drawdown in monitoring wells 27, 
29, and 60. b.) Average horizontal and vertical 
strain at AVN during injection test at well 9A.  
Red line is the best fit to first straight section, 
blue line is best fit to second straight section.   
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between deep pressure (measured inside the aquifer) and shallow strains (measured in the 387 
overlying layer) is unexpected and represents an important finding of this work. 388 

It should be noted, however, that this observation may not be universal. In particular, it 389 
may not hold in the case of a thin aquifer and large diffusion times such that ඥ𝐷୦𝑡 ≫ 𝑑 ≫ 𝑏. In 390 
this case, the pressurization of the thin aquifer displaces the overlying layer by a vertical 391 
displacement, 𝑤, which is proportional to the local pore pressure, 𝑃, in the aquifer and can be 392 
written as [Germanovich and Chanpura, 2002; Dyskin et al., 1999] 393 

 𝑤(𝑟, 𝑡) = 𝑏𝛼𝑃(𝑟, 𝑡)/𝐺 (27) 394 

On the other hand, for ඥ𝐷୦𝑡 ≫ 𝑑, the overlaying layer can be treated as a thin plate when [e.g., 395 
Timoshenko and Woinowsky-Krieger, 1959] 396 

 𝜀௥௥ = −𝑧𝜕ଶ𝑤/𝜕𝑟ଶ, 𝜀ఏఏ = −(𝑧/𝑟)𝜕𝑤/𝜕𝑟,   𝜀௭௭ = 0  (28) 397 

This implies that shallow strains in such confining unit are directly related to the aquifer pressure 398 
derivatives rather than pressure itself. Thus, in general, appropriate time intervals should be 399 
chosen for the type-curve analysis discussed in this work. Such intervals were, in fact, chosen in 400 
Figure 10, to analyze the North Avant Field results. 401 

Implications 402 

The analyses outlined above indicate that normal strain data measured at shallow depths 403 
can be used to estimate values of hydraulic diffusivity in the reservoir and the location of a 404 
lateral boundary (permeability barrier) that are similar to results from an analysis of pressures 405 
measured at a monitoring well completed in the reservoir.  Results are consistent with 406 
characterization using cores from the vicinity and other well tests within the reservoir (Figure 9; 407 
Murdoch et al. 2019).   408 

An important implication is that the strain data were measured at a depth of 30 m whereas 409 
the pressure data were measured in the reservoir at 530 m depth.  This suggests that strain data 410 
measured at shallow depths outside of the reservoir or aquifer could provide characterization 411 
information that previously required the use of deep monitoring wells.   412 

The importance of horizontal strain in the vicinity of wells has been recognized since the 413 
early measurements by Wolff (1970) and analyses by Helm (1994) and Burbey (1999), but there 414 
are scant examples of horizontal strain data used to interpret well tests.  This is because 415 
measuring small horizontal strains has required specialized instruments that have been too 416 
cumbersome or expensive to justify using for well testing.  Gladwin strainmeters were developed 417 
to measure horizontal strains for geodetic applications associated with plate tectonics, but their 418 
cost has limited hydrologic applications.  A notable exception is the analysis of strains caused by 419 
pumping from wells near two Gladwin strainmeters (B082 and B089) by Barbour and Wyatt 420 
(2014).  Those strainmeters were installed for tectonic studies, but two wells were located close 421 
enough to create strains that could be measured by B082 and B089, and Barbour and Wyatt 422 
(2014) recognized the opportunity to analyze these data for aquifer characterization. 423 

Limitations on the accessibility of horizontal strain data for hydrologic applications may 424 
be easing.  We have deployed an optical fiber strainmeter (Murdoch et al. 2019) and installed it 425 
next to the Gladwin strainmeter at the North Avant Field and the two instruments give essentially 426 
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the same results for h (Murdoch et al. 2019).  The new optical fiber strainmeter is based on a 427 
simple, robust design that can be constructed for a modest cost.  Ongoing work (Hua et al. 2017 428 
and 2020; DeWolf et al. 2020) is developing capabilities to measure multiple components of 429 
strain, and to measure strain in unconsolidated materials during well testing.  Other groups, 430 
including Becker at al. (2017) and Sun et al. (2020) are evaluating the use of uniaxial strain 431 
measured with commercial interrogators during well testing.  We are optimistic that optical fiber 432 
sensors hold the key to making multi-component strain measurements readily available for 433 
hydrologic analyses.   434 

Interpretation of strain data during well testing will become increasingly important as in-435 
situ strain measurement becomes more accessible (Cappa, et al. 2006; Schuite et al. 2017; 436 
Murdoch et al. 2020; Sun et al, 2020; Zhang et al. 2020).   We envision that simple methods, like 437 
the ones described here, could provide initial estimates for more comprehensive analyses of 438 
strain data (Vasco et al, 2001; Barbour and Wyatt, 2014; Schuite et al, 2015, 2017; Murdoch et 439 
al. 2019).  Future characterization efforts may replace one deep monitoring well with multiple 440 
shallow strainmeters, which could be used to improve the resolution of hydraulic tomography 441 
(e.g. Bohling et. al., 2007; Illman et al. 2009;  Cardiff and Barash, 2011; Tiedeman and Barash, 442 
2019) or related inversion methods.    The tensor characteristics of strain may hold advantages 443 
beyond simply replacing pressure measurements in monitoring wells.  For example, the time tb 444 
determined from pressure data can constrain the distance to a boundary (eq. 25), but using 445 
multiple components of the strain tensor can constrain the location and orientation of the 446 
boundary, which has the potential to sharpen the resolution of inversions to characterize aquifers 447 
or reservoirs.     448 

CONCLUSIONS 449 

An approach for interpreting strain data measured in confining units during well tests was 450 
developed by comparing strains and pressures from poroelastic simulations to results from 451 
classic pressure type curves.  The results indicate that characteristics of normal strains in the 452 
confining unit resemble characteristics of the pressure type curve.  For example, time scales in a 453 
pressure record that can be used to estimate hydraulic diffusivity or distance to a boundary are 454 
essentially the same as the times determined from the record of average horizontal normal strain 455 
measured at r* > 0.5.  The approach was tested using field data from an injection test at a 530-m-456 
deep reservoir.  Pressure data from three monitoring wells indicate the hydraulic diffusivity is Dh 457 
= 0.5  0.3 m2/s.  Horizontal strain data from one instrument at 30-m depth, and vertical strain 458 
data from a different nearby instrument both give values of Dh within the range from the 459 
monitoring wells. The shallow strain data appear to respond to a lateral heterogeneity in the 460 
reservoir, suggesting that the approach can be used to characterize reservoir structure. 461 

New developments in instrumentation promise to reduce costs and increase resolution of 462 
in situ strain measurements.  It may be feasible, for example, to install multiple shallow 463 
strainmeters for the same cost as one deep monitoring well.  The work presented here shows that 464 
a preliminary interpretation of shallow normal strain data can be straightforward, and it sets the 465 
stage for integrating strain data into future well testing projects. 466 
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