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Abstract

A new version of NCAR Whole Atmosphere Community Climate Model with thermosphere/ionosphere extension (WACCM-X)

has been developed. The main feature of this version is the species-dependent spectral element (SE) dynamical core, adapted

from the standard version for the Community Atmosphere Model (CAM). The SE is on a quasi-uniform cubed sphere grid,

eliminating the polar singularity and thus enabling simulations at high-resolutions. Molecular viscosity and diffusion in the

horizontal direction are also included. The Conservative Semi-Lagrangian Multi-Tracer Transport Scheme (CSLAM) is employed

for the species transport. An efficient regridding scheme based on the Earth System Modeling Framework (ESMF) is used to

map fields between the physics mesh and geomagnetic grid. Simulations have been performed at coarse (˜200 km and 0.25

scale height) and high (˜25 km and 0.1 scale height) resolutions. The spatial distribution of the resolved gravity waves from the

high-resolution simulations compare well with available observations in the middle and upper atmosphere. The forcing by the

resolved gravity waves improves the wind climatology in the mesosphere and lower thermosphere in comparison to the coarse

resolution simulations with parameterized forcing. It also impacts the thermospheric circulation and compositional structures,

as well as thermospheric variablity. While larger scale waves are dominant energetically at most latitudes, smaller scale waves

contribute significantly to the total momentum flux, especially at mid-high latitudes. The waves in the thermosphere are shown

to be strongly modulated by the large-scale wind through Doppler shift and molecular damping, and they cause large neutral

atmosphere and plasma perturbations.
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Contents of this file

1. Movie S1

Additional Supporting Information (Files uploaded separately)

1. Captions for Movie S1

Introduction

The animation included is the relative total electron content (TEC) from one day (Jan-

uary 13) of WACCM-X SE NE120/L273 simulation, high pass filtered using the Savitzky-

Golay method with period shorter than 2 hours. The file format: QuickTime.

Movie S1. High-pass filtered relative total electron content (TEC) perturbations (unit:

percent) with period shorter than 2 hours from WACCM-X SE simulation of January 13.

June 22, 2022, 3:12pm
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Abstract13

A new version of NCAR Whole Atmosphere Community Climate Model with thermo-14

sphere/ionosphere extension (WACCM-X) has been developed. The main feature of this15

version is the species-dependent spectral element (SE) dynamical core, adapted from the16

standard version for the Community Atmosphere Model (CAM). The SE is on a quasi-17

uniform cubed sphere grid, eliminating the polar singularity and thus enabling simula-18

tions at high-resolutions. Molecular viscosity and diffusion in the horizontal direction19

are also included. The Conservative Semi-Lagrangian Multi-Tracer Transport Scheme20

(CSLAM) is employed for the species transport. An efficient regridding scheme based21

on the Earth System Modeling Framework (ESMF) is used to map fields between the22

physics mesh and geomagnetic grid. Simulations have been performed at coarse (∼20023

km and 0.25 scale height) and high (∼25 km and 0.1 scale height) resolutions. The spa-24

tial distribution of the resolved gravity waves from the high-resolution simulations com-25

pare well with available observations in the middle and upper atmosphere. The forcing26

by the resolved gravity waves improves the wind climatology in the mesosphere and lower27

thermosphere in comparison to the coarse resolution simulations with parameterized forc-28

ing. It also impacts the thermospheric circulation and compositional structures, as well29

as thermospheric variablity. While larger scale waves are dominant energetically at most30

latitudes, smaller scale waves contribute significantly to the total momentum flux, es-31

pecially at mid-high latitudes. The waves in the thermosphere are shown to be strongly32

modulated by the large-scale wind through Doppler shift and molecular damping, and33

they cause large neutral atmosphere and plasma perturbations.34

Plain Language Summary35

Small scale waves can be excited from daily weather near the Earth surface. These36

waves, termed gravity waves, can propagate upward and are thought to influence the mid-37

dle and upper atmospheric regions. Such effects, however, are difficult to directly quan-38

tify by observations and numerical modeling due to their small scales and global pres-39

ence. To address this challenge, we have developed a high-resolution whole atmosphere40

model (WACCM-X), which extends from the Earth surface to the upper thermsophere,41

that can partially resolve the small scale waves. The simulated waves are compared with42

available observations to verify the model results and to examine how these waves are43

distributed geographically and over altitudes. The forcing of these waves is found to be44

strong in the thermosphere. It affects the general circulation and the distribution of im-45

portant atmospheric composition. The simulations also show that wave signatures can46

be clearly identified in the neutral and the ionized atmosphere, which can have impor-47

tant implications for space weather.48

1 Introduction49

The thermosphere and ionosphere (TI) system is the nexus of solar radiative and50

particulate, magnetospheric and lower atmospheric forcing, and affects the bottom-up51

and top-down coupling processes. As such, the compositional, thermal and dynamical52

structures of TI and its variation are a focal point of space environment and space weather53

research. The profound and complex variation of the whole TI system and its interac-54

tions with the magnetosphere during solar and geomagnetic storms is of key interests55

for space weather, and is a central theme of the NASA Diversity, Realize, Integrate, Ven-56

ture, Educate (DRIVE) Center: the Center for Geospace Storms (CGS) (https://cgs57

.jhuapl.edu/). Meteorological and lower atmosphere forcing have also been shown to58

affect the TI on weather scales (H.-L. Liu, 2016, and references therein), as well as the59

TI responses during storm time (Pedatella & Liu, 2018). The lower atmosphere can also60

affect the TI system from subseasonal-to-seasonal scales (Gasperini et al., 2017, 2020;61

Richter et al., 2022) to variations associated with anthropogenic climate change (Roble62
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& Dickinson, 1989; Emmert et al., 2004, 2008; Solomon et al., 2018). The variability in63

the coupled TI system strongly influences the operation of Low-Earth Orbiting (LEO)64

satellites and space station, GPS navigation and radio communication. The dynamics65

of the middle atmosphere and TI determines the upward transport and escape of atomic66

hydrogen (Catling & Kasting, 2017; Jones Jr. et al., 2020) and downward transport of67

NOx (Randall et al., 2006, 2009), which are species important for the long-term evolu-68

tion of the Earth atmosphere and the climate variability of the middle and lower atmo-69

sphere, respectively.70

Mesoscale processes, in particular atmospheric gravity waves (GWs), are thought71

to play an important role in coupling of the lower atmosphere with the space environ-72

ment. While GWs are increasingly damped by the strong molecular viscosity in the ther-73

mosphere, waves with large vertical propagating speed can still penetrate to high alti-74

tudes (Pitteway & Hines, 1963). This is evidenced in observational studies relating TEC75

perturbations to strong tropospheric deep convective storms (e.g. Nishioka et al., 2013;76

Azeem et al., 2015, 2018). Limited satellite observations have shed light on the distri-77

bution and seasonal variation of GWs around 250 km, though it is not clear how they78

are related to the sources in the lower atmosphere (Park et al., 2014; Forbes et al., 2016;79

H. Liu et al., 2017). For the ionosphere, GWs can induce traveling ionospheric distur-80

bances (TIDs), and there have been decades of study on their role in seeding ionospheric81

irregularities (e.g. Huang & Kelley, 1996a, 1996b; Hysell et al., 1990; Krall et al., 2013;82

Kelley et al., 1981; McClure et al., 1998; Retterer & Roddy, 2014). In recent years, the-83

oretical and high-resolution numerical simulations have advanced our understanding of84

the GWs in the thermosphere. Secondary GWs from the dissipation of primary GWs85

can have large spatial scales and fast propagating speeds, and can thus play an impor-86

tant role in the upper atmosphere dynamics (Vadas & Fritts, 2001; Vadas, 2007; Vadas87

& Liu, 2013; Vadas & Becker, 2019; Becker & Vadas, 2020). It is also demonstrated that88

GWs can indeed seed equatorial plasma bubbles (EPBs) (Huba & Liu, 2020).89

The need to understand the TI system in the context of its interactions with the90

lower atmosphere has motivated the development of numerical models spanning the whole91

atmosphere region, from Earth surface to the upper thermosphere, that can simulate the92

radiative, chemical, dynamical, and electrodynamical processes. A review of whole at-93

mosphere modeling was given by Akmaev (2011), and model capabilities have advanced94

further since then, including enhanced thermospheric and ionospheric physics (Jin et al.,95

2011; Verronen et al., 2016; H.-L. Liu et al., 2018; Borchert et al., 2019; Wu et al., 2021)96

and whole atmosphere data assimilation (Wang et al., 2011; Pedatella, Raeder, et al.,97

2014; Pedatella et al., 2020). It has been recognized, however, that one of the major sources98

of bias in whole atmosphere models is the uncertainties associated with the parameter-99

ization of GW effects on forcing and transport (Pedatella, Fuller-Rowell, et al., 2014),100

which are necessitated by the limited model resolution. The poor model resolution also101

limit the whole atmosphere capabilities in resolving other TI effects by GWs (e.g. TIDs102

and ionospheric dynamo), and mesoscale processes in general. This need, along with the103

improved numerical algorithms and increasing computational power, has motivated and104

enabled the development of the high-resolution capability of whole atmosphere models105

(Watanabe & Miyahara, 2009; H.-L. Liu et al., 2014; Miyoshi et al., 2018; Becker & Vadas,106

2018; Becker et al., 2022; Okui et al., 2022).107

In the current study, we have developed the high resolution capability for the NCAR108

Whole Atmosphere Community Climate Model with thermosphere/ionosphere extension109

(WACCM-X), which makes it possible to resolve the meso-α range (200–2000km). With110

the model capability in solving interactive chemistry, transport, and ionospheric electro-111

dynamics, we will examine the GW distribution and variation from the lower atmosphere112

to the upper thermosphere, the wave effects on the thermospheric circulation and com-113

position, the scale dependence of wave contribution to the energy and momentum bud-114

get, and TI perturbations caused by the waves.115
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2 Model Description116

WACCM-X is one of the atmosphere components in the NCAR Community Earth117

System Model (CESM). The thermospheric and ionospheric physics of WACCM-X is de-118

scribed in H.-L. Liu et al. (2018). The lower and middle atmosphere physics packages119

used in WACCM-X have recently been updated to WACCM version 6 (WACCM6) (Gettelman120

et al., 2019). Earlier versions of WACCM-X have been using finite volume dynamical core121

on a traditional latitude and longitude grid. One disadvantage of the latitude-longitude122

grid is the polar singularity: the size of the grid decreases toward 0 when approaching123

the pole. Polar filtering or smoothing has to be applied to maintain numerical stability,124

which affects the fidelity of the physics in the polar region and degrades the model per-125

formance at higher spatial resolutions. A new dynamical core option in CESM atmosphere126

components is the spectral element (SE) core, which employs a quasi-uniform cubed sphere127

grid (Lauritzen et al., 2018). This addresses the polar singularity issue, and enables sim-128

ulations at much higher horizontal resolutions. The high-resolution capability of the SE129

dynamical core and its ability to resolve gravity waves was demonstrated in an exper-130

imental version of WACCM with specified chemistry (up to ∼140 km) (H.-L. Liu et al.,131

2014).132

The SE dynamical core has recently been adapted for WACCM-X, by taking into133

consideration the species-dependence of mean molecular weight, dry air gas constant, and134

specific heats, which are necessary to properly resolve the thermosphere dynamics. For-135

mulations of the these quantities used are described in H.-L. Liu et al. (2018), and sim-136

ilar formulations are used here. It is noted that in the SE dynamical core, the thermo-137

dynamics quantity used is temperature, not potential temperature. There is thus no need138

to correct for variable κ (the ratio between gas constant R and specific heat at constant139

pressure cp). The implementation of species dependent thermodynamics uses the gen-140

eralized thermodynamic infrastructure for moist air containing any number of forms of141

water (Lauritzen et al., 2018). This infrastructure has been extended to species depen-142

dent dry air so that the user specifies the major species via name list and the model au-143

tomatically adapts. The details are given in Appendix A.144

In addition to the modifications of the dynamical core thermodynamics, molecu-145

lar viscosity and thermal conductivity (which previously only has been represented in146

the physics package in the vertical) is now also represented in the horizontal in the SE147

dynamical core. The formal equations are given in Appendix B. Again we highlight that148

similarly to the thermodynamic infrastructure, the molecular viscosity and thermal con-149

ductivity coefficients are computed by a common module shared between physics and150

dynamics to ensure consistency and flexibility. In additional to the physical damping,151

artificial viscosity needs to be applied to maintain numerical stability, as noted in the152

Appendix C. This artificially damps gravity waves, and the simulated waves discussed153

in the paper are therefore likely to be weaker than reality.154

For uniform resolution applications the NCAR SE dynamical core has the option155

to use an accelerated transport scheme called CSLAM (Lauritzen et al., 2017, Conser-156

vative Semi-Larangian Multi-tracer scheme) and coupling to physics using a finite-volume157

physics grid (Herrington, Lauritzen, Taylor, et al., 2019; Herrington, Lauritzen, Reed,158

et al., 2019). This option provides more accurate and efficient (if enough tracers as is159

the case for WACCM-X) tracer transport and the use of a finite-volume physics grid al-160

leviates spurious noise near element corners/edges (Herrington, Lauritzen, Taylor, et al.,161

2019).162

In WACCM-X the ionospheric electric dynamo is computed in a modified magnetic163

apex coordinate system (H.-L. Liu et al., 2018; Richmond, 1995). The F-region O+ trans-164

port equation is solved on its own latitude and longitude grid. It is thus necessary to per-165

form efficient run-time communications for state variables among different grids. This166

is achieved via Earth System Modeling Framework (ESMF, Theurich et al., 2016, https://167
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earthsystemmodeling.org/) regridding operations. The WACCM-X data originate in168

the atmospheric physics layer of CESM and an unstructured ESMF mesh is created from169

the normally column-based physics by reading in a pre-computed ESMF mesh file. This170

allows all physics fields to be treated as gridded data. The dynamo and ion transport171

grids are rectangular (geomagnetic and geographic latitude/longitude, respectively) and172

ESMF objects for those are created dynamically at model initialization time. The dy-173

namo grid is recreated yearly to account for changes in the geomagnetic main field. ESMF174

regridding operations are then used to transmit data between these grids.175

Two model configurations are used for this study. For the high-resolution simula-176

tions, the horizontal configuration of the cubed sphere is NE120, corresponding to a quasi-177

uniform resolution of ∼25 km. The vertical resolution is 0.1 scale height in most of the178

middle and upper atmosphere. In the top 3 scale heights, the vertical resolution tran-179

sitions to 0.25 scale height, because most of the waves with short vertical wavelengths180

are gone due to strong molecular damping. There are a total of 273 levels (L273). As181

a comparison, WACCM-X simulations have also been performed with NE16 horizontal182

resolution (∼200 km) and 0.25 scale height vertical resolution for the middle and upper183

atmosphere (130 levels, L130). For both configurations, the model top is at 4×10−10 hPa184

(∼600 km). The solar radio flux at 10.7 cm, a proxy used to parameterize solar extreme185

ultraviolet (EUV) irradiance, is set to 120 solar flux unit (SFU). The geomagnetic in-186

dex Kp, used to drive Heelis empirical model for high latitude electric potential spec-187

ification, is set to 0.33. Gravity wave parameterization scheme (Gettelman et al., 2019,188

and references therein) is used in the WACCM-X NE16/L130 simulations, but is turned189

off in WACCM-X NE120/L273.190

3 Results191

3.1 Distribution of Resolved Gravity Waves192

Gravity wave activity level in the high resolution simulations is quantified as fol-193

lows: neutral and ionospheric quantities, such as winds and temperature, electron den-194

sity and total electron content (TEC), are first high-pass filtered in the zonal direction,195

retaining perturbations with zonal scales less than 2000 km. The standard deviation of196

these quantities are then computed in 2.5◦×2.5◦ latitude/longitude bins for each out-197

put time step. The standard deviation is used in this study to characterize the longitude,198

latitude, altitude and time dependence of the gravity wave activity.199

Figure 1 shows the zonally averaged standard deviation of zonal, meridional and200

vertical winds and temperature for January. It is first noted that in the stratosphere, meso-201

sphere and lower thermosphere the latitude/height distribution show the same morphol-202

ogy as previous observational studies (e.g., Ern et al., 2011; John & Kumar, 2012; Ern203

et al., 2018; Geller et al., 2013): (1) the winter hemisphere maximum is located at higher204

latitudes (50-60◦N); (2) the summer hemisphere maximum is located at ∼20◦S in the205

stratosphere and lower mesosphere, and shifts to higher latitudes above, coinciding with206

the large eastward wind shear. These features are also well captured in high-resolution207

WACCM simulations (H.-L. Liu et al., 2014; H.-L. Liu, 2016).208

The standard deviations of zonal and meridional winds have similar latitude/height209

structure and similar magnitude. In the winter hemisphere (NH), their maximum val-210

ues (20–30ms−1) extend from the middle to high latitudes and 100–200 km, while in the211

summer hemisphere (SH) their maximum values are at mid-latitudes and located in the212

mesosphere and lower thermosphere (MLT) region. This difference is caused by the hemi-213

spheric/seasonal dependence of the molecular damping, which depends sensitively on the214

thermosphere temperature and is thus stronger in the summer hemisphere.215

The maximum values of the vertical wind standard deviation, ∼10ms−1, are also216

found at middle and high latitudes, but at higher altitudes than the horizontal winds217

–5–
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(around 300km). This is likely due to the dominance of higher frequency gravity waves218

at higher altitudes, because only waves with the largest vertical propagating speeds and219

longest vertical wavelengths can survive the molecular damping. Furthermore, the buoy-220

ancy frequency increases with altitude. Since the ratio of the vertical and horizontal wind221

perturbations is approximately proportional to the ratio between wave frequency and222

buoyancy frequency according to the polarization relation, vertical wind perturbations223

at upper thermosphere can grow further with altitude even when the horizontal wind224

perturbations start to decrease.225

The temperature perturbations have the maximum standard deviation values (up226

to 30 K) spanning 100 and 200 km in NH, and at around ∼150 km in SH. These large227

values are again located at middle to high latitudes.228

The longitude/latitude dependence of temperature perturbations, averaged over229

4 universal times (0, 6, 12 and 18 hours), are shown in Figure 2 for 4 levels (78, 1, 10−4,230

and 10−7 hPa, corresponding to approximately the tropopause, stratosphere/stratopause,231

lower thermosphere, and upper thermosphere). At the tropopause height, strong activ-232

ities are seen over major mountain ranges and plateaus, and over the Western Pacific233

warm pool. The distribution changes with altitude. For example, the strong orographic234

waves in both hemispheres disappear or are much weakened. In the summer/southern235

hemisphere, the zonal wind reversal at the tropopause and lower stratosphere form crit-236

ical layers for the orographic gravity waves. Although the zonal mean zonal wind in the237

winter/northern statosphere and mesosphere is eastward, mid-latitude large-scale zonal238

wind at a specific longitude can be westward or 0 associated with the quasi-stationary239

planetary wave. For example, at ∼35◦N the westward tilting easterly (westward wind)240

phase in the stratosphere and mesosphere extends across almost the entire latitude cir-241

cle except between 60-95◦W. As such, orographic gravity waves over Tibetan plateau and242

the Rocky Mountains are removed by critical layer filtering.243

By comparing the standard deviation values at 1 and 78 hPa, it is seen that the244

wave activities over the Western Pacific is still prominent (over 3 K), but the peak has245

shifted southward by about 10◦ latitude. There is actually a band of activities centered246

around 20◦S, with large standard deviation values (2-3 K) over the Central Pacific, West-247

ern South Atlantic/East Coast of Brazil, and Western Indian Ocean/Madagascar. These248

are likely convectively generated gravity waves that propagate southward. In the win-249

ter/north hemisphere, large activities are found poleward of 45◦N, where the large-scale250

zonal wind are predominantly eastward at all longitudes. Peak standard deviation val-251

ues extend from the eastern part of North America, across the north Atlantic, to west-252

ern Europe, with magnitude of over 3K. Activities are also strong (>2 K) over the rest253

of Eurasia poleward of 45◦N. By comparing to the stream function of the flow at that254

level, it is seen that these large activity regions correspond to the strongest eastward strato-255

spheric jet as well as its exit region. The longitude and latitude distribution of wave ac-256

tivities in both hemispheres is in good agreement with the stratospheric gravity waves257

during January obtained from SABER measurements (Ern et al., 2011).258

In the lower thermosphere, the large activities in the winter/northern hemisphere259

are still located at high latitudes, and the band of activities in the summer/southern hemi-260

sphere shifts further southward (as also seen in Figure 1), peaking at around 45◦S. The261

time averaged longitude dependence of the wave activity in the NH is similar to that at262

the stratosphere, with peak values (over 10 K) extending from eastern North America263

to central Eurasia. The spatial distribution appears to be more uniform in comparison264

with the stratosphere. This results from both the horizontal propagation of the waves,265

and stronger time dependence due to tidal waves (and the time averaging) as will be dis-266

cussed later. An equatorial band is also seen at the lower thermosphere, with magnitude267

up to ∼6 K. These waves may originate from relatively weak convective activities in the268

troposphere. They become more prominent and distinguished at the lower thermosphere269
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resulting from amplitude growth and dispersion of the waves propagating in the merid-270

ional direction.271

In the upper thermosphere, the longitude dependence of the time averaged wave272

activity in the NH display a pattern similar to that in the lower thermosphere, with large273

values (up to 12 K) from eastern North America to central Eurasia between 45◦–60◦N.274

The SH activity band shifts further southward, centered around 55◦S, with magnitude275

(5 K) smaller than the NH due to stronger molecular damping. However, the maximum276

standard deviation values in both hemisphere are found near the geomagnetic poles, with277

values up to 17 K in the NH and 13 K in the SH. This is consistent with the thermo-278

spheric wave distribution obtained from CHAMP and GOCE measurements (Park et al.,279

2014; H. Liu et al., 2017). The corresponding maximum standard deviation of zonal wind280

perturbations at these locations have similar values to that of the temperature pertur-281

bations (17/13 K in NH and SH), which are comparable to the values from GOCE (H. Liu282

et al., 2017) (square amplitude of 100 m2s−2). The two peaks are likely caused by the283

reduced ion drag, when the gravity wave phase lines become more aligned with the field284

lines.285

Gravity waves at higher altitudes display strong local time dependence, in contrast286

to the stratosphere (Figure 3). This is associated with the increasingly strong tidal mo-287

tion and day-night difference at higher altitudes. At 1.1×10−4 hPa, this is most clear288

in the NH at mid to high latitudes, with stronger activities around LT 18 hour and 6 hour,289

when the large-scale winds are eastward. Diurnal variation is more prominent in the up-290

per thermosphere: strong activities are found around LT 9 hour in the NH and LT 6 hour291

in the SH. The large-scale winds at these times are westward and poleward, and the grav-292

ity waves propagation is opposite to the winds. This sensitive dependence on the wind293

direction is because of the large molecular damping. The molecular damping is inversely294

proportional to the square of the vertical wavelength. Because the vertical wavelength295

decreases when propagating in the same direction of the wind due to doppler shift, these296

waves are more severely damped than the ones that propagate against the wind. It is297

worth noting that the peak wave activities at different altitudes are not always co-located.298

This implies that the waves peaking at different altitudes may originate from different299

sources, different spectral portion of the wave sources, and/or secondary generation of300

gravity waves. The local time dependence also underscores the significance of large-scale301

wind modulation.302

3.2 Gravity wave forcing and impact on thermospheric circulation, com-303

position and variability304

The zonal mean zonal and meridional forcings by gravity waves with zonal scales305

less than 2000 km are calculated from the vertical divergence of the vertical fluxes of zonal306

and meridional momentum, respectively (Figure 4). By comparing the zonal forcing with307

the zonal mean zonal wind, it is seen that the former is responsible for the zonal wind308

reversal in the MLT. Further, there is a clear hemispheric/seasonal asymmetry of the re-309

versal, with the eastward summer reversal stronger and located at lower altitudes (∼90310

km) and the westward winter reversal weaker at higher altitudes (above 100 km). This311

differs from WACCM-X simulation results obtained using parameterized gravity wave312

forcing and is in better agreement with observations (Swinbank & Ortland, 2003; Sto-313

ber et al., 2021). Above the primary zonal wind reversal, the zonal gravity wave forc-314

ing changes direction again (to westward/eastward in the summer/winter hemisphere)315

within a rather shallow region (between about 100–120 km). This results from the dis-316

sipation of gravity waves that filter through the primary wind reversal in the MLT. This317

feature was qualitatively captured by parameterized gravity wave forcing (H.-L. Liu &318

Roble, 2002; H.-L. Liu, 2007), and it is responsible for driving a return circulation (winter-319

to-summer) between the summer-to-winter circulations in the MLT and the upper ther-320

mosphere.321
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In the upper thermosphere, the predominant wind is westward/eastward in the sum-322

mer/winter hemisphere and summer-to-winter in the meridional direction. This is driven323

primarily by the differential heating. The zonal mean zonal forcing by gravity waves is324

eastward in both hemisphere, and the maximum value in the winter hemisphere (over325

100 ms−1d−1) is larger than that in the summer hemisphere (∼50 ms−1d−1). They are326

located at mid to high latitudes and 200–300 km altitudes in both hemispheres. While327

the eastward forcing is opposite to the mean zonal wind in the summer thermosphere,328

it is in the same direction as that in the winter thermosphere. Recall that the gravity329

wave activities are the strongest in local morning (Figure 3, LT 9 hour in the NH and330

6 hour in the SH), and propagate eastward relative to the large-scale wind. The dissi-331

pation of these waves produces a net eastward forcing. The dominance of the eastward332

waves in the upper atmosphere may arise from the anisotropy of the source spectrum333

and/or filtering by the wind system. In earlier parameterization studies, similar anisotropy334

(with stronger eastward waves) was found necessary to reproduce the hemispheric/seasonal335

asymmetry of the wind reversal level in the MLT (H.-L. Liu & Roble, 2002). The zonal336

mean meridional forcing becomes large in the thermosphere, with magnitudes and hemi-337

sphere and altitude distribution similar to the zonal forcing. The direction of the forc-338

ing is from winter to summer, against the summer-to-winter meridional circulation.339

The zonal and meridional forcing by gravity waves have important implications for340

the thermospheric circulation. In the NH, the Coriolis force associated with the eastward341

forcing is equatorward, thus it partially offsets the westward forcing by large-scale waves342

(Figure 4, mainly from migrating tides) and tends to weaken the summer-to-winter cir-343

culation. This reinforces the effect by the meridional forcing. On the other hand, the equa-344

torward Coriolis force associated with the eastward forcing in the SH tends to strengthen345

the summer-to-winter circulation, thus offsetting the effect by the meridonal forcing. By346

using NE16 as a reference, the zonal mean zonal wind at 200 km and 50–60◦N from NE120347

is eastward and faster by ∼15 ms−1, which results in a southward Coriolis forcing of ∼150348

ms−1d−1. This is comparable to the southward gravity wave forcing of 100 ms−1d−1.349

On the other hand, the zonal mean zonal wind at 200 km and 50–60◦S from NE120 is350

westward and over 7 ms−1 slower, leading to a northward Coriolis forcing of ∼70 ms−1d−1.351

This is stronger than the southward gravity wave forcing (30-40 ms−1d−1) at that lat-352

itude range. This hemispheric difference in forcing is reflected in the hemispheric differ-353

ences zonal mean meridional and vertical winds (Figure 5). The figure shows the aver-354

ages around 60◦ latitudes in both hemispheres, where the gravity wave forcing in NE120355

is strong. Both meridional and vertical winds are weaker in the NH and stronger in the356

SH above ∼200 km. It is noted that the gravity wave forcing in the MLT tends to en-357

hance the summer to winter circulation. The thermospheric gravity wave forcing in the358

NH (winter) hemisphere therefore offsets the effect by the MLT waves.359

The change of the meridional/vertical circulation affects the thermospheric com-360

positional structures. In the winter thermosphere, the downward circulation tends to bring361

down the atomic oxygen (O) rich atmosphere and increase its mixing ratio. The slower362

circulation, due to the compounded effect of Coriolis force associated with eastward forc-363

ing and the opposing meridional forcing, therefore leads to the decrease of the O mix-364

ing ratio. On the other hand, the upward circulation in the summer thermosphere has365

the opposite effect (reduce O mixing ratio). The Coriolis force therefore tends to reduce366

the O mixing ratio, while the opposing meridonal forcing tends to increase the O mix-367

ing ratio. Figure 6 shows the zonal mean, column integrated O/N2 (simply referred to368

as O/N2 thereafter), a proxy often used for thermospheric composition in measurements369

(Strickland et al., 1995; Meier, 2021), from simulations with high and coarse resolutions.370

The O/N2 from the coarse resolution simulation is generally larger than observations,371

especially at higher latitudes in the winter hemisphere. This ratio in the high resolution372

simulation shows an overall decrease, in better agreement with observations. The largest373

decrease in the winter hemisphere (from 2.5 to 1.6 in the polar region) is consistent with374

the compounded effect from both zonal and meridional gravity wave forcing. Despite the375
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enhanced upward circulation in the SH, O/N2 still decreases, albeit with a smaller mag-376

nitude than in the NH (by ∼ 0.1). This is likely due to the enhanced effective diffusion377

by gravity waves (H.-L. Liu, 2021), which also tends to decrease O/N2. As shown by Qian378

et al. (2009), adding eddy diffusion at the lower boundary of TIE-GCM could correct379

the overestimation O/N2 in the model and achieve better agreement with TIMED/GUVI380

measurements. The high-resolution simulations therefore elucidate the processes by which381

gravity waves can affect the O/N2, namely both circulation and diffusion. The improved382

agreement of O/N2 also serves a validation of the resolved gravity waves.383

The changes in the major species and the transport cause changes in minor species.384

For example, the global mean NO is larger in the high resolution simulation than that385

from the coarse resolution simulation above ∼70 km. The increase in the thermosphere386

is likely due to the larger abundance of N2, and the increase in the mesosphere proba-387

bly results from enhanced transport by the resolved waves (H.-L. Liu, 2021). Because388

of this NO increase, NO cooling rate also increases. For example, the peak NO cooling389

rate at 60◦S and ∼130 km from the high resolution simulation is ∼35% larger than the390

coarse resolution simulation (Figure 7). Another important energetics quantity for the391

TI system is the Joule heating. The vertical profiles of Joule heating at the same loca-392

tion from the high and coarse resolution simulations are shown in the same figure. The393

peak value at ∼120 km from the high resolution simulation is ∼33% larger than the lower394

resolution results. The increase of Joule heating is likely due to the smaller scale vari-395

ations in ion drifts and winds, which are important for producing Joule heating (Codrescu396

et al., 1995). As will be shown in Section 3.4, smaller scale perturbations of ion drifts397

are excited by gravity waves. The increases of the NO cooling and Joule heating in high398

resolution simulations are seen at all latitudes (Figure 7).399

The mean circulation varies strongly from day to day. Figure 8 shows the zonal mean400

and daily averaged meridional and vertical winds at 60.5◦N near 250 km from 13 to 31401

January from both the high-resolution (solid) and coarse-resolution (dotted) simulations.402

The ranges of the meridional wind variation during this time period are similar between403

the two simulations (10–18 ms−1), but the day-to-day variation is stronger in the high-404

resolution simulation. The difference in day-to-day variation of the mean vertical wind405

is more significant: between 0 and -0.8 ms−1 in the high-resolution simulation and -0.35406

and -0.55 ms−1 in the coarse-resolution simulation. The large day-to-day variability of407

the circulation results from the variability of the driving force by waves. This is demon-408

strated in Figure 9 by the mean zonal and meridional forcing by gravity waves (with zonal409

scales less than 2000 km). Both vary between 0 and 200 ms−1d−1.410

Tides and tidal variability are affected by gravity waves. Figure 10 compares the411

mean and standard deviation of the amplitudes of three major tides (migrating diurnal412

(DW1) and semi-diurnal (SW2), and non-migrating diurnal, eastward propagating wavenum-413

ber 3 (DE3)) from the high-resolution and coarse resolution simulations. The latitude/height414

structures of the tides are similar from the simulations, and are consistent with their cli-415

matology. The amplitudes of DW1 and DW3 from the simulations are also comparable,416

while SW2 in the high-resolution simulation has larger amplitude, especially its peak value417

in the winter lower thermosphere. The standard deviation values of all three components,418

on the other hand, are larger throughout the middle and upper atmosphere in the high-419

resolution simulations.420

3.3 Scale dependence of wave power and momentum flux421

With the horizontal resolution of ∼25 km, the model can effectively resolve grav-422

ity waves with horizontal wavelengths longer than ∼200 km. The meso-β scales are poorly423

resolved or unresolved, but they can still have important contribution to the momentum424

budget up to the lower thermosphere (H.-L. Liu, 2019). Here we examine the scale de-425

pendence of the kinetic energy and momentum flux in the thermosphere and the con-426
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tributions from waves of different scales using the same method proposed by H.-L. Liu427

(2019).428

As shown in Figure 11, the zonal wavenumber power spectral density (PSD) of the429

zonal wind and spectra of vertical flux of zonal momentum still follow power-law in the430

thermosphere. It is also seen the transition from steeper slopes at large scales to shal-431

low slopes at smaller scales occurs at larger wavenumbers (between 10 and 20) in the ther-432

mosphere. This indicates the relatively lower level of gravity wave activity, probably due433

to increasing molecular damping.434

Figure 12 shows the contributions to the PSD of the zonal wind and the momen-435

tum flux spectrum within the zonal scale of 30–2000 km, by waves with zonal scales be-436

tween 300–2000 km and 30–300 km. The waves within the scale ranges between 300 and437

2000 km are fully resolved, while waves with scales less than 200 km are under- or un-438

resolved. One of the considerations for looking at 30–300 km is that it is the measure-439

ment range of the upcoming NASA Atmospheric Waves Experiment (AWE) mission (Taylor440

et al., 2017). There are clear differences between the spectral compositions in the ther-441

mosphere (> 100 km) and below, and between PSDs and momentum flux spectra. The442

larger scale waves are more prominent in the thermosphere, and they contribute more443

to PSDs due to their steeper spectral slopes. Between 100–300 km, waves with zonal scales444

between 300 and 2000 km contribute to over 75% of the total zonal kinetic energy (be-445

tween 30 and 2000 km) at low and mid-latitudes, and down to 40% (NH) and 55% (SH)446

at high latitudes. Below 100 km the contribution can drop to 40% around 20◦S and 20%447

at 40–50◦N. The percentage contribution of this scale range to the momentum flux shows448

a similar spatial variation, but with lower values: 45-60% between 100–300 km and 40◦S–449

40◦N, and 15–50% at higher latitudes; below 100 km less than 10% at mid to high lat-450

itudes in both hemispheres and up to 60% over the equator. The percentage contribu-451

tions by the 30-300 km are the residual of those by 300-2000 km, but they are shown in452

Figure 12 for clarity. In the middle atmosphere, waves from this scale range clearly play453

a dominant role, more than 90% over broad latitude regions in both hemispheres, and454

up to 60% over the equator. This dominance underscores the essential need for gravity455

wave parameterization in the stratosphere, mesosphere and lower thermosphere in coarse456

resolution models. The smaller scale contribution can still be large in the thermosphere,457

up to 80% at higher latitudes. It is noted that the percentage contribution by the smaller458

scale waves can be overestimated by this method, when the momentum flux spectrum459

is over flattened when the zonal wind become too large due to insufficient gravity wave460

forcing in the model (H.-L. Liu, 2019).461

3.4 Neutral and plasma perturbations caused by gravity waves462

As discussed in previous sections, gravity waves cause perturbations in neutral winds463

and temperature in the thermosphere, and the perturbations show strong local time de-464

pendence. The wave structure in zonal wind and its dependence on local time can be465

clearly seen in Figure 13, with the zonal wind perturbations tilt eastward into the west-466

ward wind (local daytime) and westward into the eastward wind (local nighttime). This467

is most evident above ∼120 km and at all latitudes. Modulation of gravity waves by the468

migrating semi-diurnal tide (SW2) in the lower thermosphere (below ∼120 km) is seen469

at 50◦N where SW2 is strong.470

To better understand the wave effects in the thermosphere and ionosphere, we ex-471

amine most closely the neutral and plasma perturbations near the F-region peak. A high-472

pass filter using the Savitzky-Golay method (Savitzky & Golay, 1964) is applied to neu-473

tral meridional wind, electron density, total electron content, and the zonal and verti-474

cal components of E×B drifts. Two period ranges are examined: shorter than 2 hours475

(0.14 mHz), and shorter than 20 minutes (0.83 mHz).476
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Figure 14(left) shows the neutral meridional wind perturbation in the F-region with477

period shorter than 2 hours. Clear wave signature is seen, with the largest amplitude (up478

to 80 ms−1) found at mid to high latitudes in the winter hemisphere. The wave prop-479

agation direction has an evident local time dependence, with the propagation direction480

being generally opposite to the large-scale F-region wind. For example, the wind changes481

quickly from northeastward on the night side to northwestward on the day side around482

the terminator at mid-high northern latitudes. As such, the propagation direction of the483

gravity waves changes from southwestward on the night side to southeastward on the day484

side. Meridional wind perturbations with periods shorter than 20 min can still be quite485

strong at mid to high winter latitudes, up to 25 ms−1 (Figure 14, right). Their spatial486

distribution is similar to those shown in left figure, and the spatial scales are generally487

smaller.488

Figure 15 (left panel) are the electron density perturbations (relative to the unfil-489

tered value) near the F-region peak with periods less than 2 hours and less than 20 min-490

utes. The spatial distribution and local time dependence of the perturbations and their491

propagation are very similar to gravity wave signatures seen in the meridional wind (Fig-492

ure 14), suggesting the gravity waves as the main driver of these traveling ionospheric493

disturbances (TIDs). The relative perturbation amplitude associated with the waves is494

about ±15% (< 2 hours) and ±5% (< 20 min). Similar features are also seen in the to-495

tal electron content (TEC) (Figure 15 right panel), with magnitudes of ∼ ±3% (< 2 hours)496

and ∼ ±1% (< 20 min). It is also worth noting that the consistent southwestward prop-497

agation of neutral wind perturbations and TIDs at night time suggests that gravity waves498

can provide an alternative mechanism to Perkins instability in driving this propagation499

pattern. The large relative changes around the terminators are artifacts from the filter-500

ing. An animation of the relative TEC perturbations (period less than 2 hours) from one501

day of simulation (January 13) has been included as Supporting Information (Movie S1).502

Both wind and electron density perturbations are significant according to these sim-503

ulations. The field aligned drift perturbation associated with the neutral wind would be504

of similar magnitude. It is noteworthy that the frequency range overlaps with that of505

ultra-low frequency (ULF) waves (Pc5-6, period shorter than 20 minutes). These grav-506

ity wave driven perturbations may thus play a role in magnetosphere, ionosphere and507

thermosphere coupling. This will be explored in the future using coupled geospace mod-508

els, such as the Multiscale Atmosphere-Geospace Environment (MAGE) model (https://509

cgs.jhuapl.edu/).510

Wave oscillations of wind and electron density (thus electric conductivities) per-511

turb the E×B drift (Figure 16). Both the zonal and vertical components of E×B have512

the largest amplitudes around the geomagnetic equator, up to ∼5 ms−1 (< 2 hours), 1.5513

ms−1 (zonal, < 20 min) and 0.8 ms−1 (vertical, < 20 min). The strongest perturbations514

are found during night time, probably because the high frequency wind perturbations515

are generally stronger in the F-region, and the F-region dynamo is dominant during night-516

time. While the phase lines of the perturbations are perpendicular to the geomagnetic517

equator, they curve toward eastward or westward directions away from the equator, with518

a ”C” or reverse ”C” shape. This likely reflects the relative position of the wave phase519

lines of the wind perturbations with respect to the field lines. A more quantitative study520

will be conducted in the future.521

4 Summary and Conclusions522

With the newly developed species-dependent spectral element dynamical core, WACCM-523

X simulations can now be performed with high spatial resolution: ∼25 km horizontally524

and 0.1 scale height vertically. The high-resolution simulation for January has been an-525

alyzed to study the gravity wave distribution and the wave effects in the thermosphere526

and ionosphere. The overall wave activity continues to increase with altitude in the ther-527
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mosphere, with horizontal wind and temperature perturbations maximizing between 110–528

200 km, and vertical wind between 200-300 km. The largest wave activities are located529

at higher latitudes, with larger magnitude in the northern (winter) hemisphere. In the530

winter hemisphere, the longitudinal distribution of gravity waves from the mesosphere531

to the upper thermosphere is similar to that in the stratosphere, with the strongest ac-532

tivities extending from eastern North America, across the North Atlantic and to west-533

ern Eurasia. The winter stratospheric jet may play an important role in exciting these534

waves. In the summer hemisphere, the peak wave activities shift from tropical latitudes535

at lower altitudes to higher latitudes with increasing height up to the upper mesosphere,536

coincident with the altitudes with zonal wind reversal and/or the large eastward shear537

of the mean zonal wind. Gravity waves display strong local time dependence in the up-538

per atmosphere due to the modulation by tidal waves and the large day-night change539

of large-scale atmosphere state. In particular, the thermospheric gravity waves propa-540

gate predominantly against the large-scale wind. These waves have larger intrinsic fre-541

quencies, vertical wavelengths and propagation speeds due to doppler shift, and are thus542

less vulnerable to the strong molecular damping. The strongest wave activities in the543

upper thermosphere are near magnetic poles in both hemisphere. This could be due to544

reduced ion drag for gravity waves with large vertical wavelengths, whose phase lines be-545

come more parallel with the fieldlines. The features of wave distribution are similar to546

available observations in the middle and upper atmosphere.547

The dissipation of the gravity waves in the thermosphere leads to strong forcing548

in the zonal and meridional directions. In January, the mean zonal/meridional forcing549

is found to be predominantly eastward/southward in both hemispheres, with the largest550

values found at mid-high latitudes between 200–300 km (exceeding 100 ms−1d−1 in the551

NH). The Coriolis forcing associated with the eastward gravity wave forcing is equator-552

ward. Therefore the zonal and meridional forcings both tend to slow down the mean merid-553

ional circulation in the NH, while in the SH they offset each other. The thermospheric554

circulation changes the compositional structure: the slowdown of meridional/downward555

circulation in the winter hemisphere reduces the column integrated O/N2. This ratio is556

further reduced by wave induced transport. These changes result in improved agreement557

with observations. The gravity wave forcing, the mean circulation and the tides change558

significantly from day to day.559

The zonal spectra of the kinetic energy and the vertical momentum flux still fol-560

low power-law distributions in the thermosphere. The spectral slopes of the latter is gen-561

erally shallower than the former, as in the lower and middle atmosphere. The power-law562

distributions allow the examination of the scale dependence of kinetic energy and mo-563

mentum flux. For kinetic energy, larger scale waves are dominant at most latitudes. For564

momentum flux, on the other hand, smaller scale waves can contribute significantly, es-565

pecially at middle to high latitudes.566

Gravity waves are an important driver of traveling atmosphere disturbances (TADs)567

and traveling ionosphere disturbances (TIDs). The waves and these disturbances depend568

sensitively on the background wind in the thermosphere, which is in turn local time de-569

pendent. This is because the molecular damping is inversely proportional to the square570

of the vertical wavelength, which changes as a result of Doppler shift by the background571

wind. The magnitude of the wave induced TID in TEC is ∼3% (periods < 2 hours), with572

temporal and spatial structures similar to the F-region electron density perturbations573

and the gravity waves at F-region altitudes. Even with this hydrostatic model, the sim-574

ulated thermospheric and ionospheric perturbations still have significant power at short575

periods (less than 20 min). Its role in magnetosphere-ionosphere-thermosphere coupling576

is worth further investigation in future studies.577
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Figure 1: Zonally averaged standard deviation of (upper left) zonal, (upper right) merid-
ional, (lower left) vertical winds and (lower right) neutral temperature perturbations with
zonal scales less than 2000 km for January. Contour lines are zonal mean zonal wind
(Solid: eastward, with contour interval of 10 ms−1).
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Figure 2: Standard deviation of temperature perturbations at (upper left) 78, (upper
right) 1.1, (lower left) 1.1×10−4 and (lower right )1.1×10−7 hPa, averaged over four UT
times (0, 6, 12, and 18 hours) for January. The contour lines are stream functions cal-
culated from the horizontal winds. Contour lines with lighter shades have larger values.
Atmosphere flow is toward the right of the down-gradient direction.

–14–



manuscript submitted to JGR: Space Physics

F
ig

u
re

3:
S

ta
n

d
ar

d
d

ev
ia

ti
on

of
te

m
p

er
at

u
re

p
er

tu
rb

a
ti

o
n

s
a
t

(u
p

p
er

p
a
n

el
s)

1
.1

,
(m

id
d

le
p

a
n

el
s)

1
.1
×

1
0
−

4
a
n

d
(l

ow
er

p
a
n

el
s)

1
.1
×

1
0
−

7
h

P
a

a
t

fo
u

r
U

T
(0

,
6,

12
,

an
d

18
h

ou
rs

,
fr

om
le

ft
to

ri
gh

t)
fo

r
J
a
n
u

a
ry

.
T

h
e

co
n
to

u
r

li
n

es
a
re

st
re

a
m

fu
n

ct
io

n
s

ca
lc

u
la

te
d

fr
o
m

th
e

h
o
ri

zo
n
ta

l
w

in
d

s.
C

o
n
to

u
r

li
n

es
w

it
h

li
gh

te
r

sh
ad

es
h

av
e

la
rg

er
va

lu
es

.
A

tm
os

p
h

er
e

fl
ow

is
to

w
a
rd

th
e

ri
g
h
t

o
f

th
e

d
ow

n
-g

ra
d

ie
n
t

d
ir

ec
ti

o
n

.

–15–



manuscript submitted to JGR: Space Physics

Figure 4: Zonal mean (upper panel) zonal forcing and (middle panel) meridional forcing
by gravity waves with zonal scales less than 2000 km. Contour lines are zonal mean zonal
wind in the upper panel (solid: eastward) and zonal mean meridional wind in the mid-
dle panel (solid: northward). Contour intervals: 10ms−1. Lower panel: Total zonal mean
zonal forcing by all resolved waves. Contour lines are the same as in the upper panel.
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Figure 5: Zonal mean (left) meridional and (right) vertical winds in the thermosphere
averaged over 57.5–63.5◦ latitudes in both hemispheres. The solid lines are from the high
resolution simulation, while the dotted lines are from the coarse resolution simulation.
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Figure 6: Zonally averaged O/N2 (column integrated) from high resolution (solid) and
coarse resolution (dotted) WACCM-X simulations.
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Figure 7: Vertical (left) and latitudinal (right) profiles of Joule heating and NO cooling
from high-resolution (solid lines) and coarse-resolution (dotted lines) simulations.
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Figure 8: Zonal mean (left) meridional and (right) vertical winds at 60.5◦N and
2.6×10−7 hPa for 13–31 January. Solid lines: high resolution simulation. Dotted lines:
coarse resolution simulation.
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Figure 9: Zonal mean zonal (solid line) and meridional (dotted line) forcing at 60.5◦N
latitude and and 2.6×10−7 hPa for 13–31 January.
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Figure 10: The mean (line contour) and standard deviation (color contour) of the DW1
(upper), SW2 (middle) and DE3 (lower) tidal components from the NE120 (left) and
NE16 (right) simulations. Line contour intervals: 10ms−1 (upper and middle) and 5ms−1

(lower).
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Figure 11: Zonal wind kinetic energy spectra (left) and momentum flux spectra (right)
at 40◦N and 3 different altitudes (60, 120 and 250 km). Spectral slopes for the mesoscale
range (zonal wavenumber 20–100) are shown by the straight lines.
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Figure 12: Percentage contributions to the total (upper panels) zonal kinetic energy and
(lower panels) vertical flux of zonal momentum by (left panels) larger zonal scale waves
and (right panels) smaller zonal scale waves.
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Figure 13: Upper mesosphere and thermosphere zonal wind at (left) 50◦S and (right)
50◦N and UT 6 hour on January 13.
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Figure 14: High-pass filtered meridional wind, with period shorter than (left panel) 2
hours and (right panel) 20 minutes. The UT time is 3 hour on January 30th.
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Figure 15: High-pass filtered (left panels) relative electron density perturbations near F
region peak and (right panels) relative total electron content (TEC) perturbations, with
period shorter than (upper panels) 2 hours and (lower panels) 20 minutes. The UT time
is 3 hour on January 30th.
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Figure 16: High-pass filtered (left panels) zonal and (right panels) vertical components
of E×B drifts, with period shorter than (upper panels) 2 hours and (lower panels) 20
minutes. The UT time is 3 hour on January 30th.
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Appendix A Species dependent thermodynamics578

Lauritzen et al. (2018) derived energy consistent equations of motion and equation
of state for moist air including water vapor and condensates. Here we expand that frame-
work for species dependent dry air. The implementation is such that the user can spec-
ify a list of major species via the namelist. Let Ldry be the set of species that make up
dry air that in this study is given by

Ldry = {O,O2, H,N2} . (A1)

The framework can easily be extended to include more species in dry air. The set of all
components of moist air is given by

Lall = Ldry ∪ LH2O, (A2)

where LH2O is the set of water species (water vapor, cloud liquid, ice, rain, and snow):

LH2O = {′wv′,′ cl′,′ ci′,′ rn′,′ sn′} . (A3)

The dry mixing ratio for each species is defined as

m(`) ≡ ρ(`)

ρ(d)
, (A4)

where ρ(d) is the mass of dry air per unit volume of moist air and ρ(`) is the mass of the
species ` per unit volume of moist air. Note that the mixing ratio for dry air is one by
definition ∑

`∈Ldry

m(`) = 1, (A5)

and that the mixing ratio for N2 is derived from the other components of dry air

m(N2) = 1−m(O) −m(O2) −m(H). (A6)

The specific (moist) mixing ratios are given by

q(`) ≡ ρ(`)

ρ
, (A7)

where ρ is the density of moist air.579

A1 Species dependent specific heat for dry air580

The specific heat at constant pressure for species ` is given by

c(`)p =
1

2
Rd

dof (`)

M(`)
, (A8)

where Rd is the universal gas constant, M(`) is the molecular mass of species ` and dof (`)

is degrees of freedom:
dof = {5, 7, 7, 5} for set Ldry. (A9)

The formula for the specific heat of dry air at constant pressure is simply the sum of the581

specific heats for each major species582

c(d)
p =

∑
`∈Ldry

c
(`)
p m(`). (A10)

The generalized specific heat for species dependent moist air is then583

cp =
c
(d)
p +

∑
`∈LH2O

c
(`)
p m(`)∑

`∈Lall
m(`)

, (A11)

=
∑
`∈Lall

c(`)p q(`), (A12)

(Lauritzen et al., 2018). There is currently a discrepancy between CAM physics (that584

assumes that LH2O = {′wv′}) and the spectral-element dynamical core that includes585

all forms of water in the thermodynamics.586

–29–



manuscript submitted to JGR: Space Physics

A2 Species dependent R for dry air587

The definition of the gas constant for dry air, according to the original definition588

from kinetic theory, is589

R(d) = Rd
∑

`∈Ldry

[
m(`)

M(`)

]
, (A13)

=
∑

`∈Ldry

Rd
M(`)

m(`), (A14)

=
∑

`∈Ldry

R(`)m(`) (A15)

where R(`) is given by

R(`) =
Rd
M(`)

, for ` ∈ Ldry, (A16)

in which case the generalized R becomes590

R =
R(d) +

∑
`∈LH2O

R(`)m(`)∑
`∈Lall

m(`)
, (A17)

=
∑
`∈Lall

[
R(`)q(`)

]
, (A18)

where R(`) = 0 for non-gas components of air (condensates).591

A3 Virtual temperature592

Let Lgas be the set of gaseous components of dry air. Each gaseous component of
air satisfies in the ideal gas law

p(`)V (gas) = V ρ(`)R(`)T, for ` ∈ Lgas (A19)

where p(`) is the partial pressure of gas `, V is the volume of moist air and V (gas) the593

volume of the gaseous components of moist air. Applying Dalton’s law of partial pres-594

sures, the total pressure is given by595

p =
∑

`∈Lgas

p(`),

=
V

V (gas)

∑
`∈Lgas

[
ρ(`)R(`)T

]
, using (A19)

=
V

V (gas)
ρ(d)R(d)T

∑
`∈Lgas

[
ρ(`)

ρ(d)

R(`)

R(d)

]
, ‘pull’ out ρ(d)R(d),

≈ ρ(d)R(d)T
∑

`∈Lgas

[
ρ(`)

ρ(d)

R(`)

R(d)

]
, assume condensates occupy 0 volume

V

V (gas)
= 1,

= ρ(d)R(d)T
∑

`∈Lgas

[
m(`)R

(`)

R(d)

]
, use m(`) ≡ ρ(`)

ρ(d)
,

= ρR(d)T
∑

`∈Lgas

[
m(`) R(`)

R(d)∑
Lall

m(`)

]
, using ρ = ρ(d)

∑
Lall

m(`),

= ρR(d)T
∑
`∈Lall

[
m(`) R(`)

R(d)∑
Lall

m(`)

]
, since R(`) = 0 for non-gas components,

= ρR(d)T
R

R(d)
, where R(d) is given by (A17),

= ρR(d)Tv,
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where the virtual temperature is given by596

Tv = T
R

R(d)
, (A20)

= T

1 +
(
R(wv)

R(d)

)
m(wv)∑

`∈Lall
m(`)

 , (A21)

and R(d) is given in (A17). We can rewrite (A21) as597

Tv = T

1 +
(
R(wv)

R(d)

)
m(wv)∑

`∈Lall
m(`)

 (A22)

= T

1 +m(wv) +
(
R(wv)

R(d)

)
m(wv) −m(wv)∑

`∈Lall
m(`)

 (A23)

= T

1 +m(wv) +
{(

R(wv)

R(d)

)
− 1
}
m(wv)∑

`∈Lall
m(`)

 (A24)

= T

 1 +m(wv)∑
`∈Lall

m(`)
+

{(
R(wv)

R(d)

)
− 1
}
m(wv)∑

`∈Lall
m(`)

 (A25)

= T

[
1 +m(wv)∑
`∈Lall

m(`)
+

{(
R(wv)

R(d)

)
− 1

}
q(wv)

]
(A26)

So if and only if water vapor is the only non-dry component of dry air, i.e.∑
`∈Lall

m(`) = 1 +m(wv), (A27)

then (A21) can be written as

Tv = T

[
1 +

(
R(wv)

R(d)
− 1

)
q(wv)

]
, (A28)

which is the formula used in CAM physics but not the spectral-element dynamical core.598

Appendix B Molecular viscosity and thermal conductivity599

The implementation of molecular viscosity and thermal conductivity in WACCM-
X is split into a horizontal part (handled by the dynamical core) and vertical (performed
in physics). That is, for the molecular viscosity the dynamical core solves

d~v

dt
=

1

ρ
∇z · (kmvis∇z~v) , (B1)

where kmvis is a dynamic viscosity coefficient which is a function of the major species,
and physics solves

d~v

dt
=

1

ρ

d

dz

(
kmvis

d~v

dz

)
. (B2)

Since WACCM-X uses pressure coordinates we use the chain rule to rewrite the horizon-
tal gradient term

∇p~v = ∇z~v +

(
∂p

∂z

)
(∇pz)

(
∂~v

∂p

)
, (B3)

and use the hydrostatic relation
∂p

∂z
= −ρg, (B4)
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(where g is gravity) to rewrite the horizontal molecular viscosity equation

∇z~v = ∇p~v + ρ∇pΦ
(
∂~v

∂p

)
, (B5)

where Φ = gz is the geopotential. The second term on the right-hand side of (B5) is600

found to be much smaller than the first throughout the computational domain, and has601

been neglected in the current implementation. Hence the operators are applied along pres-602

sure surfaces rather than z surfaces. For the vertical a transformation to pressure coor-603

dinates yields604

d~v

dt
= g2 d

dp

(
kmvis ρ

d~v

dp

)
. (B6)

A unified infrastructure has been implemented so that the dynamical core (”horizontal”)605

and physics package (vertical) fetch the viscosity coefficient (kmvis) coefficients from the606

same code module.607

The frictional dissipation of kinetic energy is ultimately turned into heating at the
molecular scale. In WACCM-X the change in kinetic energy due to molecular viscosity
is turned into heat at each grid point

∆Theat = − 1

cp

(
K(new) −K(old)

)
(B7)

where K(old) = 1
2~v

2 is specific kinetic energy before applying the molecular viscosity608

operator to ~v and K(new) is after. While this guarantees a closed energy budget it is not609

entirely correct since the kinetic energy equation terms associated with molecular vis-610

cosity have a dissipative and a diffusive term; only the dissipative term should be added611

as heating (Bister & Emanuel, 1998). A way to do this rigorously and consistently in spher-612

ical geometry is presented in Becker and Burkhardt (2007).613

The thermal conductivity equations take the same form as molecular viscosity ex-
cept for a cp term in equations

d

dt
(cpT ) =

1

ρ
∇z (kmcnd∇zT ) , (B8)

and
d

dt
(cpT ) =

1

ρ

d

dz

(
kmcnd

dT

dz

)
. (B9)

where kmcnd is the conductivity coefficient that is a function of the major species. The614

transformation to pressure coordinates is the same as outlined above and not repeated615

here.616

Appendix C Vertical profiles for artificial viscosity (sponge layer damp-617

ing)618

It was found challenging to stabilize WACCM-X likely due to the less diffusive char-619

acteristics of the spectral-element dynamical core (compared to the finite-volume dynam-620

ical core) and perhaps excessively large tendencies from the parameterizations (the lat-621

ter was not investigated in detail).622

The spectral-element dynamical core by default uses constant hypverviscosity (∇4
ψ(ref))623

applied to all prognostic variables ψ = T (temperature),ψ = ∆p (pressure-level thick-624

ness), divergence ψ = δ and vorticity ψ = ζ. For a nominal 1◦ resolution the constant625

reference values for fourth-order hyperviscosity are626

ν
(ref)
δ = 2.5× 1015m4/s,

ν
(ref)
ζ = 0.5× 1015m4/s,

ν
(ref)
T = ν

(ref)
∆p ≡ ν(ref)

∆x=1◦ = 1.0× 1015m4/s, (C1)

–32–



manuscript submitted to JGR: Space Physics

(reference hyperviscosity coefficients for nominally 1◦ resolution; ∆x(ref) ≡ 110km)

and are scaled for other resolutions using627

ν
(ref)
δ = 2.5×Υ,

ν
(ref)
ζ = 0.5×Υ,

ν
(ref)
T = ν

(ref)
∆p = 1.0×Υ, (C2)

(reference hyperviscosity coefficients for any resolution)

where

Υ ≡ ν(scaling)

[(
30

ne

)
ν

(ref)
∆x=1◦

]λ
(C3)

and

ν(scaling) =

[
R

R(Earth)

]
ν

(ref)
∆x=1◦

[
∆x(ref)

]−λ
(C4)

where λ ≡ 1
log10 2 is the scaling coefficient (which ensures that viscosity coefficients de-628

crease a logarithmic decade for a doubling of resolution), ν
(ref)
∆x=1◦ is a reference value for629

viscosity at 1◦ resolution given in (C2) and associated average grid spacing ∆x(ref) =630

110km. Since spectral-elements is also run on other planets the viscosity coefficients need631

to be scaled accordingly. Hence we have introduced R, which is the mean radius of the632

planet in question, and R(Earth) is the mean radius of Earth. The resolution is speci-633

fied in terms of number of elements along a cubed-sphere side, ne. For 1◦ ne = 30 and634

for 0.25◦ ne = 120 and the resulting viscosity coefficients are ν
(ref)
δ = 2.5×1013, ν

(ref)
ζ =635

0.5 × 1013 and ν
(ref)
T = ν

(ref)
∆p = 1.0 × 1013. Some of these values are adjusted for636

WACCM-X:637

ν
(ref)
δ = 1.5× 1013m4/s,

ν
(ref)
ζ = 1.0× 1013m4/s,

ν
(ref)
T = ν

(ref)
∆p = 1.0× 1013m4/s,

these values were chosen empirically to maintain numerical stability.638

In addition there is increased Laplacian damping (∇2) near the model top using
the following coefficient

µψ(k) = Γ(µ)(k)µ(ref), where ψ = T,~v,∆p, (C5)

if Γ(µ)(k) > 0.15 else µ(µ)(k) = 0. The reference value µ(ref) is specified via the namelist
variable se_nu_top (for WACCM-X µ(ref) = 1E6m2/s and for any other configura-
tion it is µ(ref) = 1.25E5m2/s). The scaling function Γ(µ) is given by

Γ(µ)(k) = 8

{
1 + tanh

[
log

(
ptop
pk

)]}
, (C6)

(Lauritzen et al., 2011) where ptop is the pressure at the model top and pk is the mid pres-639

sure in level k.640

Unfortunately this level of damping was found insufficient for stabilizing WACCM-
X. Even drastic increases in µ(ref) were found unsuccessful in terms of stability. By trial
and error stability was achieved by increasing ∇4 damping in the top model layers us-
ing the following scaling function

Γ(ν)(k) =
1

2

{
1 + tanh

[
2 log

(
pks
pk

)]}
(C7)

where ks is the mid-point of the sponge given by namelist variable

ks = se_sponge_del4_lev. (C8)
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WACCM-x 273lev artificial damping settings
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Figure C1: Left plot shows the hyperviscosity coefficient (νψ, ψ = δ, ζ, T,∆p) in units
of 1 × 1013m4/s as a function of pressure (Pa). The right Figure is the Laplacian sponge
layer diffusion coefficient (µψ, ψ = ~v, T,∆p) in units of 1E6m2/s as a function of pressure.
The artificial Laplacian damping coefficient is much smaller than the physical molecular
viscosity and thermal conductivity coefficients.

For WACCM-X we use ks = 10 (for model tops up to 140km we use ks = 3). The fol-
lowing damping coefficients, νψ, are used for ∇4 operator on divergence (δ), vorticity (ζ)
and temperature (T )

νψ(k) =
[
1− Γ(ν)(k)

]
ν

(ref)
ψ + Γ(ν)(k)ν

(max)
ψ , where ψ = δ, ζ,T (C9)

where the maximum damping coefficients (for model tops above ∼42km, i.e. WACCM641

and WACCM-X)1 are642

ν
(max)
δ = 7.5ν

(ref)
∆p , namelist se_sponge_del4_nu_div_fac=7.5, (C10)

ν
(max)
ζ = 5.0ν

(ref)
∆p , namelist se_sponge_del4_nu_fac=5.0, (C11)

ν
(max)
T = 5.0ν

(ref)
∆p , namelist se_sponge_del4_nu_fac=5.0, (C12)

The damping coefficients as a function of pressure are shown in Figure C1643
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