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Abstract

Rock fractures play a fundamental role in fluid migration through the crust, rendering them important in geoenergy applications.

Although often modelled as smooth parallel plates, fracture surfaces are rough, and roughness impacts transport properties.

Despite their importance, there remains a paucity of data related to what controls fracture roughness and, consequently, how this

affects fluid flow. Here, we examine how fracture orientation affects fracture roughness in Nash Point Shale, using laboratory-

and synchrotron-based μ-CT, and optical microscopy methods, and consequently how fracture orientation and roughness affect

fluid flow through a series of core flooding experiments. We show that there is a strong correlation between fracture orientation,

fracture roughness and surface area, for fractures between the Short-transverse and Arrester orientations. Fractures in the

Divider orientation have both a larger surface area and higher roughness than fractures in all other orientations, which we

relate to fundamental differences in the fracture mechanics in this orientation. We also measured the permeability of samples

containing mated fractures of different orientations to bedding but discovered no systematic differences between them.
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Abstract 12 

Rock fractures play a fundamental role in fluid migration through the crust, rendering them 13 

important in geoenergy applications. Although often modelled as smooth parallel plates, fracture surfaces 14 

are rough, and roughness impacts transport properties. Despite their importance, there remains a paucity 15 

of data related to what controls fracture roughness and, consequently, how this affects fluid flow. Here, we 16 

examine how fracture orientation affects fracture roughness in Nash Point Shale, using laboratory- and 17 

synchrotron-based µ-CT, and optical microscopy methods, and consequently how fracture orientation and 18 

roughness affect fluid flow through a series of core flooding experiments. We show that there is a strong 19 

correlation between fracture orientation, fracture roughness and surface area, for fractures between the 20 

Short-transverse and Arrester orientations. Fractures in the Divider orientation have both a larger surface 21 

area and higher roughness than fractures in all other orientations, which we relate to fundamental 22 

differences in the fracture mechanics in this orientation. We also measured the permeability of samples 23 

containing mated fractures of different orientations to bedding but discovered no systematic differences 24 

between them.  25 



2 
 

Plain Language Summary 26 

Fractures are common in the subsurface and are important in subsurface energy systems e.g. 27 

geothermal energy, carbon capture and storage. Fractures are also rough, making it difficult to predict how 28 

fluids flow through them. Although studied widely, there is still a lack of data on what controls fracture 29 

roughness and, consequently, fluid flow. We present data on how fracture orientation affects fracture 30 

roughness using different imaging methods that measure topographical variations of a fracture surface at a 31 

micrometre scale. We also measured the permeability of the same fractured samples to investigate what 32 

effect fracture orientation and roughness have on fluid flow. While we show that fracture orientation does 33 

exert some control on fracture roughness, more data is required to understand how this ultimately affects 34 

fluid flow.   35 

1. Introduction  36 

Rock fractures are prevalent geological features that form under various stress conditions and have 37 

properties (e.g. length, aperture) that span several orders of magnitude. Consequently, they play a 38 

fundamental role in fluid migration through the crust, understanding their transport properties is crucial in 39 

geoenergy applications. These include geothermal energy and transitional gas (Martínez et al. 2014; 40 

McCartney et al. 2016), where a well-connected, pervasive fracture network can be beneficial, as well as 41 

energy and CO2 storage, where a fractured caprock overlying the storage reservoir can hinder project 42 

viability (Pruess 2008). 43 

Modelling fracture flow across ranging spatial and temporal scales requires comprehension of the 44 

interplay between fracture tortuosity, aperture and rough internal geometry affecting flow. Numerous 45 

studies have focused on linking roughness and fluid transport, highlighting the limitations of the 46 

oversimplified parallel-plate approximation when predicting volumetric flow rates (Tsang & Witherspoon 47 

1981; Thompson & Brown 1991; Zimmerman et al. 2004; Tan et al. 2020). Despite a consensus that 48 

roughness can invalidate linear flow laws (Brown 1987; Zimmerman et al. 1992; Radilla et al. 2013; Zhou et 49 

al. 2015), experimental data on roughness variation, and, to what extent roughness is controlled by factors 50 

such as rock type, fracture orientation and mode is scarce (e.g. Yin 2018; Li et al. 2021). There is, therefore, 51 
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a need to improve our understanding of these controls to aid the predictive capabilities of reservoir-scale 52 

models simulating, for example, CO2 leakage through a fractured caprock over years to millennia.  53 

Shales/mudrocks are the most abundant sedimentary rocks, comprising >50% of sedimentary 54 

material worldwide (Chandler et al. 2016). They form seals in the subsurface storage of energy (Heinemann 55 

et al. 2021), radioactive waste (Marschall et al. 2005; Cuss et al. 2017) and CO2 (Phillips et al. 2020). Most 56 

exhibit structural anisotropy resulting from their depositional environment, mineral grain alignment, and 57 

pores and/or microfractures. Structural anisotropy causes many shales to exhibit anisotropic physical and 58 

mechanical properties, and in them being transversely isotropic (Lee et al. 2015; Chandler et al. 2016; Forbes 59 

Inskip et al. 2018; Gehne et al. 2020). When considering the growth of an essentially planar fracture in a 60 

transversely isotropic material, we can define three principal fracture orientations: Short-transverse, Arrester 61 

and Divider (Figure 1A and B) (Chong et al. 1987). In the Short-transverse, both the fracture plane and 62 

fracture propagation direction are bedding parallel. Conversely, in the Arrester, both the fracture plane and 63 

the fracture propagation direction are bedding normal. Finally, in the Divider, the fracture plane is bedding 64 

normal while the fracture propagation direction is bedding parallel.  65 

In nature, fracture orientation can vary with bedding. For horizontally bedded strata, bedding 66 

parallel tensile fractures (Short-transverse) are more common in the shallow subsurface (100’s metres), 67 

where the minimum principal compressive stress is predominantly vertical. For geoenergy applications, this 68 

is relevant to temporary hydrogen or compressed air storage, or radioactive waste disposal (Cuss et al. 2017; 69 

Parkes et al. 2018). Fault zone-related fractures can occur at almost all orientations to bedding depending 70 

on fault type. Again, for horizontally bedded strata, fractures occurring at low to mid angles to bedding 71 

(closer to the Short-transverse than Arrester) are more likely to occur in thrust or reverse fault zones (e.g. 72 

Mont-Terri, Switzerland) (Nussbaum et al. 2011; Laurich et al. 2018). Fractures at mid to high angles to 73 

bedding (closer to the Arrester than the Short-transverse) are more likely to occur in normal fault damage 74 

zones, present in passive margins and rift basins globally (Gawthorpe et al. 1997; Philipp 2008). Fractures 75 

at very high angles to bedding or bedding normal (Arrester or Divider) are more likely linked to strike-slip 76 

faults (e.g. Vaca Muerta Formation, Argentina) (Sosa et al. 2017; Cruset et al. 2021). However, secondary 77 

fracturing (conjugates, Riedel shears etc.) can lead to fracture orientations that are not parallel to the main 78 

fault movements, and therefore at many other orientations to bedding (Laurich et al. 2017). These examples 79 
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consider idealised horizontally bedded strata, but in many cases, this is imprecise. For dipping strata, fracture 80 

to bedding orientation is likely to be more complex and will depend on local kinematic history. 81 

Furthermore, hydraulic fracture orientation, whether naturally- or anthropogenically-induced, are 82 

dependent on in-situ stress conditions, but also on any mechanical anisotropy of the material (Chandler et 83 

al. 2016). Hence, they too can form at a variety of different bedding orientations.  84 

Here, we analyse the impact of fracture orientation on roughness in Nash Point Shale (NPS) and, 85 

ultimately, the effect on permeability. NPS is a fine-grained, low matrix permeability (10-18–10-20m2) (Gehne 86 

& Benson 2019), high clay content, transversely isotropic material. We, therefore, consider it a suitable 87 

analogue for sealing intervals relevant to geoenergy applications.  88 

2. Materials and Methods 89 

2.1 Sample material and preparation 90 

We used select NPS samples discussed in Forbes Inskip et al. (2018) and refer to this study for 91 

details on sample material and preparation, however a brief synopsis is given below for completeness.  92 

NPS is the shaly member of the Porthkerry Formation, outcropping at Nash Point, 93 

Glamorganshire, South Wales. It is moderately sorted, with predominately sub-angular grains that exhibit 94 

strong alignment within a clay matrix. The majority of grains are shell fragments, with a significant 95 

proportion of quartz grains. Compositionally, it is predominately calcite (50–70%), with lesser amounts of 96 

clay (20–30%) and quartz (10–20%).  97 

We prepared Brazil-disk samples (ISRM 1978) to measure tensile strength in the three principal 98 

fracture orientations (Figure 1) and at 15° intervals between Short-transverse and Arrester. Samples were 99 

38mm diameter by 19mm thickness, and at least 4 samples were tested in each orientation. All were 100 

deformed by diametral loading at a constant displacement rate (0.1mm/min) using a Brazil test jig mounted 101 

within a servo-controlled loading frame.  102 

We selected a subset of samples to conduct fracture image analysis using both X-ray micro-103 

computed tomography (μ-CT) and digital optical microscopy. At least 2 samples of each fracture orientation 104 

were selected for the subset.  105 
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2.2 X-ray micro-computed tomography (μ-CT) 106 

μ-CT was performed at the Research Centre for Carbon Solutions, Heriot-Watt University, using 107 

a Nikon XT-H-225-XCT Scanner. 1000 projections at 155kV and 48μA beam settings were taken for each 108 

sample and reconstructed, resulting in a stack of 3,192x3,192x1,871-voxel images at a 13.8μm voxel 109 

resolution. Scans were taken with both parts of fractured samples separated, since scanning of closed 110 

fractures resulted in segmentation difficulties at this resolution (See SI). 111 

Images were processed in PerGeos 2020.2 (Thermofisher) by removing areas affected by cupping 112 

(beam hardening), reducing effective imaged fracture height to 16.6mm, applying non-local means filtering 113 

and threshold segmentation. Segmented surface images were generated using a built-in algorithm with 114 

Gaussian smoothing and edited to calculate effective fracture areas (See SI). As resulting areas of each 115 

fracture side were not equal due to imaging limitations, the effective fracture area is presented as the mean 116 

of both side areas. Two of the samples contained branching fractures, which may represent a secondary 117 

feature (i.e. caused after the initial failure). Consequently, these samples were disregarded as we found that 118 

they produced anomalously high surface area values, not relevant for this study.   119 

  120 

2.3 Digital optical microscopy 121 

 Surface roughness was imaged via photogrammetry for each fracture surface using a Keyence 122 

VHXTM-6000 Digital Optical Microscope (DOM) (Keyence 2017). Surfaces were imaged at 100x 123 

magnification, which yielded 20,000x20,000-pixel images, with a pixel size of ~1-2.5μm. Each row and 124 

column of pixels of the fracture height field were analysed separately as a 1D profile using an automated 125 

PythonTM code (Phillips et al., 2021). Mean Joint Roughness Coefficients (JRC) in the x- and y- directions 126 

(Figure 3) were calculated from these 1D profiles, where JRC is a common metric for characterising 127 

roughness along a 1D trace (Barton & Choubey 1977; Tse & Cruden 1979; Li & Zhang 2015). Further 128 

details describing this method can be found in Phillips et al., (2021). 129 
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2.4 Single-phase permeability 130 

To understand what effect fracture orientation, and/or roughness have on flow, we conducted 131 

permeability experiments on samples in each fracture orientation. Sample inspection from two experiments 132 

(Arrester and 60° to bedding) showed confining fluid leakage and sample contamination. We considered 133 

this data compromised and disregarded them from our analysis.   134 

Permeability was measured using a Dynchem permeameter at the GeoEnergy Laboratories, Heriot-135 

Watt University. Samples were tested using the steady-state method (e.g. Fink et al. 2017) using nitrogen at 136 

25°C (see SI for further details). Pore fluid pressure (Pp) was kept constant at 1MPa throughout the 137 

experiments to minimise turbulence and Forchheimer effects (Jung et al. 2021). Confining pressure (Pc) was 138 

varied between experiments and permeability was measured at Pc of 3, 9, 15, 21MPa, and then at the same 139 

pressure steps but in reverse. Experiments at individual pressure steps were continued until a constant flow 140 

rate was reached, satisfying steady-state test requirements.  141 

3. Results 142 

3.1 Tensile strength 143 

 144 

 145 

 146 
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Fig 1: A) The three principal fracture orientations. B) Samples with fractures in the Short-transverse (top 

left), Divider (top right) 45° to bedding (bottom left) and in the Arrester (bottom right). Black lines on 

the samples indicate the bedding plane orientation. C) Tensile strength vs angle to bedding [Mean and 

range] (From Forbes Inskip et al., 2018).  

 

Figure 1C shows the tensile strength of the subset of samples used, where the complete data set is published 147 

in Forbes Inskip et al. (2018). We refer the reader to that study for a full description and discussion of the 148 

data. Briefly, there is a monotonic tensile strength increase between the Short-transverse and Arrester. 149 

Divider tensile strength is higher than those of all other orientations. However, when considering the mode-150 

I fracture toughness – a more rigorous measure of a material’s resistance to fracture propagation - Forbes 151 

Inskip et al. (2018) suggest that there is no discernible difference of the fracture properties for samples 152 

tested in Arrester and Divider orientations.  153 

3.2 Fracture surface area 154 

 155 
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Fig 2: A) Rendered μ-CT image of a complete sample fractured at 45° to bedding, B) Surface area vs 

angle to bedding, C) Surface area vs Tensile strength. Mean values are plotted in B and C, along with the 

range.    

 

A strong systematic trend exist between surface area and fracture orientation (R2 = 0.82) for 156 

orientations between the Short-transverse and the Arrester. Like Forbes Inskip et al. (2018) we do not 157 

include data from the Divider for this correlation, as fractures in the Divider are fundamentally different 158 

from others tested as part of this study. From visual sample examination, we would expect increasing 159 

fracture surface area with angle to bedding, as these fractures appear more tortuous (see Figure 1B), and 160 

this is confirmed in Figure 2B. The surface area of fractures in the Divider are significantly higher than 161 

those in all other orientations.  162 

Figure 2C plots surface area against tensile strength, as both are also related to fracture energy 163 

(Hanson & Ingraffea 1997; Chandler et al. 2016). However, only a weak relationship exists between the two 164 
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(R2 = 0.46). Given the strong relationships between tensile strength (R2 = 0.74) and surface area (R2 = 0.82) 165 

with fracture orientation, it is surprising that only a weak relationship exists between tensile strength and 166 

surface area. This implies that the relationship between them and fracture energy is not straightforward.   167 

3.3 Surface roughness 168 

JRC was calculated in the X and Y orientations, where X is parallel to the diameter and Y is parallel 169 

to the thickness of the samples (Figure 3A): 170 
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Fig 3: A) Photo of sample depicting the directions in which JRC was measured. For info, loading of the 

sample, and therefore fracture propagation is parallel to the X direction. B) JRC in the X direction vs 
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angle to bedding. C) JRC in the Y direction vs angle to bedding. Mean values are plotted in B and C, 

along with the range. 

 

For data between the Short-transverse and Arrester, there is a strong correlation between angle to 171 

bedding and JRC in both the X-direction (R2 = 0.70) and Y-direction (R2 = 0.73). The most striking 172 

observation is that JRC values for the Divider in both, the X and Y direction, are higher than those in any 173 

other orientation.  174 

3.4 Single-phase permeability 175 

Figure 4 shows gas permeability data. Flow was in the Y-direction (across the thickness of the 176 

sample). 177 

 178 

 179 

 180 

 181 

 182 

 183 

 184 
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Fig 4: A) Sample permeability of NPS samples as a function of fracture orientation and effective stress 

(Confining pressure – pore fluid pressure).  

 

As expected for all samples, permeability decreases with increasing effective stress (σeff) (Figure 185 

4A). However, no systematic correlation between angle to bedding and permeability is evident. For 186 

example, sample permeability with a fracture at 15° to bedding has the highest permeability, while the 187 

sample with a fracture at 45° to bedding has the lowest permeability at σeff=20 MPa.  188 

Furthermore, when comparing JRC values in both X- and Y-directions to sample permeability, there is 189 

again no systematic correlation. 190 

4. Discussion 191 

The results raise several interesting points. Firstly, Divider fracture surfaces appear smooth and 192 

straight at the sample scale, but at the microscale, are both rougher and have a higher surface areas than 193 

fracture surfaces in all other orientations. The fundamental mechanics of Divider fractures are different to 194 

all other orientations tested. Divider fractures cross all interfaces in the sample simultaneously, while any 195 

interfaces crossed in samples tested in the Short-transverse (minimum), Arrester (maximum) and angles in 196 

between will be sequential. For Divider fractures, this may indicate that they are more transgranular 197 
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(crossing grains), while those in the other orientations may be intergranular (propagating around grains). At 198 

a large scale, this may lead to what appears to be a smooth, straight fracture. At the grain-scale however, 199 

for a fine-grained material such as NPS, it could cause significant grain-end exposure, which may ultimately 200 

lead to a rougher surface with larger surface area.  201 

We performed synchrotron imaging at the X02DA TOMCAT beamline at the Swiss Light Source, 202 

Paul Scherrer Institute (Villigen, Switzerland), where fractures in two NPS samples were imaged at a 2.75μm 203 

pixel resolution (Figure 5). Fractures were induced using the Brazil Disk test method in cylindrical cores of 204 

1cm diameter. Further details of the experimental procedure and complete dataset are given in the SI. One 205 

of the imaged samples contained a Short-transverse fracture (ST_1), while the other was at an angle between 206 

Short-transverse and Arrester orientations (OB_1).  207 

The intergranular nature of the fracture in both samples is apparent. For OB_1, this yields more 208 

stepping (Figure 5A) than in ST_1 (Figure 5B). There are also examples of the fracture crossing large grains 209 

(transgranular) in OB_1 (Figure 5C). However, this may also be a consequence of this large grain spanning 210 

most of the sample. In nature, where the fractures are not confined by sample size, this phenomenon may 211 

not occur. These phenomena have received little attention in the literature. Ma et al. (2021) used synchrotron 212 

X-ray tomography to image samples of shale that were fractured in the Short-transverse, 45° to bedding 213 

and the Arrester.  They also found that fractures tended to be intergranular rather than transgranular, and 214 

that fractures were orientated parallel to the bedding and grain alignment. Our synchrotron data, as well as 215 

those of Ma et al. (2021), may go some way to explain some of our initial observations, but more work is 216 

required to further test these hypotheses, particularly imaging samples containing fractures in the Divider 217 

orientation. This is something we are planning to investigate.      218 

 219 

 220 
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Figure 5: Samples fractured in the (A) Short-transverse orientation – ST_1, and (B, C) oblique to 

bedding – OB_1. Examples of fracture branching and smooth intergranular, stepped intergranular, and 

transgranular propagation indicated in the figure. Stepped fracture propagation where there is no clear 

indication of whether propagation is either intergranular or transgranular is also noted.  

 

Forbes Inskip et al., (2018) calculated fracture energies for NPS samples tested at different bedding 221 

orientations but not for fractures propagating in the Divider orientation, as the calculation requires Young’s 222 

modulus and Poisson’s ratio. These were only measured normal and parallel to bedding, and, when 223 

calculating the fracture energy of a fracture propagating in the Divider orientation (where the fracture 224 

propagation is bedding parallel but the fracture plane is bedding perpendicular), neither of these end 225 
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members are relevant. However, as fracture energy is related to both tensile strength and surface area 226 

(Hanson & Ingraffea 1997; Chandler et al. 2016), and as the surface area of fractures in the Divider 227 

orientation plot is higher than the general trend observed in Figure 2B, we suggest that fracture energy for 228 

fractures in the Divider orientation are higher than those in both the Short-transverse and Arrester 229 

orientations. As a consequence, considerably more energy is required for fractures propagating in the 230 

Divider orientation.  231 

Our data shows no correlation between permeability and fracture orientation or roughness. This 232 

is similar to Houben et al. (2020) who also found that the permeability of a sample fractured oblique to 233 

bedding was similar to that of one fractured parallel to bedding. Given that their method also created a 234 

shear rather than a tensile fracture, there does not appear to be any difference between shear and tensile 235 

fractures when considering whether there is a relationship between fracture orientation and permeability. 236 

However, neither Houben et al. (2020) nor our study considers permeability development of fractures 237 

during shearing for different fracture orientations, and fractures are mated (no offset) in both cases. As 238 

such, for our study, it is perhaps unsurprising that there is no relationship between permeability and fracture 239 

orientation or roughness. The reason is that permeability is more likely controlled by the aperture structure. 240 

This can be affected by asperity configuration, but it is not directly captured by the JRC.  241 

Limited experimental work has been undertaken to understand how fracture offset and shearing 242 

impact permeability. Both Esaki et al. (1999) and Pérez-Flores et al. (2017) demonstrate that a small offset 243 

can increase permeability by several orders of magnitude when compared to a sample containing a mated 244 

fracture. After an initial large permeability increase, any further effect on permeability is complicated either 245 

by the wearing down of asperities and gouge formation (Esaki et al. 1999) or fracture roughness (Pérez-246 

Flores et al. 2017). Mechanical rock properties are also important, as they determine how asperities are likely 247 

to deform under different stress conditions (Snippe et al. 2022). The interplay between fracture roughness 248 

and the rock’s mechanical properties and their control on fluid flow during shearing is still an unsolved 249 

problem that is fundamentally important in many geoenergy applications.  250 
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5. Conclusions 251 

In this study, we present new data demonstrating how fracture roughness and surface area vary as 252 

a function of fracture orientation in samples of NPS. We find a strong correlation between fracture 253 

orientation and surface area/fracture roughness for fractures between the Short-transverse and Arrester. 254 

Strikingly, Divider orientation fractures have a larger surface area and fracture roughness (JRC) than 255 

fractures in all other orientations measured in this study. We suggest that this is due to the fundamentally 256 

different fracture mechanics involved in Divider orientation fracture formation. We hypothesise that this 257 

may be related to them being more transgranular than fractures in other orientations.  258 

We also show that fracture permeability is seemingly unaffected by either fracture roughness or 259 

orientation, but our analysis was confined to mated fractures, which may not hold true for offset fractures 260 

or during shearing. We recommend that further work be undertaken to investigate the interplay between 261 

fracture roughness and the rock’s mechanical properties and their control on fluid flow during shearing. 262 
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Text S1. X-ray micro-computed tomography 1 

Micro-XCT was performed on 22 NPS samples using a Nikon XT-H-225-XCT Scanner. Original processed 2 

images were downsampled to 30μm voxel resolution to reduce image size and speed up processing. Surfaces 3 

are generated from segmented images in PerGeos 2020.2 using built in algorithm. Surfaces with application 4 

of Gaussian smoothing were compared to unsmoothed surfaces and selected for further analysis. All 5 

surfaces were edited using Surface Edit tool to remove polygons not pertaining to area of interest and 6 

resulting areas calculated as a mean value of opposing fracture sides. 7 

Text S2. Permeability measurements 8 

Single-phase permeability measurements were performed on eight samples of NPS, each at a different 9 

fracture orientation. Following testing, two of the samples (Arrester and 60° to bedding) were found to 10 

contain signs of confining fluid leakage, and so these two samples were discarded from further analysis.  11 

Sample permeability was measured using the steady state method, with Nitrogen as the permeating fluid, 12 

and all tests were carried out at 25°C. Experiments at each pressure step were continued until a constant 13 

flow rate was reached, thus satisfying the steady-state test requirements. 14 

Two loading and unloading cycles were carried out for each sample, where a significant amount of hysteresis 15 

is observed between the first loading cycle and the subsequent cycles. This is common in such experiments 16 

(Cuss et al. 2017; Houben et al. 2020), and is due to the sample being loaded from ambient pressure 17 

conditions in the first cycle. As our analysis is focused on fluid flow in the subsurface, we omit this first 18 

loading cycle from our analysis, and a mean permeability at each effective stress state is calculated from the 19 

first unloading cycle, and the subsequent loading and unloading cycle.      20 

A list of testing conditions and results are provided in Table S1, and an illustration of a full dataset for the 21 

Divider sample is provided in figure S1.   22 

Table S1: Testing conditions are permeability data for each of the samples used for this study.    23 

Fracture Orientation Mean Effective Stress (MPa) Permeability (m2) 

Short-transverse 20.26 1.87E-16 



2 
 

Short-transverse 14.39 1.95E-16 

Short-transverse 8.28 2.07E-16 

Short-transverse 2.17 5.84E-16 

15° 20.21 3.61E-16 

15° 14.16 3.75E-16 

15° 8.16 4.03E-16 

15° 2.12 7.83E-16 

30° 20.17 7.86E-17 

30° 14.19 8.19E-17 

30° 8.32 8.89E-17 

30° 2.19 1.52E-16 

45° 19.94 4.27E-17 

45° 14.10 4.42E-17 

45° 8.65 4.89E-17 

45° 2.20 7.95E-17 

75° 20.11 2.55E-16 

75° 14.17 2.92E-16 

75° 8.15 4.08E-16 

75° 2.20 1.55E-15 

Divider 20.20 1.32E-16 

Divider 14.27 1.37E-16 

Divider 8.24 1.58E-16 

Divider 2.12 2.65E-16 

 24 

 25 



3 
 

 

Figure S1: A) Permeability against effective stress data for the Divider sample. B) Permeability against 

effective stress data for the Divider sample, with the first loading cycle omitted. Note the difference in 

scale of the Y-axis between A and B.  
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 26 

Text S3. Synchrotron Image Acquisition 27 

X-ray micro-computed tomography imaging was performed using the X02DA TOMCAT beamline at the 28 

Swiss Light Source, Paul Scherrer Institute (Villigen, Switzerland). Samples were exposed to filtered (400-29 

μm Aluminium) polychromatic X-ray radiation (energy = 24keV) originating from a 2.9T bending magnet 30 

source on a 2.4GeV storage ring (ring current = 401.9mA). X-rays were converted to visible light via a 31 

150μm thick LuAG:Ce scintillator (Crytur, Czech Republic), which were magnified (4x) by a high numerical 32 

aperture white-beam microscope (Optique Peter) (Bührer et al. 2019) before being recorded by the in-house 33 

developed GigaFRoST camera (Mokso et al. 2017), which yielded a pixel size of 2.75μm for each 34 

tomographic image. Image acquisition details are given in Table S1. Following image acquisition, all 16-bit 35 

tomograms were reconstructed from the X-ray projections via absorption-based reconstruction, utilizing 36 

the Fourier-based Gridec algorithm (Marone & Stampanoni 2012) with a Parzen filter. 37 

Table S2: Synchrotron image acquisition parameters for each tomographic image shown in Figure 5 of the 38 

main text.  39 

No. of scans 1 

No. of projections 5000 

No. of darks 50 

No. of flats 100 

Exposure time 0.9ms 

Pixel size 2.75μm 

Angular rotation range 180° 

Rotation velocity 39.82°/s 

Original Tiff projection size 2016 x 1480 pixels 
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