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Abstract

The drag due to breaking atmospheric gravity waves plays a leading order role in driving the middle atmosphere circulation,

but as their horizontal wavelength ranges from tens to thousands of kilometers, part of their spectrum must be parameterized in

climate models. Gravity wave parameterizations prescribe a source spectrum of waves in the lower atmosphere and allow these to

propagate upwards until they either dissipate or break, where they deposit drag on the large-scale flow. These parameterizations

are a source of uncertainty in climate modeling which is generally not quantified. Here, we explore the uncertainty associated

with a non-orographic gravity wave parameterization in a global climate model of intermediate complexity, using the Calibrate,

Emulate and Sample (CES) method. We first calibrate the uncertain parameters that define the gravity wave source spectrum

in the tropics, to obtain climate model settings that are consistent with properties of the primary mode of tropical stratospheric

variability, the Quasi-Biennial Oscillation (QBO). Then we use a Gaussian process emulator to sample the calibrated distribution

of parameters and quantify the uncertainty of these parameter choices. We find that the resulting parametric uncertainties on

the QBO period and amplitude are of a similar magnitude to the internal variability under a 2xCO2 forcing.
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Key Points: 6 

• We calibrate tropical parameters in a gravity wave parameterization to obtain selected 7 
properties of the Quasi-Biennial Oscillation. 8 

• We use a Gaussian process to emulate an intermediate complexity climate model and 9 
then learn a distribution of gravity wave parameters. 10 

• We explore the gravity wave parametric uncertainty of the Quasi-Biennial Oscillation 11 
period and amplitude in a double CO2 scenario. 12 

 13 
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 16 

Abstract 17 

The drag due to breaking atmospheric gravity waves plays a leading order role in driving the 18 
middle atmosphere circulation, but as their horizontal wavelength ranges from tens to thousands 19 
of kilometers, part of their spectrum must be parameterized in climate models. Gravity wave 20 
parameterizations prescribe a source spectrum of waves in the lower atmosphere and allow these 21 
to propagate upwards until they either dissipate or break, where they deposit drag on the large-22 
scale flow. These parameterizations are a source of uncertainty in climate modeling which is 23 
generally not quantified. Here, we explore the uncertainty associated with a non-orographic 24 
gravity wave parameterization in a global climate model of intermediate complexity, using the 25 
Calibrate, Emulate and Sample (CES) method. We first calibrate the uncertain parameters that 26 
define the gravity wave source spectrum in the tropics, to obtain climate model settings that are 27 
consistent with properties of the primary mode of tropical stratospheric variability, the Quasi-28 
Biennial Oscillation (QBO). Then we use a Gaussian process emulator to sample the calibrated 29 
distribution of parameters and quantify the uncertainty of these parameter choices. We find that 30 
the resulting parametric uncertainties on the QBO period and amplitude are of a similar 31 
magnitude to the internal variability under a 2xCO2 forcing.  32 

 33 

Plain Language Summary 34 

Atmospheric gravity waves are created in the lower atmosphere by disturbances such as 35 
mountains, convection and fronts. They travel upwards and break in the upper atmosphere, 36 
which slows down the flow and has large effects on the circulation, including driving a tropical 37 
oscillation. Gravity waves have a wide range of spatial scales and a large portion of these are 38 
smaller than the grid size of a climate model. This means they cannot be resolved exactly and 39 
instead, they are represented through approximations called “parameterizations”, which 40 
introduce a source of uncertainty in climate model output. In this study, we tune a 41 
parameterization so that the model produces a oscillation in the tropical middle atmosphere, with 42 
a defined period and amplitude, which is one of the main features of the climate driven primarily 43 
by gravity waves. We also explore uncertainties associated with the parameterization. 44 

 45 
 46 
  47 



manuscript submitted to JAMES 

 

1 Introduction 48 

 49 
1.1 Atmospheric gravity waves 50 

 51 
Atmospheric gravity waves or buoyancy waves, which owe their existence to the 52 

restoring force of gravity in a stratified flow, play a substantial role in the exchange of 53 
momentum between the Earth’s surface and the free atmosphere. They are forced by a range of 54 
processes including orography, convection and frontogenesis in the lower atmosphere. While 55 
propagating upwards through decreasing density, gravity waves gain amplitude and eventually 56 
break, depositing momentum. This influences the large-scale flow, and affects the circulation, 57 
temperature, structure, chemistry and composition of the middle and upper atmosphere 58 
(Alexander & Dunkerton, 1999). 59 
 60 

The horizontal length scale of gravity waves ranges from tens to thousands of kilometers. 61 
While the larger scale gravity waves are resolved by the dynamics in climate models, waves 62 
smaller than 2x the horizontal resolution cannot be resolved, leading to an underestimate of 63 
gravity wave drag from the dynamical core. At this time, current climate models designed for 64 
CMIP6 have resolutions of 1°-2.8°, equivalent to ~100-250 km spacing at the equator (Priestley 65 
et al., 2020; Richter & Tokinaga, 2020). At these resolutions, the majority of gravity wave drag 66 
is not resolved and is instead represented through both orographic and non-orographic gravity 67 
wave parameterizations (e.g. Alexander & Dunkerton, 1999; Scinocca, 2003; Warner & 68 
McIntyre, 1999). These aim to describe the large-scale effect that sub-grid scale gravity waves 69 
have on the flow and are often necessary to obtain realistic circulation patterns, for example, to 70 
reduce model biases (e.g., Palmer et al., 1986) and to induce a spontaneous Quasi-Biennial 71 
Oscillation (QBO) (Bushell et al., 2020). Parameterized gravity waves are required even at the 72 
higher resolution end of the spectrum of models, for instance, HighResMIP, which have 73 
resolutions higher than 50 km but typically still include some parameterized sub-grid scale 74 
gravity waves (e.g. Kodama et al., 2021). Sub-grid scale parameterizations make several 75 
assumptions about the nature of gravity waves which becomes a source of uncertainty in climate 76 
models. Several recent studies harness machine learning methods to learn data-driven gravity 77 
wave parameterizations, which may be faster and/or more accurate (e.g. Chantry et al., 2021; 78 
Espinosa et al., 2022; Matsuoka et al., 2020). This study makes use of machine learning 79 
methods, but rather than replacing traditional parameterizations, we instead calibrate an existing 80 
gravity wave parameterization and quantify uncertainties associated with it.  81 

 82 
1.2 Gravity wave parameterizations and associated uncertainties 83 

 84 
A common type of parameterization is the Lindzen-type parameterization, based on 85 

Lindzen (1981), which assumes gravity waves are launched at a fixed source level in the 86 
troposphere and propagate in the vertical column until they reach saturation. This is called the 87 
critical level, at which it is assumed that breaking occurs, depositing gravity wave drag. These 88 
have been further developed into spectral parameterizations, in which a complete spectrum of 89 
waves is launched, leading to a spectrum of critical levels rather than a single level (Alexander & 90 
Dunkerton, 1999). In this type of parameterization, there are several parameter choices to be 91 
made, for instance, the phase speeds, amplitudes and location of launched gravity waves. These 92 
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all influence the magnitude and spatial structure of gravity wave drag deposited by the 93 
parameterization.  94 
 95 

The parameters should ideally be chosen so that the parameterization output (here the 96 
unresolved gravity wave drag) is consistent with observations. However, obtaining observations 97 
of gravity wave drag caused by unresolved gravity wave breaking is not trivial. Observations of 98 
total gravity wave momentum flux are available, but it is not clear how to obtain the momentum 99 
flux attributed to the subgrid-scale gravity waves. Importantly, the main goal of 100 
parameterizations is to obtain climate model output consistent with the macrophysical climate 101 
state (i.e., large-scale flow and circulation), rather than the microphysical (i.e., gravity wave 102 
drag). Therefore, the typical approach is to tune the parameterization to obtain a consistent 103 
climate state (e.g. Barton et al., 2019; Couvreux et al., 2021; Donner et al., 2011; Dunbar et al., 104 
2021; Scaife et al., 2002). 105 
 106 

Calibration of parameters traditionally involves manual tuning of parameter values until a 107 
reasonable output is obtained (e.g. Donner et al., 2011; Kodama et al., 2021), but in recent years 108 
has been automated with statistical methods such as Bayesian optimization (Kennedy & 109 
O’Hagan, 2001), iterative refocusing/history matching (Williamson et al., 2013) and ensemble 110 
Kalman methods (Cleary et al., 2021). These methods typically calibrate the parameters by 111 
minimizing a loss function that describes the difference between the climate model output and 112 
the observations.  113 
 114 

Even after calibration, sub-grid scale parameterizations are a substantial source of 115 
uncertainty in climate model output that is generally not considered in model analysis. 116 
Uncertainty quantification is a growing field for parameterizations including clouds (Pathak et 117 
al., 2021), convection (Dunbar et al., 2021), aerosol microphysics (Lee et al., 2012) and ocean 118 
processes (Souza et al., 2020), but has not yet been applied for gravity wave parameterizations. 119 
In this paper, we combine calibration and uncertainty quantification methods to explore the 120 
importance of parameter choices in a non-orographic gravity wave parameterization within an 121 
idealized moist atmospheric model. Specifically, we use the Calibrate-Emulate-Sample 122 
framework developed in Cleary et al. (2021) to first estimate the optimal parameters that give 123 
model output consistent with observed properties of stratospheric phenomena and to further 124 
assess the uncertainty of the output associated with the derived distribution of gravity wave 125 
parameters. 126 
 127 

In the remainder of this section, we describe the QBO, a large-scale oscillation in the 128 
tropical stratosphere, realistic simulation of which has depended critically on the choices made in 129 
gravity wave parameterization. Section 2 describes the model and gravity wave parameterization 130 
used and Section 3 outlines the CES framework. The results of this are discussed in Section 4, 131 
where we explore CES under the perfect model setting, assuming the “truth” to be a long 132 
integration of our model. In Section 4.2, we explore the sensitivity of the QBO to gravity wave 133 
parameters and in Section 4.3, we quantify uncertainties of the QBO due to the parameter 134 
choices for a control climate and 2xCO2 scenario. Section 5 contains a summary and discussion 135 
of the work.  136 
 137 
 138 
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1.2 Quasi-Biennial Oscillation  139 
 140 

 The Quasi-Biennial oscillation (QBO) is the dominant mode of variability in the 141 
equatorial stratosphere, occurring in the vertical range of 5-100 hPa (Gray, 2010). The QBO 142 
consists of alternating westerly and easterly winds with a period of ~28 months, descending at ~1 143 
km/month, as shown in Figure 1a, which shows a cross-section of the zonal mean zonal winds at 144 
the equator (5°S - 5°N) from global radiosonde observations (Freie Universität Berlin, 2007). 145 
 146 

 147 
Figure 1. QBO zonal mean zonal winds at the equator (5°S - 5°N) over a 10-year segment from 148 
a) global radiosonde observations (Freie Universität Berlin, 2007) and b) the model used in this 149 
study (MiMAv2.0, (Garfinkel et al., 2020)). In the bottom right corner are the period and 150 
amplitudes, shown as the means and 1 standard deviation estimated from a) the 68 year period 151 
of observations and b) a 50- year control simulation of MiMA. 152 

 153 
The QBO is driven by a broad spectrum of waves, including large-scale Kelvin and 154 

Rossby-gravity waves, mesoscale inertia-gravity and high frequency small-scale gravity waves 155 
(Baldwin et al., 2001; Lindzen & Holton, 1968). The latter are the gravity waves with zonal 156 
wavenumber > 40, corresponding to zonal wavelengths between 10 and 1000 km, i.e., mostly 157 
sub-grid scale in climate models. These contribute significant forcing to the QBO, without which 158 
climate models cannot produce a spontaneous QBO. Specifically, only 10 out of 47 CMIP5 159 
models included a non-orographic gravity wave parameterization and of these, only 5 displayed a 160 
QBO-like signal (Schenzinger et al., 2017). Based on more recent models that obtain a 161 
spontaneous QBO, at least half of the forcing required is contributed from non-orographic 162 
gravity wave parameterizations (Holt et al., 2020). This makes the QBO a sensible phenomenon 163 
to consider when calibrating the gravity wave parameterization (Anstey et al., 2016; Barton et 164 
al., 2019; Scaife et al., 2002). 165 
 166 

Simulating a realistic QBO in climate models is important for not just accurately 167 
reproducing the tropical stratosphere, but also for tropical convection (Rao et al., 2020), the 168 
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subtropical jet (Garfinkel & Hartmann, 2011) and the stratospheric polar vortices. The QBO is 169 
known to strengthen the polar vortex during the westerly QBO phase and weaken it during the 170 
easterly QBO phase, leading to more sudden stratospheric warmings (SSWs) and hence  colder 171 
surface temperatures in winter (the Holton-Tan relationship, Holton & Tan, 1980). Studies also 172 
indicate the QBO influences the transport of aerosols and other atmospheric constituents into and 173 
out of the polar vortex (Strahan et al., 2015).  174 
 175 

The QBO is defined by a variety of metrics. The first order properties to consider are the 176 
period and amplitude of the QBO, which we consider at the reference level 10 hPa, where the 177 
QBO amplitude is generally a maximum (Bushell et al., 2020; Richter et al., 2020). The zonal 178 
mean zonal winds between 5°S and 5°N at 10 hPa, 𝑢"!", are first smoothed using a 5-month 179 
binomial filter to remove fast fluctuations. Following Schenzinger et al. (2017), a single QBO 180 
cycle is determined based on the times at which 𝑢"!" transitions from westward to eastward.  The 181 
period is defined as the time between subsequent transitions and the amplitude is defined as the 182 
maximum amplitude of the zonal mean zonal winds, i.e. max |𝑢"!"|. This gives a period and 183 
amplitude for each cycle of the QBO, from which the mean and standard deviation can be 184 
estimated.   185 
 186 

 187 

2 Model Setup 188 

2.1 Model   189 
 190 

In this study, we explore the uncertainty of a climate model with respect to the Lindzen-191 
type spectral parameterization introduced in Alexander & Dunkerton (1999), hereafter AD99. 192 
We explore uncertainties related to AD99 parameters that describe the spectrum of launched 193 
gravity waves at the source level. For the climate model, we use the Model of an idealized Moist 194 
Atmosphere version 2.0 (MiMAv2.0) (Garfinkel et al., 2020; Jucker & Gerber, 2017). This is 195 
chosen because it is of intermediate complexity and results in reasonable atmospheric variability, 196 
including obtaining a realistic QBO and stratospheric polar vortex but at a lower computational 197 
cost than more complex coupled GCMs. We run MiMA at 2.8° resolution (or ~300 km at 198 
equator), which corresponds to T42 spectral resolution, i.e., resolving waves only with 199 
wavenumber smaller than 42. This leaves the small-scale gravity waves noted as influential for 200 
the formation of the QBO (wavenumber >40 (Baldwin et al., 2001)) to be parameterized. These 201 
gravity waves are instead captured by the AD99 parameterization, described below. 202 
 203 

2.2 Gravity wave parameterization 204 
 205 
 206 

AD99 is a gravity wave parameterization that does not separate the source of gravity 207 
waves and treats both orographic and non-orographic gravity waves in the same way. Instead, it 208 
launches gravity waves with a fixed phase speed for orographic waves and a spectrum of gravity 209 
waves for non-orographic gravity waves. We focus on the non-orographic gravity waves for this 210 
study.  211 

 212 
Gravity wave source  213 
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 214 
The non-orographic component of AD99 launches a spectrum of gravity waves with 215 

discretized phase speeds centered at 𝑐# = 0 m/s from the source level. The width of this 216 
spectrum is defined by the half-width, 𝑐$, which is chosen to be 35 m/s in the default setting, but 217 
is not easily constrained by observations.  The spectrum of wave momentum flux at phase speed 218 
𝑐 is given by 219 
 220 

𝐵#(𝑐) =
𝐹%#(𝑐)
𝜌̅#

= sign(𝑐 − 𝑢"#)	𝐵&exp 2− 3
𝑐 − 𝑐#
𝑐$

4
'

ln26 221 

( 1 ) 222 

 223 
where 𝐹%#(𝑐) is the momentum flux carried by a wave with phase speed 𝑐 and 𝜌̅# is the mean 224 
flow density at the source level. 𝐵& is the amplitude of waves with zero phase speed and can be 225 
constrained by observed 𝑢′𝑤′"""""" and 𝑣′𝑤′""""""  local wave events. 𝐵#(𝑐) is the momentum flux 226 
amplitude in active times and determines when the wave will break, along with the mean flow 227 
profile.  228 
 229 

The total momentum flux depends not just on 𝐵#(𝑐), but also on the intermittency of the 230 
gravity waves. With time, the intermittency reduces the total momentum flux compared to 𝐵#(𝑐) 231 
(the momentum flux in active times) and is modeled in AD99 with an intermittency scaling 232 
factor, 233 

𝜀 = 	
𝐹(#Δ𝑐

𝜌̅# 	∑ |𝐵#(𝑐)|Δ𝑐)
 234 

( 2 ) 235 

where 𝐹(# is the total gravity wave stress at the source level, Δ𝑐	 is phase speed resolution of the 236 
spectrum and  𝜌̅# is the mean density at the source level. This equation describes the ratio 237 
between the total time-averaged momentum flux to the total momentum flux averaged over all 238 
phase speeds of the spectrum.  239 
 240 

Although long-term averages of observed 𝑢′𝑤′"""""" and 𝑣′𝑤′"""""", e.g., from superpressure 241 
balloons can be used to estimate the observed total momentum flux (Geller et al., 2013; 242 
Jewtoukoff et al., 2015), it is not necessarily optimal to constrain 𝐹(# in this way. Climate models 243 
typically require the total momentum flux to be smaller than observed values by a factor of 3-5 244 
in order to obtain realistic large-scale flow (Plougonven et al., 2020). This means 𝐹(# is not 245 
easily constrained by observations and must instead by calibrated to obtain a realistic 246 
macrophysical climate state. This gives two uncertain parameters to be calibrated in this study: 247 
cw and FS0 (highlighted in red in Equations ( 1 ) and ( 2 ) respectively). 248 
 249 

Gravity wave breaking 250 
 251 

Given these properties of gravity waves at the source level, the parameterization allows 252 
gravity waves to propagate upwards. At each level the parameterization checks if the intrinsic 253 
frequency magnitude is less than the reflection frequency, and if so, the waves undergo total 254 
internal reflection and are eliminated. A stability criterion is also checked at each level, for all 255 
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phase speeds. The portion of the wave spectrum with phase speeds that do not satisfy the 256 
stability criteria undergo breaking and are removed from the spectrum. On breaking, the mean-257 
flow forcing and eddy diffusion coefficients are estimated and fed back into the large-scale flow. 258 
For waves that break, indexed by 𝑗, between level 𝑧*+, and 𝑧*, the forcing on the mean flow is: 259 

𝑋@𝑧*+,/'A =
𝜖

𝜌̅@𝑧*+,/'AΔ𝑧
	C𝐹%#@𝑐.A
.

 260 

and the eddy diffusion coefficient is: 261 

𝐷@𝑧*+,/'A =
𝜖

𝜌̅@𝑧*+,/'AΔ𝑧
	

1
𝑁'@𝑧*+,/'A

C3𝑐. − 𝑢"(𝑧*+,'
)4 	𝐹%#@𝑐.A

.

 262 

where 𝑁 is the Brunt-Väisälä frequency and 𝐹%#@𝑐.A  is the discretized momentum flux carried 263 
by waves with phase speed 𝑐. at the source level. Note this relates to 𝐹(#, the total momentum 264 

flux at the source level, as 𝐹(# = ∑/0,
1! 𝐹%#(𝑐/) . The parameters that define the source spectrum 265 

affect the forcing and eddy diffusion coefficient through the intermittency scaling factor 266 
(Equation( 2 )) and any uncertainty in parameters such as cw and FS0 propagate through to affect 267 
the mean flow.  268 
 269 
 270 

Latitude dependence of source terms 271 
 272 
 Alexander & Dunkerton (1999) introduce this parameterization for a single vertical 273 
column with the intention that it could be applied to global climate models with one-dimensional 274 
calculations based on the wind and stability profiles at each geographic point in the model, i.e., 275 
for each longitude and latitude. Alexander & Rosenlof (2003) find that gravity wave sources in 276 
the tropics can differ significantly from those in the extratropics in observations. This can be 277 
included in the parameterization by providing latitude-dependent source parameters for 𝑐$ and 278 
𝐹(#.  279 
 280 

The AD99 implementation in MiMA allows cw to be defined in the tropics (10°S to 10°N) 281 
independently of its value outside this region. This means tropical values of 𝑐$ can be varied, 282 
e.g., to explore its effects on the QBO (Garfinkel et al., 2022), while keeping the extratropical 283 
value of cw fixed in order to maintain the stratospheric polar vortices. In this study, we only 284 
consider 𝑐$ in the tropics, with 𝑐$ in the extratropics kept fixed at 35 m/s.  285 

 286 
𝐹(# is also latitude dependent. It is typical for GCMs to prescribe a peak in 𝐹(# in the 287 

tropics due to tropical precipitation (e.g., the Canadian Middle Atmosphere Model (CMAM, 288 
Anstey et al. (2016) and MERRA reanalysis/Fortuna version of the Goddard Earth Observing 289 
System Mode (GEOS-5) (Molod et al., 2012))) and/or additional stress in extratropical storm 290 
track regions, in some cases with a larger value of 𝐹(# in the northern hemisphere compared to 291 
the southern hemisphere to improve the simulation of the stratospheric polar vortices (e.g., 292 
AM3/4, the atmospheric components of the global model from Geophysical Fluid Dynamics 293 
Laboratory (GFDL)) (Donner et al., 2011; Zhao et al., 2018)). We include the latter, by setting a 294 
base of 0.0043 Pa in the extratropics, with an additional 0.0035 Pa in the northern hemisphere 295 
that appears to provide roughly the correct number of sudden stratospheric warmings (Equation 296 
A3 of Garfinkel et al., 2022). In the tropics (10°S to 10°N), we define 𝐹(# = 𝐵𝑡!" as the 297 
parameter of interest, responsible for modulating properties QBO. Table 1 shows the two 298 
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parameters calibrated and assessed in this study and their values chosen for the control run 299 
setting. 300 
 301 
Table 1. Description of the two parameters calibrated in this study 302 

Parameter Description Control value 

𝑐$ 	
 

Half-width of phase speed in tropics (10°S to 
10°N) 

35 m/s 

𝐵𝑡! Total gravity wave stress in tropics (10°S to 10°N) 0.0043 Pa 

 303 
 Garfinkel et al. (2022) assessed the sensitivity of the QBO in MiMA to 𝑐$ and 𝐵𝑡!". 304 
They found that the QBO amplitude is significantly more sensitive than the period. Increasing 305 
𝐵𝑡!" leads to a faster and stronger QBO. While increasing 𝑐$ also leads to a faster and stronger 306 
QBO, the period is not affected significantly when 𝑐$ is increased beyond 25m/s.  307 
 308 

3 Calibrate, Emulate and Sample Method  309 

 310 
The goal of uncertainty quantification is to obtain a distribution of model outputs, given a 311 

distribution of model parameters. To do this, we need samples from the optimal distribution of 312 
model parameters that produce model outputs in agreement with an observed dataset. We employ 313 
the Calibrate, Emulate and Sample (CES) method (Cleary et al., 2021; Dunbar et al., 2021; 314 
Howland et al., 2022). This involves (a) calibration of model parameters so that the model output 315 
agrees with the observed dataset, (b) emulation of the expensive model given model parameters 316 
to allow for quick evaluations and (c) sampling from the calibrated distribution of model 317 
parameters with the emulator. 318 
 319 
 320 

3.1 Calibration  321 
 322 

The first step of CES is the calibration, for which we use Ensemble Kalman Inversion 323 
(EKI). Following Cleary et al. (2021), we define the inverse problem as 324 
 325 

𝒚 = 𝒢(𝜽) + 𝜂 326 
( 3 ) 327 

where 𝜽 are the unknown model parameters (in this case, parameters that define the gravity wave 328 
spectrum at the source level, 𝑐$ and 𝐵𝑡!"); 𝒢(𝜽) is the forward model (in this case, MiMA with 329 
the AD99 gravity wave parameterization); 𝒚  is the observable (in this case, long-term averages 330 
of stratospheric phenomena); and 𝜂 is the internal noise on the system. For simplicity, this noise 331 
is assumed to be Gaussian, 𝜂~𝑁(0, Γ) (Cleary et al., 2021). 332 
 333 
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The goal of the calibration step is to learn the optimal distribution of parameters given the 334 
observed data, 𝑝(𝜽|	𝒚). This is linked to the likelihood, 𝑝(𝒚|𝜽), and the prior, (𝜽), through 335 
Bayes’ theorem: 336 
 337 

𝑝(𝜽|	𝒚) ∝ 	𝑝(𝒚|𝜽)	𝑝(𝜽) 338 
( 4 ) 339 

This optimal parameter distribution can be found by minimizing a misfit function which 340 
describes a distance between the data, 𝒚, and the forward model, 𝒢(𝜽). Following Dunbar et al. 341 
(2021), we define the misfit function to be: 342 
 343 

Φ(𝜽, 𝒚) = 	
1
2
‖𝒚 − 𝒢(𝜽)‖2' =

1
2 @𝒚 − 𝒢

(𝜽)A3Γ+,@𝒚 − 𝒢(𝜽)A 344 

( 5 ) 345 

where ‖⋅‖2 = U(⋅)3Γ+,(⋅) is the Mahalanobis distance. This is the exponent of a Gaussian 346 
distribution and optimizing this equates to optimizing the log-likelihood when a Gaussian 347 
likelihood is chosen (𝑝(𝒚|𝜽)). Various optimization methods can be used to minimize Φ(𝜽, 𝒚). 348 
Here, we use EKI (Iglesias et al., 2013), which is a derivative-free optimization method, based 349 
on Ensemble Kalman filtering which is extensively used in numerical weather prediction to 350 
estimate a model state of atmospheric variables given observations. EKI uses the same concepts 351 
to solve the inverse problem (Equation ( 3 )), but with two fundamental differences to Ensemble 352 
Kalman filtering used in data assimilation: (1) we aim to find the model parameters 𝜽 given 353 
observations 𝒚, removing dependence on the atmospheric state variable by integrating these out 354 
with long simulations, rather than finding atmospheric state variables) and (2) the inversion is 355 
done offline, without an update to the data at each iteration (i.e., no time dependence).  356 
 357 

In EKI, we take an ensemble of model parameters, labelled subscript 𝑚 = 1,⋯ ,𝑀, 358 

initially drawn from the prior, denoted  𝜃&
(#) ∼ 𝑝(#)(⋅). At each iteration, denoted superscript 359 

(𝑛),	the forward model gives 𝒢\𝜽&
(*)] which is used to update each ensemble member at the next 360 

iteration with 361 

𝜽&
(*6,) = 𝜽&

(*) + 𝐶7𝒢
(*)\Γ + 𝐶𝒢𝒢

(*)]
+,
3𝒚 − 𝒢\𝜽&

(*)]4 362 

where 𝐶𝒢𝒢* 	 is the covariance matrix of the ensemble output and 𝐶7𝒢	 is the cross-covariance 363 

matrix between the ensemble parameters and ensemble outputs. Note that 𝐶7𝒢
(*)\Γ + 𝐶𝒢𝒢

(*)]
+,

 is 364 

the Kalman gain where \Γ + 𝐶𝒢𝒢
(*)] is the innovation covariance, describing the covariance 365 

matrix of the differences between 𝒚 and 𝒢\𝜽&
(*)]. 366 

 367 
Parameters and Priors 368 

 369 
In this study, the model parameters are 370 

 371 
𝜽 = (𝑐$ , 𝐵𝑡!" , ) 372 

with units [m/s, Pa], described in Table 1, and the model outputs are 373 
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𝒚 = (𝑇:;< , 𝐴:;< , ) 374 
where 𝑇:;< is the QBO period in months at 10 hPa and 𝐴:;< is the QBO amplitude in m/s at 10 375 
hPa. 376 
 377 

When defining the priors on the model parameters, we first consider physical constraints 378 
that total gravity wave stress and the half-width of the phase speeds must be positive everywhere, 379 
i.e. 𝐵𝑡!" > 0 and 𝑐$ > 0.  380 

We enforce these hard constraints by imposing log-normal priors on all parameters,  381 
which equates to transforming the parameters to 382 

𝜽b = (exp(𝑐$) , exp(𝐵𝑡!")) 383 
and carrying out the calibration on 𝜽b with normal priors. The mean and variance are calculated 384 
by transforming a normal distribution with means 𝜇 = (35, 0.0043) and variances 𝜎' =385 
(10', 0.001') through the exponential map. 386 
 387 
 388 

3.2 Emulation 389 
 390 

The calibration step allows us to learn the distribution of optimal parameters given the 391 
observations. For uncertainty quantification of the model output, we would next sample from this 392 
distribution, e.g., with a Monte Carlo method such as MCMC. However, since this requires many 393 
expensive model evaluations, we build an emulator that can be evaluated cheaply. The emulator 394 
can be trained with the samples obtained through the EKI calibration step above. These samples 395 
are ideal as they cover the posterior distribution (particularly in the later iterations of EKI) and 396 
the prior distribution (in the early iterations of EKI).  397 
 398 

The emulator we use here is a Gaussian process (GP) emulator, which is a popular 399 
Bayesian emulation tool in the calibration and uncertainty quantification community (e.g. 400 
Couvreux et al., 2021; Kennedy & O’Hagan, 2001; Williamson et al., 2016). This is because GPs 401 
model the distribution of functions that satisfies a given dataset, meaning they can produce a 402 
mean function and a measure of uncertainty around this (e.g., the standard deviation or 403 
confidence intervals). GPs use a Bayesian approach, where the user defines a prior GP which is 404 
combined with the dataset in Bayes’ theorem to derive a posterior GP that agrees with the data. 405 
Deriving the posterior GP is tractable because a GP assumes that any input values are linked 406 
through a multivariate Gaussian distribution. Following this assumption, the GP emulator can be 407 
evaluated at new unseen input values to obtain a distribution of possible outputs, i.e., a mean and 408 
a standard deviation. The Gaussian process emulator has the additional benefit that it smooths 409 
the output, leading to better convergence properties for the MCMC algorithm used in the sample 410 
step of CES (as it reduces the chance of the MCMC becoming “stuck” in local minima). Dunbar 411 
et al. (2021) note the Gaussian process as suitable for climate problems since we are 412 
approximating climate properties, defined on an infinite time horizon, with finite time averages. 413 
Here, we assume that finite time averaged data is a noisy approximation of the infinite time 414 
average, where the noise is assumed to be Gaussian given large enough timescales, due to the 415 
central limit theorem. A Gaussian process emulator can also learn this internal noise, as 416 
described below. 417 

 418 
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The Gaussian process approximates the output of MiMA given gravity wave parameters 419 
i.e. 420 
 421 

𝒢(𝜽) ≈ 𝐺𝑃@𝑚(𝜽), 𝐶(𝜽,⋅)A 422 
 423 
where 𝑚(𝜽) is the mean function and 𝐶(𝜽, 𝜽′) is the covariance function (or kernel) that 424 
describes the covariance between two parameter choices, 𝜽 and 𝜽′. We make choices for the 425 
prior mean function and prior covariance function which both control the structure of the 426 
Gaussian process emulator (Rasmussen & Williams, 2006). The prior mean function is often 427 
assumed to be zero so that all choices are determined by the covariance function, as done here. 428 
The covariance function defines the similarity of two inputs 𝜽 and 𝜽′ and how this propagates 429 
through to the similarity of the outputs 𝒢(𝜽) and 𝒢(𝜽′). For this we use a squared exponential 430 
kernel and assume independent length scales for each parameter dimension (also known as 431 
automatic relevance determination), with an additive white noise kernel, which represents the 432 
internal variability, consistent across all values of  𝜽. The length scale and variance 433 
hyperparameters are learned using type II maximum likelihood using Scikit-learn (Pedregosa et 434 
al., 2011). Note that prior to building the Gaussian process emulator, we remove correlations 435 
between the outputs by performing Singular Value Decomposition (SVD). 436 
 437 
 438 

3.3 Sample 439 
 440 

With the GP emulator, we can now (approximately) evaluate 𝒢(𝜽) rapidly. This means 441 
we can obtain the posterior distribution on 𝜽  given the dataset 𝒚 by running a Markov Chain 442 
Monte Carlo (MCMC) simulation, which typically require 𝑂(10=) function evaluations. The 443 
posterior distribution is given by Equation ( 4 ) where 𝑝(𝒚|𝜽) is the likelihood, assumed to be 444 
Gaussian, i.e. 445 

𝑝(𝒚|𝜽) =
1

Udet(𝚪)
exp r−

1
23@𝒚 − 𝒢

(𝜽)A3𝚪+𝟏@𝒚 − 𝒢(𝜽)A4s 446 

 447 
We use the same priors defined for the calibration (Section 3.1). We run a Metropolis 448 

random walk MCMC for 10= iterations (after 1000 burn-in iterations) to obtain the posterior 449 
distribution (Metropolis et al., 1953). The random walk step size is determined to ensure an 450 
acceptance rate close to 25% (Roberts & Rosenthal, 2004). Note that the MCMC is carried out in 451 
the decorrelated space, after performing SVD. All results are presented after transforming back 452 
into the original parameter space. 453 
 454 
 455 
 456 

4 Results 457 

 458 
4.1 Calibrate, Emulate and Sample in the perfect model setting 459 

 460 
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We explore the results of CES with the “perfect model” setting, as done in Dunbar et al. 461 
(2021), where we define the “truth” to be a long 50-year integration of MiMA, with known 462 
model parameters, here 𝑐$ = 35	m/s and 𝐵𝑡!" = 0.0043 Pa. The long simulation gives a QBO 463 
period of 23.9 ± 1.7 years and amplitude 27.3 ± 2.2 m/s (shown in Figure 1b), where the 464 
uncertainties here are 1 standard deviation across all QBO cycles in the 50-year integration. The 465 
calibration step learns the posterior distribution of parameter values that gives a QBO consistent 466 
with this. It allows us to test the method on a simpler problem while developing an 467 
understanding of how the model parameters relate to each other.  468 

 469 
The first step of CES is to calibrate 𝑐$ and 𝐵𝑡!" to the QBO metrics for period and 470 

amplitude. EKI is run with an 𝑀 = 20 ensemble. Figure 2 shows the EKI for 10 iterations, 471 
where the top two panels show the gravity wave parameters 𝑐$  and 𝐵𝑡!" and the bottom two 472 
panels show the model output. The parameters appear to move closer to convergence after 473 
around 6-8 iterations.  474 

 475 
Figure 2.  (a-b) Parameter and (c-d) model output values for all iterations of EKI for the perfect 476 
model setting, where iteration 1 consists of parameter values drawn from the prior.  Each 477 
line/marker represents a single ensemble member. The red line denotes in (a-b) the “truth” i.e., 478 
the known parameter values (Table 1) and in (c-d) the model output obtained in one long MiMA 479 
simulation with these parameter values, with the dashed red line showing 1 standard deviation 480 
across the simulation. 481 
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Considering each ensemble member at each iteration, EKI gives a total of 200 input-482 
output pairs. These data are used to train the Gaussian process emulator in the emulation stage of 483 
CES. First, the validity of the emulator is tested by training the GP emulator on 170 input-output 484 
pairs, which include all data from the first three iterations and the rest selected at random from 485 
the last seven iterations. This leaves aside 30 samples for testing, randomly selected from the last 486 
seven iterations (to avoid testing involving extrapolation to regions of the parameter space 487 
outside of the posterior distribution). Figure 3 shows this test data, 𝑦, against the Gaussian 488 
process prediction 𝑦x, where a perfect prediction would be these points lying on the  𝑦x = 𝑦 line 489 
shown in red. The error bars indicate the 1 𝜎 uncertainty predicted by the Gaussian process 490 
emulator. The 𝑦x = 𝑦 line falls within 1 𝜎 of the Gaussian process prediction for the majority of 491 
test data points, as required for an accurate emulator. 492 

 493 

 494 
Figure 3. Plots of emulator performance on example test data points, selected at random from 495 
the last 8 iterations of EKI for a) period and b) amplitude of the QBO. The test data values are 496 
plotted on the x-axis (𝑦) and the Gaussian process emulator predictions are plotted on the y-axis 497 
(𝑦x), where the error bars indicate the Gaussian process 1σ levels. The red line shows where  𝑦x =498 
𝑦, indicating a perfect prediction. 499 

 500 
 501 

To maximize accuracy, the final emulator used is trained on all 200 samples. A sweep 502 
across the parameter space is carried out by varying 𝑐$ from 10 to 70 m/s and 𝐵𝑡!" from 0.002 503 
to 0.007 Pa. Figure 4 shows contour plots of a) the QBO period and b) the QBO amplitude for 504 
this parameter sweep across 𝑐$ and 𝐵𝑡!". The points indicate the training data values, showing 505 
an agreement with the GP emulator. Note that the training points are fairly crowded within the 506 
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region where the misfit function is minimized (25	 ≲ 𝑐$ ≲ 40	m/s and 0.004	 ≲ 𝐵𝑡!" ≲ 0.005 507 
Pa). Outside this region, the GP emulator is extrapolating to new regions of the parameter space 508 
and therefore is less trustworthy. The 1 𝜎 level predicted by the GP emulator also highlights this 509 
in Figure 4c-d for the period and amplitude respectively.  510 

 511 
The contour plot in Figure 4a estimates a maximum in QBO period for relatively high 𝑐$ 512 

(50-70 m/s) when 𝐵𝑡!" is chosen to be relatively low (0.002-0.003 Pa). Increasing 𝐵𝑡!"  from 513 
here leads to a faster QBO, consistent with the idealized models of Holton & Lindzen (1972) and 514 
Plumb (1977), since increased gravity wave stress leads to increased deceleration of winds and 515 
therefore more rapidly descending westerly/easterly shear zones (Dunkerton, 1997; Schirber et 516 
al., 2015). Decreasing 𝑐$ also leads to a slightly faster period, consistent with Garfinkel et al. 517 
(2022), possibly due to the weaker QBO present under slower phase speeds.  518 
 519 

Figure 4b shows a peak in QBO amplitude when both 𝑐$ and 𝐵𝑡!" are relatively high. 520 
Increasing 𝑐$ increases the QBO amplitude since the higher phase speeds contribute to the faster 521 
westerlies and easterlies in the QBO (Holton & Lindzen, 1972; Plumb, 1977; Schirber et al., 522 
2015) but only up until 𝑐$ reaches around 30 m/s. Beyond this, increasing 𝑐$ has minimal effect, 523 
also seen in Garfinkel et al. (2022). This could be because phase speeds much faster than the 524 
easterlies/westerlies do not reach a critical level in the stratosphere where 𝑐 = 𝑢, and instead 525 
continue propagating upwards, without depositing drag until reaching the sponge layer. For 𝑐$ ≳526 
30 m/s, the amplitude is more sensitive to 𝐵𝑡!", where increasing the gravity wave stress will 527 
increase the drag deposited and therefore lead to a stronger QBO.  528 
 529 
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 530 
Figure 4. Gaussian process emulator predictions over a sweep across parameter values ( 𝑐$ =531 
10 − 70	m/s , 𝐵𝑡!" = 0.002 − 0.007 Pa ) learned from the EKI in the perfect model setting for 532 
a) QBO period and b) QBO amplitude. The scatter points indicate the training data from MiMA 533 
simulations obtained through EKI. The 1 𝜎 uncertainty associated with these predictions are 534 
shown in c) for the period and d) for the amplitude.  535 

 536 
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 537 
Figure 5. Samples from the posterior distribution of 𝑐$ and 𝐵𝑡!" generated by the MCMC in the 538 
final stage of CES. The marginal distributions are shown on the corresponding axis, with the 539 
prior distributions shown in blue and the known “truth” in green. 540 

 541 
In the last stage of CES, we sample from the posterior distribution using an MCMC (see 542 

Supporting Movie S1). After removing 10000 iterations for burn-in, 80000 samples from the 543 
posterior distribution are shown in Figure 5, where the 2D histogram is shown in the center with 544 
the marginal posterior distributions for 𝑐$ and 𝐵𝑡!" shown on the corresponding axis. The prior 545 
distribution is also shown in blue, with the known truth in green. The 2D histogram shows a 546 
correlation between 𝑐$ and 𝐵𝑡!", indicating that a sample with a larger value of 𝑐$ can still 547 
produce a QBO with a realistic period and amplitude if 𝐵𝑡!" is decreased appropriately. The 548 
narrower posterior distribution for 𝐵𝑡!" indicates this is more crucial for obtaining a correct 549 
QBO, while the posterior distribution for 𝑐$ more closely follows the prior distribution chosen. 550 
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Sampling the parameters from this histogram gives a QBO consistent with the “truth” selected 551 
here.  552 
 553 
 554 
 555 

4.3 Global Sensitivity Analysis 556 
 557 
 558 

We carry out Global Sensitivity Analysis (GSA) to measure the sensitivity of the climate 559 
model output to the gravity wave parameters through variance-based sensitivity indices that 560 
describe how much of the variance in the output can be attributed to the variance in each input 561 
parameter for a given input parameter distribution  (Saltelli et al., 2007). This method averages 562 
over all possible values for all other parameters (‘global’ sensitivity analysis) rather than keeping 563 
them fixed at the default values (‘local’ sensitivity analysis). This requires a large number of 564 
samples of the model, so the availability of the emulator to obtain inexpensive samples is crucial 565 
for this analysis. 566 
 567 

The first order sensitivity index describes the variance in an output variable, 𝑌, due to a 568 
single parameter, 𝜃/, and is given by  569 

				𝑆𝐼/ 	= 	
𝑉𝑎𝑟	(𝜃/)(𝐸7~#(𝑌|𝜃/))

𝑉𝑎𝑟(𝑌) 	570 

where  𝑌|𝜃/ 	 denotes the estimated output due to parameter 𝜃/ and 𝐸7~#(⋅) indicates the average 571 
over all other parameters except for 𝜃/. The Sobol′ method (Sobol′, 2001) approximates this by 572 
estimating 𝑉𝑎𝑟	(𝜃/)  (see Saltelli et al., 2010). Higher order sensitivity indices can be estimated 573 
to attribute the interaction between multiple parameter values. 574 
 575 

We estimate first order sensitivity indices in the decorrelated space (applying SVD to 576 
remove correlations between 𝑐$ and 𝐵𝑡!"). After transforming these back into the real space, the 577 
sensitivity indices in percentages of the QBO period and amplitude are shown in  578 

Figure 6. The QBO period is most sensitive to 𝑐$, while the QBO amplitude is most 579 
sensitive to 𝐵𝑡!". This is in agreement with the contour plots in Figure 4 in the region of the 580 
calibration. We expect that the QBO period is primarily controlled by 𝐵𝑡!" and therefore after 581 
calibration, the remaining uncertainties are due to uncertainties in 𝑐$. The QBO amplitude is 582 
mostly governed by 𝑐$, which pushes QBO wind speeds towards the phase speeds. During the 583 
calibration stage, 𝑐$ is constrained so that remaining uncertainties in the QBO amplitude are 584 
caused mostly by 𝐵𝑡!". Note that the interaction terms are small, since the analysis is carried out 585 
in the decorrelated space. 586 
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 587 

Figure 6 Sensitivity indices as a percentage, describing the proportion of variance in the QBO 588 
period and amplitude attributed to the variance in the parameters, 𝑐$ and  𝐵𝑡!". 589 

 590 

 591 
 592 

 593 
4.3 Uncertainty Quantification in New Scenario  594 

 595 
 Understanding the uncertainty in climate model output due to the gravity wave 596 
parameterization is one of the main motivations for this analysis. In this section, we explore the 597 
parametric uncertainty in a climate change projection, meaning the uncertainty in model output 598 
that is due to the possible values that 𝑐$ and 𝐵𝑡!" could take. This can be assessed through a 599 
perturbed parameter ensemble, where an ensemble of simulations is run with parameter values 600 
sampled from their distribution in Figure 5 (Murphy et al., 2014). Here we run a perturbed 601 
parameter ensemble for a 2xCO2 integration. We use this ensemble of simulations to quantify 602 
parametric uncertainty for both scenarios. 603 
  604 

We run a perturbed parameter ensemble of 50 simulations for 10 years each, initialized 605 
with a spun-up climate (Wan et al., 2014), obtained through a 200 year  2xCO2 integration with 606 
fixed model parameters. Each 10-year simulation provides around 4-5 QBO cycles per ensemble 607 
member, after allowing 1 year for spin-up (a total of 140 QBO cycles). The QBO period and 608 
amplitudes are plotted in red in Figure 7 and compared against a single long simulation in blue, 609 
which was run for 300 years to giving roughly the same number of QBO cycles (142 cycles). 610 
Note that several QBO disruptions occurred in both the long simulation and the ensembles, so 611 
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these were removed before analysis. All QBO cycles for both the long simulation and the 612 
ensemble members are shown in Supplementary Figures S1-2. 613 

 614 
The larger variance in the ensembles (red) in Figure 7  compared to the long simulation 615 

(blue) is due to the uncertainty in parameter values. The internal variability can be estimated as 616 
the standard deviation across the 300-year simulation, denoted 𝜎/*? in Figure 7 . The difference 617 
between the standard deviation in the ensemble,  𝜎!*@, and the internal variability can be used to 618 
estimate the parametric uncertainty, 𝜎7, by assuming a Gaussian distribution of QBO periods and 619 
amplitudes across all cycles so that 𝜎!*@' = 𝜎/*?	' + 𝜎7'.   620 

 621 
This gives parametric uncertainty estimates in the period of 1.53 months and in the 622 

amplitude of 2.14 m/s under 2xCO2 forcing, when the parameter values are sampled from the 623 
distribution in Figure 5. Here we have tuned the parameters to a long integration of a present-day 624 
climate, but the natural extension would be to calibrate parameters to observations, which would 625 
introduce further uncertainties. Therefore we may expect the parametric uncertainties presented 626 
here to be a lower bound on uncertainties associated with the gravity wave parameterization. 627 

 628 
 629 
 630 

 631 
Figure 7. Range of values of QBO a) period and b) amplitude for a 2xCO2 scenario for a long 632 
simulation of 300 years in blue, where parameter values are fixed at 𝑐$ = 35 m/s, 𝐵𝑡!" =633 
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0.0043 Pa, compared against an ensemble in red (50 simulations, each of 10 years) where 634 
parameter values are drawn from the distribution in Figure 5. The large markers show the mean 635 
across the long simulation/ensemble and the error bars show 1 standard deviation. The smaller 636 
markers show the period and amplitude for all QBO cycles. Note that QBO disruptions are 637 
removed before analysis. The internal variability estimated from the long simulation is shown as 638 
𝜎/*?, the ensemble variability is 𝜎!*@, and the parametric uncertainty is 𝜎7. 639 

 640 
 641 
 642 

5 Discussion 643 

 644 
This study demonstrates how the Calibrate, Emulate and Sample (CES) method can be 645 

applied to tune parameters and quantify uncertainties associated with a gravity wave 646 
parameterization within an intermediate complexity climate model. We have explored the 647 
application of CES under the perfect model setting, where we prescribe the “truth” as a long 648 
model simulation with known parameter values. However, in future studies this will be extended 649 
to a more realistic setting, using observational data from global radiosonde measurements as the 650 
“truth” (Freie Universität Berlin, 2007).  651 

The CES method allows us to learn the optimal distribution of parameter values for the 652 
half-width of the phase speeds, 𝑐$, and the total gravity wave stress, 𝐵𝑡!", both of which define 653 
the gravity wave spectrum at the source level. We find that these parameters have an anti-654 
correlated distribution, i.e. a higher value of 𝐵𝑡!" can be compensated with a lower value of 𝑐$ 655 
to achieve the same QBO period and amplitude.  656 

A global sensivity analysis highlighted that after calibration the QBO period is most 657 
sensitive to 𝑐$, since it has been constrained mainly by 𝐵𝑡!", which directly influences the 658 
deceleration of easterly/westerly winds. Similarly, the QBO amplitude is more sensitive to 𝐵𝑡!", 659 
as wind speeds are constrained predominantly by gravity wave phase speeds 𝑐$ (Dunkerton, 660 
1997; Lindzen & Holton, 1968).   661 

We have quantified parametric uncertainties associated with the gravity wave 662 
parameterization under a 2xCO2 forcing as 1.53 months for the QBO period and 2.14 m/s for the 663 
amplitude. We expect these to be a lower bound on the parametric uncertainty, since we 664 
calibrated the parameters to a long model integration, in the absence of realistic QBO variability 665 
and measurement error. These are of a similar order of magnitude to the internal variability, 666 
highlighting their relevance to climate change projections. Note that parametric uncertainty does 667 
not account for uncertainty in the structure of the parameterization itself, rather the uncertainty in 668 
the parameter values of 𝑐$ and 𝐵𝑡!" alone. Here, the parameter values are tuned based on the 669 
QBO in the present day climate, isolating the effects the gravity wave parameters from any 670 
changes in the source, such as convection, which is likely to change under a warming climate. 671 

In this study, we calibrated to the QBO period and amplitude at 10 hPa, since these are 672 
the first order properties of the QBO. Further extensions of this would be to explore other 673 
properties of the QBO such as the period and amplitudes at different levels of the stratosphere or 674 
the westerly and easterly amplitudes (e.g. to reduce the westerly bias in MiMA in Figure 1). This 675 
may be more complicated as Giorgetta et al. (2006) find that both the QBO in the lower 676 
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stratosphere and the westerly phase of the QBO are controlled more by resolved waves, rather 677 
than sub-grid scale parameterizations.   678 

Calibrating the gravity wave parameterization to obtain a realistic QBO can potentially 679 
lead to compensating model errors at higher latitudes (Anstey et al., 2016). It is known that non-680 
orographic gravity waves contribute to the breakdown of the polar vortices, influencing the 681 
frequency and properties of Sudden Stratospheric Warmings (SSWs) (Siskind et al., 2007, 2010; 682 
Wright et al., 2010) and the timing of the Spring final warming (Gupta et al., 2021). The effect of 683 
varying extratropical gravity wave parameters has not yet been explored in MiMA. Calibrating 684 
extratropical gravity wave parameters to properties of the stratospheric polar vortex in both 685 
hemispheres is a topic of future research.  686 
 The introduction of automated methods such as Ensemble Kalman Inversion allows us to 687 
calibrate sub-grid scale parameterizations in GCMs, as far fewer climate model integrations are 688 
required (𝑂(100) compared to 𝑂(10=). However, for high complexity GCMs, even running 100 689 
model integrations is highly costly, which is why these are typically tuned crudely (e.g. Kodama 690 
et al., 2021). Learning the optimal gravity wave parameters of intermediate complexity climate 691 
models, such as MiMA,  is a potential step forward for estimating gravity wave parameters in 692 
higher complexity models. 693 
 694 
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Oscillation in used to estimate parametric uncertainty in this study and a Supplementary Movie 
showing the Markov chain Monte Carlo sampler exploring the posterior distribution. 
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Figure S1. Time-height cross section of zonal mean zonal winds between 5°S and 5°N 
showing the QBO under a 2xCO2 forcing for a 300 year simulation, where gravity wave 
parameters are set to their control values, 𝑐! = 35 m/s and 𝐵𝑡"# = 0.0043 Pa. The 
simulation is initialized from a spun-up state.  
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Figure S2. Time-height cross section of zonal mean zonal winds between 5°S and 5°N 
showing the QBO under a 2xCO2 forcing for 50 ensemble members, where gravity wave 
parameters are sampled from the posterior distribution in Figure 6. Each ensemble 
member is initialized from a spun-up state and run for 10 years. Periods and amplitudes 
of each cycle within all ensemble members are used to generate Figure 7 of main text and 
to estimate the parametric uncertainty. 
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mov01.gif 

Movie S1. Animation of MCMC samples from posterior distribution overlaid on Gaussian 
process predictions over parameter range (Figure 4 of main text) for perfect model setting. 

 

 
 


