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Abstract

Mapping wetland types in northern-latitude regions with Earth Observation (EO) data is important for several practical and
scientific applications, but at the same time challenging due to the variability and dynamic nature in wetland features introduced
by differences in geophysical conditions. The objective of this study was to better understand the ability of Sentinel-1, Sentinel-
2 and terrain derivatives derived from Copernicus DEM to distinguish three main peatland types, two upland classes, and
surface water, in five contrasting landscapes located in the northern parts of Alaska, Canada and Scandinavia. The study
also investigated the potential benefits for classification accuracy of using regionalized classification models constructed from
region-specific training data compared to a global classification model based on pooled reference data from all five sites. Overall,
the results show high promise for classifying peatland types and the three other land cover classes using the fusion approach
that combined all three EO data sources (Sentinel-1, Sentinel-2 and terrain derivatives). Overall accuracy for the individual
sites ranged between 84% to 92%. Class specific accuracies for the peatland types were also high overall, but differed between
the five sites as well as between the three classes bog, fen and swamp. A key finding is that the regionalized classification
models consistently outperformed the global classification by producing significantly higher classification accuracies for all five
sites. This opens for promising progress in terms of identifying effective approaches for stratifying northern-latitude areas for

continental scale peatland classification.

Hosted file

essoar.10511579.1.docx available at https://authorea.com/users/552731/articles/604846-multi-
source-mapping-of-peatland-types-using-sentinel-1-sentinel-2-and-terrain-derivatives-a-
comparison-between-five-high-latitude-landscapes


https://authorea.com/users/552731/articles/604846-multi-source-mapping-of-peatland-types-using-sentinel-1-sentinel-2-and-terrain-derivatives-a-comparison-between-five-high-latitude-landscapes
https://authorea.com/users/552731/articles/604846-multi-source-mapping-of-peatland-types-using-sentinel-1-sentinel-2-and-terrain-derivatives-a-comparison-between-five-high-latitude-landscapes
https://authorea.com/users/552731/articles/604846-multi-source-mapping-of-peatland-types-using-sentinel-1-sentinel-2-and-terrain-derivatives-a-comparison-between-five-high-latitude-landscapes

Martin Karlson'”, and David Bastviken!

! Department of Thematic Studies/Environmental Change, Linkdping Univer-
sity, Link6ping, Sweden

Corresponding author: Martin Karlson (martin.karlson@liu.se)
Key Points:

e Peatland types in five contrasting high-latitude areas was mapped with
high accuracy using freely available Earth Observation data

¢ Wide-scale mapping efforts should consider stratified classification imple-
mentation to account for variability in peatland characteristics

o Availability of high-quality reference data distributed throughout high-
latitude regions is key for achieving wide-scale peatland mapping

Abstract

Mapping wetland types in northern-latitude regions with Earth Observation
(EO) data is important for several practical and scientific applications, but at
the same time challenging due to the variability and dynamic nature in wetland
features introduced by differences in geophysical conditions. The objective of
this study was to better understand the ability of Sentinel-1, Sentinel-2 and
terrain derivatives derived from Copernicus DEM to distinguish three main
peatland types, two upland classes, and surface water, in five contrasting land-
scapes located in the northern parts of Alaska, Canada and Scandinavia. The
study also investigated the potential benefits for classification accuracy of using
regionalized classification models constructed from region-specific training data
compared to a global classification model based on pooled reference data from all
five sites. Overall, the results show high promise for classifying peatland types
and the three other land cover classes using the fusion approach that combined
all three EO data sources (Sentinel-1, Sentinel-2 and terrain derivatives). Over-
all accuracy for the individual sites ranged between 84% to 92%. Class specific
accuracies for the peatland types were also high overall, but differed between
the five sites as well as between the three classes bog, fen and swamp. A key
finding is that the regionalized classification models consistently outperformed
the global classification by producing significantly higher classification accura-
cies for all five sites. This opens for promising progress in terms of identifying
effective approaches for stratifying northern-latitude areas for continental scale
peatland classification.

Plain Language Summary

This is optional but will help expand the reach of your paper. Information on
writing a good plain language summary is available here.

1. Introduction

Accurate and up-to-date land cover maps with large area coverage have a broad
range of important practical and scientific applications, for example in envi-
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ronmental monitoring and management, biogeochemical modelling, and climate
change impact assessments (Saah et al., 2019). Their value as sources of spatially
explicit information of the extent, distribution and temporal dynamics of land
cover classes is particular high in areas experiencing rapid environmental change,
such as high-latitude regions (>60°N; Hinzman et al., 2005; Intergovernmental
Panel on Climate Change, 2014). Frequent production of land cover maps en-
ables systematic assessments of the impacts on landscapes resulting from, for
example, changes in temperature, precipitation, fire, and human management
(Pastick et al., 2019; Wulder et al., 2018). In recent years, the production
of broad scale land cover maps has benefited greatly from several key techni-
cal developments, including improved capabilities of Earth Observation (EO)
data, such as those provided by optical and synthetic aperture radar (SAR) sys-
tems, as well digital elevation models (DEM) and other ancillary datasets. Fur-
thermore, accessibility of EO data repositories and cloud computing resources
have increased greatly, as exemplified by the wide use of Google Earth Engine
that has opened unprecedented opportunities for large area land cover mapping
(Gorelick et al., 2017).

Several land cover products that cover the whole or parts of the high-latitude
regions have been released in recent years, and their accuracy is often relatively
high for general land cover classes (e.g., forest, water and barren land) that
often produce distinct signatures in the EO data. Examples of recent global
products include the Copernicus Global Land Cover (Buchhorn et al., 2020)
and the WorldCover map produced by the European Space Agency (Zanaga et
al., 2021). Many countries in these regions also have national land cover prod-
ucts managed by land surveying organizations or related stakeholders. However,
such broad scale land cover class maps often conceal important thematic details
rendering them less useful for specific applications that require a higher level of
detail when characterizing the land cover. A prime example of such a broad land
cover class is wetlands that in reality can include a large number of subclasses
characterized by differences in vegetation composition, hydrology and soils, as
well as ecological and biogeochemical functioning (Kreplin et al., 2021). National
wetland inventories based on field surveys and manual interpretation of high-
resolution imagery are available in some countries, including the U.S. (Wilen
& Bates, 1995), Canada (Ducks Unlimited Canada, 2022) and Sweden (Gun-
narsson & Lofroth, 2009), but these generally have incomplete spatial coverage
and are sometimes outdated. In addition, these products often apply different
wetland classification systems that can make regional comparisons problematic.

A consequence of limitations in existing land cover maps and wetland inven-
tories, combined with the inherent inaccessibility of such areas making field
surveys challenging, is that the extent of high-latitude wetlands is still highly
uncertain and even more so when considering the abundance and geographical
distribution of different wetland types (Bruhwiler et al., 2021; Melton et al.,
2013). Such information is of vital importance for monitoring and managing
these areas, which are often biodiversity hotspots and play a key role in local
livelihoods. In addition, wetlands in these regions are large sources of green-



house gases (GHGs) to the atmosphere (Gorham, 1991; Hugelius et al., 2020).
These wetland GHG fluxes are at the same time sensitive to climate change
related impacts, including permafrost thaw, temperature increase, precipitation
change and shifts in surface water regimes (Bruhwiler et al., 2021; Kreplin et al.,
2021; Pastick et al., 2019). For example, as much as 99% of the arctic wetlands
are underlain by permafrost, suggesting that large areas could be particularly
vulnerable to regime shifts depending on the magnitude and effects of climate
forcing (Karesdotter et al., 2021), including the effects of permafrost melting,
with uncertain yet potentially very large effects on wetland landscapes and their
biogeochemical functioning and GHG emissions (Schuur et al., 2015).

Consequently, improved land cover products that differentiate between wet-
land types is of increasing importance for understanding and predicting future
changes in the high-latitude regions, including GHG fluxes and feedback mech-
anisms (Bruhwiler et al., 2021; Olefeldt et al., 2021). Of particular concern in
the context of carbon storage and GHG flux regulation is the balance between
C storage and GHG emissions in different wetland types. In peatlands, dom-
inating the high-latitude wetlands, the production of organic material exceeds
the decomposition because of consistently waterlogged conditions, thereby pro-
moting the formation and accumulation peat. While peatlands are estimated to
cover only about 2.8% of the Earth’s land surface (Xu et al., 2018), it is the ter-
restrial ecosystem that stores and sequesters the highest amount of carbon per
unit area. High-latitude peatlands are also one of the largest natural sources of
methane (CH,) to the global CH, budget (Kirschke et al., 2013; Saunois et al.,
2016), but these emissions are at present poorly constrained (Peltola et al., 2019;
Saunois et al., 2020; Thornton et al., 2016). Furthermore, CH, emissions differ
largely between wetland types and locations in high-latitude areas (Bao et al.,
2021). For example, mean emissions from fens can be more than twice as high
as from bogs. There are also relatively large differences in CH, emissions among
peatland types in different geographical regions with the highest reported emis-
sions generally in lower latitude environments (Bao et al., 2021). Accordingly,
the balance between C sequestration (net C exchange) and CH, emission from
peatlands located throughout high-latitude regions are mainly the result of en-
vironmental heterogeneity, which influence the main controlling factors for peat
accumulation, CH, production and CH, emission pathways, including water ta-
ble depth, soil temperature and composition of the vegetation cover (see Bao,
Jia and Xu 2021 and references therein). This balance is important, and it has
been suggested that peatlands having a net C uptake can still contribute a net
global warming potential (GWP) due to the CH, emissions (Béickstrand et al.,
2010). To assess peatland C sequestration and GHG emissions more accurately,
higher resolution land cover information is vital.

Wetland mapping using remote sensing has engaged the scientific community
for several decades (Guo et al., 2017; Rundquist et al., 2001), but many chal-
lenges still remain despite great advances in sensor capabilities and methods
for EO data processing interpretation (A. L. Gallant, 2015). One of the main
inherent challenges is that wetlands often are dynamic with potentially large



fluctuations in size and water levels through time, which results in constantly
changing spectral signatures between seasons and years. Furthermore, distin-
guishing specific wetland types using remote sensing observations is far from a
trivial task. For example, separating swamps from upland forests can be diffi-
cult because these classes are both characterized by a relatively dense canopy
and therefore produce a similar appearance in both optical and SAR observa-
tions (Merchant et al., 2020). In addition, characteristic wetland vegetation
species, such as mosses and sedges, are often spectrally similar at the spatial
scales of most EO data available free-of-charge, making the separation between
wetland types difficult. Broad-scale mapping wetland types in high-latitude
regions presents additional challenges related to geographical differences in cli-
mate and local terrain. This can result in large regional variations in vegetation
conditions and species composition (Hermosilla et al., 2022), as well as in hy-
drological regimes, peat accumulation and permafrost presence. For example,
vegetation composition in different wetland types can vary along environmental
gradients resulting in inconsistent spectral signatures and phenology, further
complicating the production of large area products (Résénen & Virtanen, 2019;
Raynolds et al., 2019). Such variations can be compensated for to some extent
by including ancillary datasets in the classification model used, such as gridded
temperature and precipitation products and elevation derivatives (Mahdianpari
et al., 2017). Another approach that has been proven successful is to divide the
area to be mapped by the extent of satellite image tiling system (e.g., Landsat
8), administrative units (e.g., provinces) or eco-climatic regions, and perform
the classification within those (Hermosilla et al., 2022; Mahdianpari, Salehi, et
al., 2020; Mahdianpari et al., 2021; Mao et al., 2020). In this way, the classifi-
cation algorithm can be trained using regionalized reference data that ensures
the locally relevant representation of wetland types and thereby limit poten-
tial confusions between classes resulting from heterogeneity in environmental
conditions.

Consequently, high-latitude peatlands can differ in structure and composition
between geographical regions depending on for example local climatic conditions
and topography, which translate into heterogeneous signatures in EO data. This
challenge needs to be addressed when designing strategies for regional or conti-
nental scale mapping initiatives. This study therefore aims to clarify to what
extent regionalized classification model implementation is preferable over a gen-
eralized classification model implementation when mapping main peatland types
in high-latitude landscapes. Differences between these two approaches include
both how reference data is used and how EO data sources should be combined
in different geographic regions. To better understand these issues, we analysed
peatland classification model implementation in five high-latitude landscapes
in Alaska, Canada and Sweden with contrasting environmental conditions and
terrain. The study also analyses the consistency with which peatland types in
these different regions interact with a range of predictor variables derived from
EO data. Specifically, this study focuses on the following questions:

1. How accurately can peatland types in different high-latitude regions be



classified using multi-source remote sensing data?

2. How does classification accuracy differ when comparing results from classi-
fication models trained by regionalized compared to generalized reference
data?

3. How do the five sites differ in terms of the contribution of EO data sources
and remotely sensed predictor variables to peatland type classification
accuracy?

2. Materials and Methods
2.1 Peatland and Upland Classes

The classification scheme used in this study follows the Canadian Wetland Clas-
sification System to define main peatland types, with some modifications to the
local conditions of the test sites and the available reference data. This system
includes the two main peatland types bog and fen. It also includes a class for
treed wetland, referred to as swamps, that can be underlain by peat, mineral
soils or a combination of the two. In addition, the Canadian system includes
the wetland class marsh, which are temporally flooded areas on mineral soils
generally dominated by grasses and sedges. The marsh class was not considered
in this study because of the limited occurrence and extent in the test areas that
impeded the collection of a sufficiently large reference data sample. Two broad
upland classes were considered in the study, including forest and other open
land. In addition, open water was also included in our classification scheme.
The following sections describe the peatland and upland classes in more detail.
Descriptions of the peatland classes are based primarily on Warner and Rubec
(1997).

2.1.1 Bog

Bogs are ombrogeneous peatlands that are often raised relative to the sur-
rounding terrain, causing the hydrology to be largely disconnected from ground-
runoff- and surface water. Precipitation therefore constitutes the primary source
of water and nutrients. Bogs are relatively flat and open areas, and with a wa-
ter table close to the surface. The upper peat layer of bogs is generally poor in
nutrients and the surface water is acidic, forming a vegetation cover dominated
by sphagnum mosses, often with a sparse cover of ericaeous shrubs and stunted
trees.

2.1.2 Fen

Fens are minerotrophic peatlands that receives water from more nutrient-rich
sources, including surface water and groundwater. This makes them less acidic,
as well as more productive and biodiverse compared to bogs. Surface water
often flow through channels and open water bodies that can produce specific
surface patterns that are characteristic to fens. The water table can fluctuate a
few centimetres around the surface of a fen and the vegetation cover is often a
mix between brown mosses and graminoid species, including sedges and herbs.



A sparse cover of shrubs and trees can also be present in fens. The location
of vegetation species in fens often reflect the depth of the water table, with
graminoids in the wetter parts and shrubs and trees in the drier parts.

2.1.3 Swamp

Swamps can occur in areas with both peat and mineral soils, or a mix of the two
soil types. However, swamps on mineral soils also tend to accumulate woody
peat and was therefore included as a peatland type in this study. Character-
istic to swamps is that they have a relatively dense vegetation cover (> 30%)
consisting of coniferous or deciduous trees, or tall shrubs. In addition, swamps
experience periodic inundation depending on season, while the subsurface is
continuously waterlogged.

2.1.4 Upland Classes

The forest class includes areas dominated by both coniferous and deciduous
trees, or a mix of the two. Tree canopy cover can vary significantly between
regions depending on local environmental conditions and definitions used by the
reference data sources. Other open land is an aggregated class that primarily
includes areas of rock outcrop and low growing vegetation.

2.1.5 Water

The water class include permanent water bodies such as ponds, lakes, streams
and rivers. It also includes shallow water, which is defined as a separate wetland
class in the Canadian wetland classification system.

2.2 Study Areas and Reference Data Sources

Five sites were used as areas to develop and test the peatland classification mod-
els, including sites in Alaska, Canada and Sweden (Figure 1). These sites repre-
sent different climatic, biogeographical and terrain conditions in high-latitude
regions that make them interesting cases for comparison. Availability of refer-
ence data of sufficiently high quality was also an important aspect of the site
selection process. Each test site covers the extent of two neighbouring Sentinel-1
scenes (253 x 340 km) acquired in the same orbit on the same date.
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Figure 1. Map showing locations of the five test areas. The biome base-map is
based on the Terrestrial Ecoregions of the World by the World Wildlife Foun-
dation (Olson et al., 2001).

The following sections provide descriptions of the environmental conditions of
the five sites and the respective reference data sets used for collecting training
and validation data. For each site description, information about elevation was
derived from the Copernicus DEM (Fahrland et al., 2020) and general climate
conditions (temperature and precipitation) represent mean values (1970-2000)
extracted from the WorldClim (V2) database (Fick & Hijmans, 2017).

Several sources and types of reference data covering different parts and extents
of the five sites were consulted when collecting training and validation data
for developing and testing the classification models to ensure a sufficient data



sample (Foody et al., 2016). These reference data do not implement consistent
definitions of the peatland and upland classes, and class harmonization was
needed to enable consistent use of class definitions in the mapping procedure.
The procedure for class harmonization and the following development of the
reference dataset is described in section 2.3.

2.2.1. Great Slave Lake, Canada

This site centres on the Great Slave Lake located in the Northwest Territories
in central Canada. The areas surrounding the lake includes both boreal forest,
primarily in the western and southern parts, and a mix of taiga and tundra in
the northern and eastern parts, and contain large extents of peatland complexes
(Olson & Dinerstein, 2002; Piper, 2016). Jack pine and spruce are the dominant
tree species. Geologically, this area is located along the boundary of the Cana-
dian Shield and the Interior Platform. Mean annual temperature (1970-2000) in
the mapping area ranges between -7.3°C and -1.9°C (mean -3.6°C) and mean an-
nual precipitation ranges between 217 mm and 357 mm (mean 259 mm). This is
a relatively flat area with mean elevation of 206.5 m above sea level (min: 125.3,
max: 445.3, std: 50.0). The northern parts of the area are within the exten-
sive discontinuous permafrost zone (50-90%), whereas the southern portion is
underlain by sporadic permafrost that covers between 10-50% of the land area.

The reference data consisted of the Great Slave Lake ecosystem map with a
spatial resolution of 12.5 m and a minimum mapping unit of 0.2 ha (Bourgeau-
Chavez et al., 2016, 2019). This product covers most of the test area and
includes nine classes for wetland and upland areas, with a reported overall
classification accuracy of 89.5%, and is based on multi-temporal PALSAR and
Landsat-5 imagery (Bourgeau-Chavez et al., 2016). This dataset also includes
a large number of polygons used for training and validation of the classification
distributed throughout the test area, which were manually delineated based
on high-resolution WorldView-2 imagery and field observations in 2014-2018.
Peatland types in these data follow the Canadian classification system with the
additional separation between open fens and treed fens.

2.2.2. Hudson Bay Lowlands, Canada

The Hudson Bay lowlands is the largest peatland area in Canada and located
in northern Ontario between the Canadian Shield and the southern shore of
the Hudson Bay. This site is a relatively flat landscape with mean elevation
of 122.2 m a.s.l. (min: 0; max: 2593.7; std: 301.8). The northern part of the
lowlands border Manitoba to the northwest. The area belongs to the boreal
forest and taiga eco-zones and the climate is largely controlled by the water
surface of the Hudson Bay, which often generates large amounts of rain during
the summer (Abraham & Keddy, 2005). Mean annual temperature (1970-2000)
in the test site ranges between -5.8°C and -2.0°C (mean -3.8°C) and mean annual
precipitation ranges between 388 mm and 513 mm (mean 447 mm). Most of
the area (90-100%) is underlain by continuous permafrost.

The main reference data used for this site is the wetland product distributed by



Land Information Ontario (Ontario Ministry of Natural Resources and Forestry,
2019). This product is primarily based on the Far North Land Cover map
(Ontario Ministry of Natural Resources and Forestry, 2015). The Far North
Land Cover map has a minimal mapping unit of about 1 ha and was created from
Landsat imagery (2005-2011), DEM data and geological maps by using a semi-
automated method with a relatively large component of visual interpretation to
improve accuracy. Peatland classes in the wetland product include bog, fen and
swamp. The Far North Land Cover map was also used to identify areas of the
two upland classes.

For Hudson Bay Lowlands, we also used the wetland map by Franklin et al.
(2018), which was created using RADARSAT-2 and Landsat 8 data and has
a classification accuracy above 90%. This map covers a relatively small area
south of the test site and was consequently not directly used as reference data.
However, the landscape compositions of these two areas are very similar and the
Franklin et al. (2018) map provided important insights to the visual appearance
in high-resolution imagery of the different peatland types in the test area.

2.2.3. North Slope, Alaska

This test site is located in the eastern parts of North Slope Borough, Alaska,
with the Beaufort Sea to the north and the Canadian border to the east. Much
of the area is gently rolling tundra going from the Arctic coastal plains to the
foothills of Brooks Range in the south. Mean elevation in the test site is 641.5 m
a.s.l. (min: 0, max: 2433, std: 478.4). Some areas of boreal forest, mainly white
spruce, and taiga can be found south of the Brooks Range. The central part is
a designated national park, including the Gates of the Arctic National Park and
Reserve and the Arctic National Wildlife Refuge. Mean annual temperature
(1970-2000) ranges between -13.2°C and -4.7°C (mean -9.5°C) and mean annual
precipitation ranges between 114 mm and 308 mm (mean 191 mm). The whole
test site area is underlain by continuous permafrost (Jorgenson et al., 2008).

Four sources were used as reference data for the North Slope test site. The
vegetation cover map of Walker and Raynolds (2017) covers the Upper Ku-
paruk River basin located in the centre of the test site and was created from
satellite imagery (Landsat and SPOT) and existing geo-botanical maps. The
classification scheme of this map is different from the Canadian system and the
peatland classes include tussock/non-tussock sedge- dwarf shrub- moss tundra
(bog), dwarf to low-shrub sedge- moss tundra (bog) and sedge- moss tundra
(fen). We also used high-resolution vegetation community maps by Greaves et
al. (2019) that cover three sites (3-6 km?) near the Toolik research station in
the central parts of the test area. These maps are based on LiDAR data and
aerial photography collected in 2013 and were verified to an overall accuracy of
57% using field observations. Peatland classes include moist non-tussock tun-
dra (bog), shrubby- moist non-tussock tundra (bog), raised areas in wet tundra
(bog) and wet tundra (fen). In addition, we used the continuous foliar cover
maps at 10 m spatial resolution covering North American Beringia (Nawrocki,
2021; Nawrocki et al., 2020). These maps represent the fractional coverage of



a range of vegetation species produced by a machine learning approach based
on field data and multi-seasonal spectral and environmental covariates mainly
derived from satellite data, including Sentinel-2. We used the sphagnum and
wetland sedge maps to guide the identification of bogs and fens, respectively.
Lastly, we used the U.S. Fish and Wildlife Service National Wetland Inven-
tory dataset (version 2.0), which is primarily based on visual interpretation of
aerial photography (Wilen & Bates, 1995), to specifically identify freshwater
forested /shrub wetland areas (swamp) because this class was absent from the
other three reference dataset.

2.2.4. Norrbotten County, Sweden

The Norrbotten county test site is located in the most northern parts of Sweden.
Small portions in the north-western and north-eastern parts of the test area
also extends into Norway and Finland, respectively. The western parts of the
test area are mountains and alpine tundra, whereas the eastern parts is boreal
forest consisting primarily of a mix of spruce, pines and birch. Mean annual
temperature (1970-2000) in area ranges between -5.4°C and 3.5°C (mean -1.1°C)
and mean annual precipitation ranges between 277 mm and 809 mm (mean 477
mm). The terrain is hilly in the western parts towards Norway and relatively flat
in the eastern parts with a mean elevation of 500.7 m.a.s.l (min: 0, max: 2083.4,
std: 284.6). The main part to the east is lowland with sporadic permafrost
(10-50%), whereas the western areas characterized by higher elevation is often
within the discontinuous permafrost zone (50-90%) (Gisnas et al., 2017).

The main reference data for this site is the Swedish national wetland inventory
(VMI) which was produced through visual interpretation of aerial photography
collected between 1981 and 2005, and field visits for verification (Gunnarsson
& Lofroth, 2009). This dataset uses a classification schema that corresponds
well with the Canadian system, but also includes a high number of subclasses
(Naturvardsverket, 2019). The main wetland types in the dataset include bogs
(Swedish classification “mosse”), fens (“kérr”) and swamps (“sumpskog”). We
also used the Swedish National Land Cover data from 2020 (Naturvardsverket,
2020; Nilsson et al., 2020) for collecting reference data for upland area classes.

2.2.6. Yukon, Canada

This site is located in the south-western parts of Yukon, Canada, centred on
Dawson City with the Alaska border to the west and the Klondike Plateau
to the south. The northern boundary is roughly made up of the Ogilvie River.
Most of the area is tundra, but the southern part includes large extents of boreal
forests with mainly white spruce and pine. Relatively dense forest areas can also
be found in the river valleys throughout the test site. The climate is subarctic
with mean annual temperature (1970-2000) between -16.4°C and -2.2°C (mean
-5.9°C) and mean annual precipitation between 196 mm and 1066 mm (mean 304
mm). The landscape includes plateaus and mountains with a mean elevation of
881.7 (min: 251.2, max: 2593.7, std: 301.8). This area is within the extensive
discontinuous permafrost zone where the coverage is between 50-90%.
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The primary reference data for Yukon test sites was a wetland map covering the
Indian River watershed located south of Dawson City in the central parts of the
test (Government of Yukon, 2018). This map follows the Canadian classification
system and is based on visual interpretation of Geoeye-1 and SPOT-6 imagery
using a mapping scale of 1:10000. It was validated using field observations in
2016 and 2017. The map also includes forest type classes, as well as other upland
classes. Similar to the North Slope test site, we also used the continuous foliar
cover maps at 10 m spatial resolution (Nawrocki, 2021; Nawrocki et al., 2020),
described in section 2.1.3. to identify bog and fen areas. Lastly, we used the
vegetation inventory map (40k) produced through visual interpretation of aerial
photography and digital elevation models at a scale of 1:400000 (Government
of Yukon, 2017) to guide the identification of upland class areas.

2.3 Preparation of Training and Testing Dataset

As described in the previous sections, we consulted several sources of reference
data when compiling the datasets used for training and testing the classification
models. These reference data sources originated from three countries and had
been created for different purposes using various data sources, methods and clas-
sification systems, and a standardization was therefore needed. This primarily
included the translation of peatland classes in the Alaskan and Swedish refer-
ence data to the Canadian classification system used in this study, as described
in sections 2.1.3. and 2.1.4.

For each test site, 200 randomly distributed polygons per class were manually
delineated based on overlaying the reference datasets on very high-resolution
satellite imagery available in ArcGIS Pro, which resulted in 1200 polygons per
site used for training and testing the classification models. The procedure of
combining reference data with visual interpretation of VHR imagery enabled
selection of polygons with a high likelihood of representing the actual class
on the ground (Mahdianpari, Brisco, et al., 2020). This procedure also ensured
exclusion of areas affected by land cover change or fires during the time between
reference data development and acquisition of EO data used in this study from
the training and validation dataset.

2.4 Processing of Sentinel-1 and Sentinel-2 Data
2.4.1 Sentinel-1

The Sentinel-1 system provides C-band synthetic aperture radar (SAR) data at
dual polarization and a spatial resolution of 10 m. A monthly time-series of
Sentinel-1 data from 2020 was downloaded from the Copernicus Open Access
Hub for each site. We used the Ground Range Detected (GRD) interferomet-
ric wide (IW) product acquired in the VV-VH polarization mode. SAR pre-
processing was done using the S1 Toolbox and included thermal noise removal,
radiometric calibration and terrain correction using the Copernicus DEM. A Re-
fined Lee filter (Yommy et al., 2015) was then applied to remove speckle noise.
Two neighbouring and pre-processed scenes were mosaicked to cover each site.
As Sentinel-1 predictor variables, we created an annual time series from 2020
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consisting of one SAR observation per month in both VV and VH polarizations
(Table 1). From the monthly observation time series, we also calculated tempo-
ral metric mosaics, including minimum, maximum, mean, median and standard
deviation values at pixel level for both VV and VH polarizations.

Table 1. Predictor variables derived from Sentinel-1 VV and VH polarizations.
Temporal metrics (min, max, mean, median and standard deviation) was calcu-
lated on the pixel level.

Predictor variables Description

Monthly observations (January — December 2020)  One backscatter observation close to the middle of the m

Minimum The minimum backscatter value extracted from the 2020
Maximum The maximum backscatter value extracted from the 202(
Mean The mean backscatter value extracted from the 2020 tim
Median The median backscatter value extracted from the 2020 ti
Standard deviation The standard deviation backscatter value extracted from

2.4.2 Sentinel-2

Sentinel-2 mosaics at 20 m spatial resolution based on time series covering the
period July 1 to October 31 2020 was created for each test area using the
Sentinel-2 Global Mosaic (S2GM; V1.3) service (Kirches, 2020). The input
to S2GM consists of Sentinel-2 Level 2A surface reflectance products provided
by the European Space Agency (ESA) Copernicus data hub processed with
the Sen2Cor (v2.9) method. Sen2Cor also produces the associated product
scene classification, aerosol optical depth and water vapour used as input by
S2GM. The S2GM service is based on a compositing approach that selects the
best pixel observation during the predefined time-period using a set of criteria
considering spectra, viewing geometry and Sen2Cor scene classification (Frantz
et al., 2017). Two different composite algorithms are used in S2MG depending
on the number of valid observations at pixel-level, including Medoid composite
(Flood, 2013) when the number of valid observation is four or more, and Short
Term Composite (Kirches, 2020; Roy et al., 2011) when the four observation
threshold is not met. All resulting spectral bands and were resampled to 30 m
pixel size using bilinear interpolation and used as predictor variables (Table 2).
From the 30 m Sentinel-2 mosaics, we also produced a number of vegetation
indices, including Normalized Difference Vegetation Index (NDVT), Normalized
Difference Water Index (NDWI) and Red Edge NDVI (RENDVT).

Table 2. Predictor variables based on the Sentinel-2 mosaic from July to Octo-
ber, 2020.

Predictor variable Central wavelengths (bands) and equations (vegetation indices) Referenc

Band 2 Blue (490 nm) -
Band 3 Green (560 nm) -
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Predictor variable Central wavelengths (bands) and equations (vegetation indices) Referenc
Band 4 Red (665 nm) -

Band 5 Vegetation red edge (705 nm) -

Band 6 Vegetation red edge (740 nm) -

Band 7 Vegetation red edge (783 nm) -

Band 8 Near infrared (842 nm) -

Band 8A Near infrared (865 nm) -

Band 11 Short wave infrared (1610 nm) -

Band 12 Short wave infrared (2190 nm) -

NDVI (B8 - B4) / (B8 + B4) (Rouse et
NDWI (B8 — B12) / (B8 + B12) (Gao, 199¢
RENDVI (B8 - B5) / (B8 + Bb) (Forkuor e
2.5 Processing of Elevation Data

The 30 m Copernicus DEM (v 2.1) with global coverage released in 2020 was

used for terrain correction of the Sentinel-1 data and for extracting a range of

terrain derivatives used as predictors in the peatland classification models (Table

3). This is an edited version of the WorldDEMT™ that was produced from SAR

data acquired by the TANDEM-X satellite system between 2010-2015 (Fahrland

et al., 2020). In the following sections, we describe the terrain derivatives used

as predictor variables in the classification models.

Table 3. Terrain derivatives used in the classification model.

Predictor variable Description

Depth to water Index (DTW) Difference in elevation along the lowest slope path between a specific are
Water table elevation Elevation difference between DEM and DTW at a specific area

Topographic wetness index (TWI) Tendency of an area to accumulate surface water runoff based on local s
Topographic Position Index (TPI) Topographic position of an area relative to the surrounding landscape of

Curvature Measure of the local variations in curvature of an area.

Landform classes Specific topographic features of the Earth surface that together make up

2.5.1 Depth to Water Index

Depth to water index (DTW) has been proposed as a useful indicator for identi-
fying areas with a high likelihood of being saturated (Murphy et al., 2008, 2009).
It has previously been used to delineate wetlands in different types of boreal
landscapes (Agren et al., 2014; Lidberg et al., 2020; Oltean et al., 2016; White et
al., 2012), but rarely in higher-latitude regions. The main assumptions behind
DTW is that areas closer to surface water have a higher probability of being
wet when considering proximity as a function of elevation difference and dis-
tance (Murphy et al., 2008). DTW is conceptualized as the elevation difference
along the least-slope path from an area to the nearest surface water. Its calcula-
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tion requires two primary inputs, including i) a terrain slope layer derived from
the original DEM and ii) a layer representing surface water, including streams
and waterbodies. DTW is then derived from the following least-cost function
(Equation 1):

DTW (m) = ¢} 4-a; (1)

where ¢ represents the cell size of the DEM, A,; /A, is the slope of cell; along the
least cost path, a is 1 when the path is parallel along the cell boundary or 202
when the path crosses diagonally. Regarding input data, streams delineation
was done using a filled version of the Copernicus DEM and the D8 algorithm
(O’ Callaghan & Mark, 1984) to determine flow direction, flow accumulation
and slope gradient. We then extracted streams from the flow accumulation
layer using stream initiation thresholds between 0.5 ha — 100 ha (Lidberg et
al., 2020). These stream layers were each combined with the water body layer
developed by Pekel et al. (2016) to create surface water layers for use in the
DTW calculation. By subtracting the DTW layers from the original DEM, it is
also possible to derive an estimate of the water-table elevation (WTE; White et
al., 2012)). Consequently, WTE layers were calculated using each of the DTW
layers as input.

2.5.2 Topographic Wetness Index

The hydrologically based topographic wetness index (TWI) quantifies the ten-
dency of an area to accumulate water depending on size of the upslope catchment
area and local slope (Beven & Kirby, 1979). It has been widely used in different
types of techniques for predict location of wet areas (Grabs et al., 2009; Mattivi
et al., 2019). TWI is calculated as follows:

TWI =1n(525) (2)

where is the upslope catchment area draining through a specific point and

is the local slope angle. We used the r.watershed package in Geographic Re-
source Analysis Support System (GRASS 7.6.1) originally developed by the U.S.
Army Corps of Engineers (Neteler et al., 2012) and the multiple flow direction
algorithm (Freeman, 1991; Quinn et al., 1991) for calculating TWI.

2.5.3 Topographic Position Index

The topographic position index (TPI) is computed from a comparison between
the elevation of each cell (e,) in a DEM to the mean elevation (€) in a neigh-
bourhood with a specified radius (R), according to Equation 3 and Equation 4
below (J. P. Gallant & Wilson, 2000; Guisan et al., 1999).

TPI= ey— (3)
2= =2, pa(4)

It thus characterizes the topographic position of an area relative to the eleva-
tion context, with positive and negative values meaning that a specific area is
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located higher or lower compared to it average surrounds, respectively. We used
rectangular neighbourhood model of five different sizes (3x3, 5x5, 9x9, 15x15,
30%30) in the calculation.

2.5.4 Curvature

Curvature indicates the degree to which the surface of an area is upwardly
convex, upwardly concave or flat relative to the surroundings. It can be a useful
indicator for delineating areas that are saturated with water or channelized
(Agren et al., 2014; O’Neil et al., 2018, 2019). For each cell in a DEM, a fourth-
order polynomial is fit to a surface consisting of a 3x3 cell window centred on
the cell for calculation. The curvature value is then acquired by taking the sum
of the second derivatives of this surface (Moore et al., 1991). The curvature
calculation was done in ArcGIS Pro 2.8.

2.5.5 Landform Classification

Landforms are conceptual descriptions of geomorphic or terrain features of
Earth’s surface. Most methods for deriving landform classifications from DEMs
are based on characterizing the topographic, spatial and contextual attributes
of an area, including elevation, shape, relief, relative position and size, using
various algorithms (Mokarram & Sathyamoorthy, 2018). Examples of landform
classes include depressions, plains, valleys and plateaus. Knowledge about the
spatial distribution of landforms can be useful for inferring hydrological and
biogeochemical processes that operate in an area and that shapes its ecological
conditions and characteristics (Moore et al., 1991).

Landform maps were produced for each site using the GRASS tool r.geomorphon
(Jasiewicz & Stepinski, 2013). This tool characterizes the relative elevation
of each cell in a DEM based on a comparison with the elevation of at least
eight neighbouring cells using a three-value scale (higher, lower and same). The
primary output of 7.geomorphon is a visibility neighbourhood pattern where
each cell is assigned one of 498 potential pattens, or geomorphons. The landform
of each cell is then determined based on a lookup-table. This tool requires input
on the two scalar parameters lookup distance (L) and flatness threshold (¢). We
set L to 9 and ¢ to the default value 1 based on a previous assessment showing
the suitability of these values in the context of high-latitude land cover mapping
(Karlson et al., 2021).

2.6 Classification and Accuracy Assessment

For classifying peatland types (bog, fen and swamp), upland classes (forest and
other open land) and water, the random forest (RF) algorithm (Breiman, 2001)
implemented in ArcGIS Pro 2.8 was used. RF is a supervised machine learning
method that has proven to be among the most accurate when used for land
cover classification (Belgiu & Dragut, 2016; Pelletier et al., 2016), including dis-
tinguishing between wetland types (Mahdianpari et al., 2021; Merchant et al.,
2020). RF also has several practical benefits, such as allowing both quantitative
and categorical predictor variables, having few parameters needing tuning, as
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well as minimizing the risk of overfitting the model by using an ensemble of de-
cision trees that are constructed from random subsets of the training data and
predictor variables. It also provides metrics for assessing predictor variable im-
portance, which can contribute to improved understanding of the classification
model.

All classifications were done on the object level using the reference polygons
described in section 2.3. The object average predictor variable values provided
the input to the classification models. Classification models were developed
using reference data for each of the five sites separately (regionalized models)
and by combining the reference data from all sites (global model). We evaluated
four classification scenarios that combined predictor variables from different EO
data sources: i) Sentinel-1 and terrain derivatives, ii) Sentinel-2 and terrain
derivatives, iii) Seninel-1, Sentinel-2 and terrain derivatives, and iv) Sentinel-1
and Sentinel-2, without terrain derivatives. This procedure provided insight to
the relative contribution of the EO data sources to the classifications

We used a repeated random sub-sampling cross-validation approach to assess the
accuracy of the different classification models and input data scenarios (Richter
et al., 2012; Zou et al., 2021). Specifically, 80% randomly selected reference
polygons were used for training the classification models and the remaining
20% for validation. This randomized sub-sampling procedure was repeated 100
times to ensure a high likelihood that each reference polygon was included in the
validation sub-sample. The summed output statistics from this procedure were
used for calculating metrics for the accuracy assessment and for quantifying the
relative importance of individual predictor variables. Classification accuracy
metrics included overall accuracy (OA), kappa statistic (K; Cohen, 1960) and
the class specific producer s (PA) and user s accuracy (UA; Story & Congalton,
1986). Predictor variable importance was quantified from the mean decrease in
accuracy measure provided by the Random Forest algorithm (Breiman, 2001).
This measure quantifies the reduction in classification accuracy that results when
excluding each individual predictor variable from the classification model.

3. Results
3.1 Accuracies of Regionalized and Generalized Classification Models

The outcomes from the four classification scenarios representing different com-
bination of EO data sources were highly consistent in terms of OA for both the
individual sites (regionalized models) and the generalized classification model
(Figure 2). Specifically, the combination of all three data sources (S-1, S-2 and
DEM) produced the highest OA in all cases, whereas the second most accurate
classification scenario was the S-1 and DEM combination overall. Including
terrain derivatives from DEM increased OA between 2.8% (North Slope) and
10.6% (Yukon) for the regionalized classification models, and by 7.6% for the
generalized model. Furthermore, the combination of S-1 and DEM consistently
outperformed the S-2 and DEM combination, with increases in OA between
0.3% (Hudson Bay Lowlands) and 7.0% (Sweden) for the individual sites, and
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a 2.4% increase for the generalized model.

Overall, the results show clear benefits in terms of higher OA when training
classification models with regionalized reference data compared to pooling it
to produce a generalized classification model. When comparing the most ac-
curate classification scenario (S-1 + S-2 + DEM), OA was between 4.6-12.3%
higher for the individual sites compared to the generalized classification model.
On the other hand, using the most accurate classification scenario produced
clear differences in OA between the individual sites with the highest OA for
Sweden (91.9%), followed by Great Slave Lake (88.2%), North Slope (87.2%),
Yukon (85.4%) and Hudson Bay Lowlands (84.2%). The generalized classifica-
tion model resulted in an OA of 79.6%.

100
90
80
70
60
50
40
30
20
10
0 -
S-1 + DEM S-2 + DEM S-1+8-2 S-1+S-2+DEM
® Great Slave Lake ® Hudson Bay Lowlands = Sweden
“ North Slope B Yukon m All sites

Figure 2. Overall classification accuracy resulting from regionalized and gener-
alized classification models using four classification scenarios based on different
EO data sources.

3.2 Class Specific Comparison

The classification accuracies for the peatland and upland classes produced by
the different classification scenarios are presented in Table 3. In general, the clas-
sification accuracy of peatland types was relatively high, but differed markedly,
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both in relation to each other and between the five sites. Bog was the most ac-
curately classified peatland type in Hudson Bay Lowlands, Sweden and Yukon
with UA ranging between 85.6% and 91.1%. In Great Slave Lake and North
Slope, fens had highest UA of the peatland types at 90.7% and 87.5%, respec-
tively. Swamp had the lowest UA of peatland types in all sites except North
Slope and Yukon. Similar to the OA assessment, inclusion of terrain deriva-
tives from DEM had large positive influence on the accuracies for all peatland
types, but more for fens and swamps compared to bogs. This pattern was even
clearer when assessing peatland type accuracies resulting from the generalized
classification model. The latter also resulted in significantly lower peatland type
accuracies in relation to those obtained from the regionalized classification mod-
els. Unsurprisingly, open water was the most accurate land cover class in all
sites, as well as when the generalized classification model was used. The class
other open land followed a similar pattern with relatively high UA. For the for-
est class, UA differed between sites. Lowest UA for the forest class was in Great
Slave Lake and Hudson Bay Lowlands where the swamp class had relatively low
UA, indicating a confusion between these two classes.

Table 4. Class specific accuracy for the five sites and the generalized classifica-
tion model. Included are also results from the four classification scenarios, with
the most accurate (S-1 + S-2 + DEM) indicated in bold.

@ >p(-26) * >p(-26) * >p(- 26) * >p(- 26) * >p(- 26) * >p(- 26) * >p(-
26) * >p(- 26) * >p(- 26) * >p(- 26) * >p(- 26) * >p(- 26) * >p(- 26) *
>p(- 26) * @ Site & Datasets & Bog & Fen & Swamp & Water & Other
open land & Forest & & & & & &

& & PA & UA & PA & UA & PA & UA & PA & UA & PA & UA & PA
& UA

Great Slave Lake

& S-1 + DEM & 85.4 & 86.5 & 88.3 & 88.0 & 74.8 & 70.5 & 99.0 & 100 & 92.5
& 96.5 & 77.3 & 77.1

& S-2 + DEM & 82.5 & 77.5 & 79.9 & 89.3 & 73.3 & 70.8 & 97.8 & 96.5 &
96.8 & 98.7 & 76.8 & 75.4

& S-1 + S-2 4+ DEM & 87.7 & 89.5 & 90.9 & 90.7 & 74.8 & 72.2 & 99.1 &
100 & 98.9 & 98.4 & 77.5 & 78.4

& S-1 4+ 5-2 & 83.1 & 86.6 & 80.9 & 85.8 & 72.8 & 65.2 & 98.5 & 100 & 97.1
& 978 & 75.7 & 74.4

Hudson Bay lowlands

& S-1 + DEM & 80.2 & 77.6 & 69.0 & 72.9 & 71.8 & 66.2 & 100 & 100 & 73.9
& 78.5 & 83.0 & 83.0
& S-2 + DEM & 83.0 & 74.9 & 67.7 & 73.2 & 66.2 & 63.0 & 99.8 & 100 & 80.3
& 84.8 & 79.6 & 79.4
& S-1 4+ S-2+ DEM & 86.3 & 85.6 & 71.6 & 79.1 & 78.8 & 69.7 & 100 &
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100 & 84.0 & 83.4 & 82.7 & 85.3
& S-1+4S-2&724&81.8& 71.4& 61.9 & 70.4 & 60.9 & 100 & 100 & 78.8 &
80.0 & 72.8 & 81.2

Sweden

& S-1 + DEM & 90.0 & 86.1 & 86.4 & 90.3 & 83.8 & 83.2 & 99.0 & 99.7 &
95.1 & 95.8 & 85.1 & 84.2

& S-2 + DEM & 79.7 & 78.3 & 78.2 & 76.9 & 65.9 & 65.2 & 98.7 & 99.0 &
97.3 & 96.9 & 74.8 & 78.1

& S-1+ S-2 + DEM & 92.3 & 91.1 & 88.9 & 89.6 & 89.5 & 82.2 & 97.0 &
100 & 98.3 & 97.4 & 84.2 & 90.3

& S-1 + S-2 & 90.7 & 89.0 & 84.3 & 89.3 & 80.7 & 72.0 & 99.5 & 99.2 & 99.0
& 99.2 & 75.4 & 80.5

North Slope

& S-1 + DEM & 75.5 & 71.7 & 81.6 & 84.3 & 74.4 & 85.6 & 99.8 & 99.3 &
92.1 & 85.7 & 89.2 & 84.9

& S-2 + DEM & 75.7 & 73.1 & 76.6 & 75.8 & 75.8 & 78.5 & 98.1 & 97.6 &
90.1 & 90.3 & 87.2 & 88.1

& S-1+5-2+4+ DEM & 79.1 & 74.6 & 84.0 & 87.5 & 76.9 & 86.9 & 99.5 &
97.2 & 93.3 & 87.6 & 92.3 & 89.8

& S-1+S2&71.4&74.0 & 80.8 & 79.6 & 75.8 & 78.5 & 99.0 & 97.6 & 92.4
& 85.0 & 86.8 & 90.3

Yukon

& S-1 + DEM & 84.8 & 829 & 71.0 & 73.2 & 74.9 & 794 & 974 & 96.7 &
91.6 & 83.9 & 83.7 & 85.4

& S-2 + DEM & 80.5 & 68.0 & 59.7 & 63.5 & 63.1 & 70.9 & 95.8 & 95.5 &
92.1 & 90.3 & 87.5 & 87.5

& S-1+ S-2+ DEM & 86.2 & 81.7 & 73.2 & 74.1 & 70.1 & 76.3 & 97.7 &
95.2 & 90.8 & 90.8 & 84.4 & 82.2

& S-1 4+ S-2& 723 & 76.5 & 57.3 & 64.3 & 59.9 & 54.2 & 98.2 & 93.3 & 87.2
& 87.6 & 73.3 & 70.2

All

& S-1 + DEM & 71.3 & 69.6 & 67.1 & 69.7 & 67.4 & 65.7 & 97.6 & 97.6 &
79.6 & 80.8 & 77.8 & 77.5

& S-2 + DEM & 70.3 & 64.5 & 63.8 & 68.7 & 57.8 & 54.6 & 98.8 & 97.8 &
85.6 & 86.6 & 69.2 & 73.4

& S-1+ S-2+ DEM & 75.0 & 72.3 & 69.8 & 75.3 & 69.4 & 66.5 & 98.8 &
97.6 & 87.7 & 87.2 & 76.8 & 78.4

& S-1 4+ S-2&61.4 & 67.7 & 61.3 & 56.9 & 57.7 & 53.8 & 99.0 & 97.5 & 85.6
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& 82.1 & 68.2 & T4.1

In Figure 3, S-1 backscatter in VH and V'V polarization from the three peatland
types are plotted over time for the year 2020 to show potential differences in
the seasonal dynamics in vegetation structure and soil moisture condition. The
temporal pattern of the VH backscatter response from peatland types show
strong similarities for all sites except Great Slave Lake, with clear peaks in
April around when snow melting starts, which results in more heterogeneous
ground conditions and higher backscatter. The backscatter peak is followed by
the growing period with relatively high backscatter levels for all peatland types
resulting from presence of vegetation and higher soil moisture. In Great Slave
Lake, the backscatter peak of all peatland types occurs later in the growing
season compared to the other sites. For the VV polarization, the temporal
pattern is also similar between sites, but peak backscatter generally occurs later
in the growing season compared to VH. Overall, peak backscatter levels for
the peatland types differ markedly between sites, especially in VH polarization,
with differences of up to 5 dB, suggesting significant difference in vegetation
composition and surface condition, including soil moisture regimes.
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Figure 3. Seasonal patterns in S-1 backscatter from three peatland types in the
five sites. (a) Great Slave Lake, (b) Hudson Bay lowlands, (¢) North Slope, (d)
Sweden, and (e) Yukon.

3.3 Predictor Variable Importance

The relative contribution of the 20 most important predictor variables to the
most accurate classification models (S1 + S2 + DEM) for the individual sites
and the generalized model are shown in Figure 4. A noticeable result is that
the landform classification was the single most important predictor for all five
sites in the regionalized classification models, but it was not even among the top
20 predictors in the generalized classification model. NDWI also ranked high
for all sites except Yukon. In addition, predictors based on S-2 had especially
high importance in Great Slave Lake, Hudson Bay Lowlands and North Slope,
whereas predictors based on S-1 were generally ranked higher in Sweden and
Yukon. Except for landform classification, terrain derivatives were not ranked
high in predictor importance in any of the sites, except for Hudson Bay Lowlands
where several versions of DTW were among those ranked among the top 20
predictors. The ranking of predictor importance shows a clearly different pattern
for the generalized classification model. Specifically, this model showed smaller
differences between predictors in terms of their contribution to the classification
results, and no terrain derivative was ranked among the 20 most important.
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Figure 4. Contribution of the top 20 predictor variables to the most accurate
classification scenario (S-1 4+ S-2 + DEM) for the five sites and the generalized
classification model.

4. Discussion

Distinguishing detailed wetland types using EO data is known to be a challenge,
especially when the objective is large area mapping (Ozesmi & Bauer, 2002).
This is manifested in the available land cover products with global or continen-
tal scale coverage that generally only include an aggregated wetland class at
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best (Phiri et al., 2020). In such products, the wetland class is often also among
those with the lowest classification accuracy (Hermosilla et al., 2022). A key
challenge for mapping wetland types is that features used to distinguish them
in the field, including vegetation composition, hydrological characteristics and
soil properties, usually are difficult to resolve at the scale at which satellite sys-
tems suitable for large-area applications make observations. Another important
challenge is that wetland types can differ between regions, in particular vege-
tation composition and soil moisture regimes, depending on local geographical
conditions, including topography and climate (Mahdianpari et al., 2021).

4.1 Influence of EO Data Sources on Classification Accuracy

Selecting between EO data sources or data fusion strategies is a key considera-
tion for land cover mapping activities that affects both the capabilities to detect
relevant land cover features and data processing requirements. Such a choice
also controls the spatiotemporal scales covered by the mapping activity and the
quality of the resulting map product, including classification accuracy. This
study focused on EO data from Sentinel-1, Sentinel-2 and Copernicus DEM
mainly because of the consistent global coverage and relatively high spatiotem-
poral resolution that potentially could enable continental scale mapping of high-
latitude peatland types, given sufficient availability of reference data to train
classification models, as well as EO data processing capabilities.

The peatland type and upland classifications produced in this study demon-
strated varying accuracies that were highly dependent on the EO data sources
used for input to the classification models. Our results show that significant im-
provements in both OA and class-specific accuracies (UA and PA) were achieved
for all five sites, as well as the generalized model, when using the classification
scenario that combined predictor variables from S-1 and S-2, and terrain deriva-
tives, albeit at varying levels. These results add to the growing body of research
showing that combining or fusing different types of EO data sources, including
optical, SAR and elevation data, generally improves land cover classification
accuracy in high-latitude regions (Hermosilla et al., 2022). This is especially
the case for applications targeting detailed classes such as wetland or peatland
types (Karlson et al., 2019; Mahdianpari et al., 2021; Merchant et al., 2020).
The improved accuracies suggest that these three EO data sources contribute
with complementary information to the classification that each characterizes dif-
ferent features of both peatland types and upland classes that facilitates their
separation. The links between predictor variables based on optical, SAR and
elevation data, and vegetation properties, soil moisture conditions, and local
hydrology, respectively, are well established (A. L. Gallant, 2015; Ozesmi &
Bauer, 2002). However, the accuracy improvements (4.6-12.3% increase) re-
sulting from their combination in this study are notable when compared to
previous research. For example in Yukon, Canada, Merchant et al. (2020) re-
ported smaller improvements in accuracy when adding terrain derivatives to a
classification model based on optical and SAR data, but also that it improved
the visual appearance of the resulting map by reducing edge effects (Merchant
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et al., 2020). Similar benefits of improved map appearance, but also increasing
classification accuracy (+6% in OA), resulting from including terrain derivatives
were also reported by Karlson et al. (2019) focusing on northern Sweden. Fur-
thermore, Mahdianpari et al. (2021) found a 2% increase in OA when adding
terrain derivatives in the production of a Canada wide wetland map. Potential
explanations to the relatively high accuracy improvements achieved in this study
could be that we used another set of terrain derivatives that may better cap-
ture local topographic and hydrologic features that are more closely related to
peatland occurrence (Mahdianpari et al., 2021), and the generally high quality
of the Copernicus DEM (Karlson et al., 2021).

Class specific accuracies of both peatland types and upland classes reported here
are relatively high in general, but they also differ clearly between the five sites.
Highest accuracies for the three peatland types were achieved in the Great Slave
Lake and Sweden sites. Such between-site differences in class specific accuracies
can be the result of regional peatland characteristics producing more separable
signatures in EO data in some sites facilitating their accurate mapping (Mahdi-
anpari et al., 2021). Another possible explanation is differences in the quality
of the reference data used for training the regionalized classification models
(Hermosilla et al., 2022; Mahdianpari, Brisco, et al., 2020; Mellor et al., 2015).
Specifically, the reference data in Great Slave Lake and Sweden were drawn from
consistent datasets with full spatial coverage of the sites, produced from field
surveys and manual interpretation of high-resolution imagery conducted by lo-
cal experts. We judge these reference data to be of higher quality than the other
sites where several diverse sources of reference data with potential limitations in
both quality and spatial extent needed to be used to produce a sufficiently large
sample. We believe that the visual interpretation of high-resolution imagery as
a quality check employed in this study improved the reference data quality in
these sites, but also acknowledge that the lower reference data quality may be a
source of error in the classifications. Availability of high-quality reference data
needed for detailed land cover mapping, including peatland type classification,
is limited in many parts of high-latitude regions. This presents a key challenge
that needs to be addressed in the pursuit of continental scale map products.

The use of different EO data as input to the classification models also affected
peatland accuracy differently between sites. A notable example is that peatland
type accuracies benefited more from including terrain derivatives at the Hudson
Bay Lowlands and North Slope sites, compared to the other ones. Both these
sites are characterized by relatively flat landscapes located on coastal plains,
high occurrence of peatlands and low tree cover. While the reasons for this
effect are difficult to pinpoint, we speculate that an important factor is the
higher capability of Copernicus DEM to characterize flatter areas accurately
compared to rugged terrain (Karlson et al., 2021), thereby also better capturing
topographic features that separate peatland types in this geographical setting.
Swamp was the peatland type that benefited most in accuracy when including
terrain derivatives in the classification model, largely because of the improved
separation from the forest class. This effect is expected since these two classes
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usually occupy topographically different areas in the landscape that can be
captured by terrain derivatives, such as landform classes. A drawback with
Copernicus DEM is the relatively coarse spatial resolution of 30 m. This sub-
stantially increases the minimal mapping unit that could be achieved using only
the higher spatial resolution S-1 and S-2 data and can result in small and nar-
row peatland areas being missed in the map product. The Arctic DEM (Porter
et al., 2018) is an interesting higher resolution option to Copernicus DEM, but
this product contains frequent data voids that needs to be managed using a
gap-filling technique before using it for generating terrain derivatives.

4.2 Regional and Global Classification Models

Our study further shows the clear benefits of training classification models with
regionalized reference data compared to pooling it into a global model for clas-
sifying large areas with potentially high variability in geographical conditions.
The regionalized classification models applied at the five sites consistently pro-
duced superior classification accuracies, both for peatland types and upland
classes. These results are in line with those of Mahdianpari et al. (2021) and
Hermosilla et al. (2021) who used contrasting stratification approaches in their
Canada-wide mapping projects, including stratifications based on eco-regions
and a tiling system (150 x 150 km grid), respectively. Irrespective of the ap-
proach applied, a stratified implementation ensures, albeit at varying degrees,
that classification models are trained using reference data that are representa-
tive of local land cover characteristics and conditions (Townshend et al., 2012).
Hence, a main benefit with a stratified model implementation is that it com-
pensates for potential regional variability in spectral and terrain signatures of
land cover classes that can negatively affect classification accuracies. Another
benefit with regionalized classification models is that they ensures the use of
predictor variables with the highest potential to characterize local land cover
characteristics (Hermosilla et al., 2022). Future research should focus on finding
the most effective strategy for stratifying large areas in high-latitude regions to
facilitate the mapping of wetland and peatland types, but also other detailed
land cover classes. While both the eco-region and tiling approaches have shown
promise in the context of wetland mapping, another potential way is to base the
stratification on is the ‘wetscapes’ concept introduced by Olefeldt et al. (2021).
This concept is based on grouping and mapping spatially co-occurring wetland
classes that have similarities in biogeochemical functioning, such as methane
fluxes, into regions with characteristic wetland class compositions.

4.3 Regional Variations in Predictor Variable Importance

Quantifying predictor variable importance can facilitate the construction of par-
simonious classification models and provides the basis for limiting data process-
ing requirements by identifying redundant predictor variables. In our results,
predictor variable importance differed largely both between the regionalized and
global classification model, as well as between the five sites, but some general
observations can be made. Specifically, landform classification was ranked as
the most important predictor variable for all five sites but did not contribute
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nearly as much to the global classification model (ranked as number 21). The
relatively low importance in the global classification model suggests that the
peatland types, as well as the upland classes, tend to occupy different land-
forms at least in some of the sites. The five sites are characterized by largely
different landform compositions because of local topography that can control
peatland formation. For example, the slope class dominates in North Slope,
Sweden and Yukon, whereas its extent is more limited in Great Slave Lake and
Hudson Bay Lowlands. Peatland types can also be characterized by difference
in their respective surface topography, slope type and landscape position (Tiner
2014), but this finer level classification was not included in the reference data
used in this study. Examples of such detailed peatland types include raised
bog (dome-shaped topography), blanked bog (formed on slope and extends over
rolling terrain), hillslope fen (located on the side of a hill) and stream valley
slope fens (located in a stream valley, typically in mountainous terrain). These
local topographic surface characteristics and landscape positions of peatland
types are to a large extent site specific and controlled by a combination of cli-
matic conditions, geological factors and local topography (Gorham, 1957; Vitt,
1994). This potential between-site variability may not be apparent in reference
datasets but provides further motivation for using regionalized classification
models. In addition to landform classification, no terrain derivative provided
significant contribution to either the regionalized or global classification models,
which suggests that many are redundant and can be left out from the DEM
processing.

Spectral vegetation indices derived from the growing season mosaics, including
NDVI, NDWI and RENDVI, generally contributed more to the classifications
compared to the individual S-2 bands for both the regionalized models and the
global model. However, both the vegetation indices and the individual bands
ranked highest are based on wavelengths that extends from the red to the SWIR
portion of the electromagnetic spectrum (0.665 to 2.190 m). The ability of these
wavelengths for identifying peatland types, as well as other upland classes, in
similar high-latitude environment settings have been demonstrated in previous
research (Mahdianpari, Brisco, et al., 2020; Merchant et al., 2017, 2020). Con-
cerning the S-1 based predictor variables, monthly observations contributed
more to the regionalized models compared to the temporal metrics, but the
specific months and polarizations differed largely between the five sites. This
provides further evidence of high between site variability in spectral and tem-
poral characteristics of both peatland types and upland classes, possibly due
to variations in vegetation phenology and soil moisture. Consequently, these
results also point to the benefits that can be achieved when using a regionalized
mapping approach.

5. Conclusions

The main objective of this study was to compare the performance of peatland
type classification models based on different EO data inputs and strategies for
model implementation in five contrasting high-latitude landscapes. Our results
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provide clear indications that regionalized classification models represents a path
for more accurate EO-based land cover assessments, at the high class-detail and
spatial resolution required to link land cover with various biogeochemical pro-
cesses, including C sequestration and GHG emissions. Such regionalized classi-
fication models enable taking into account regionally specific characteristics of
peatland types and can optimize the use of limited reference data. Our results
further demonstrate the benefits of combining different types of EO data, in-
cluding optical and SAR data and terrain derivatives, in classification models
to better separate detailed land cover classes. A key task for future research is
to identify an effective strategy for stratifying high-latitude areas for effective
classification model implementation. Another remaining challenges includes en-
suring availability of detailed reference data for classification model training
and validation that are representative for all main regions in the high-latitude
circumpolar regions and increasing the spatial resolution enough to cover small
but biogeochemically important areas in landscapes. However, the rapid de-
velopment towards higher resolution EO systems and low-cost airborne areal
imaging (e.g., with drones) is promising and increases the likelihood that dy-
namic high-resolution continental scale mapping of detailed land cover classes
is soon possible.
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