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Abstract

In recent years, various models have been developed to describe Arctic coastal erosion. Many models are process-based, simu-

lating multiple physical processes and combining them interactively to resemble Arctic coastal erosion. One limitation of the

current process-based models is the difficulties in including the hydrodynamic forces. The morphological changes by the hydro-

dynamics are either simplified or simulated by some empirical relation. The reason for excluding detailed hydrodynamic forcing

is the absence of thermal energy conservation in the systems of equations inside the available software. Most hydrodynamic

models are designed considering the warmer climate, where waves, tides and storm surges cause changes in morphology. The

available models cannot be applied where permafrost is a significant environmental parameter. This paper explains a methodol-

ogy that allows us to use the models designed for warmer climates to simulate Arctic coastal erosion. The open-source software

XBeach is used to simulate the waves, sediment transport and morphological changes. We developed different submodules for

the processes related to permafrost thawing-freezing, slumping, wave-cut niche, bluff failure, etc. The submodules are coupled

with the XBeach following a workflow where ice concentration, storm surge and bluff collapse work as an on-off switch. The

submodules communicate with each other at three-hour intervals. The input parameters of the model are calibrated with field

measurements. The model is then validated by another set of mutually exclusive field measurements under different geological

conditions. The model can simulate the short term (one year) and long term (a few years) with the same level of fidelity.
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Abstract14

In recent years, various models have been developed to describe Arctic coastal erosion.15

Many models are process-based, simulating multiple physical processes and combining16

them interactively to resemble Arctic coastal erosion. One limitation of the current process-17

based models is the difficulties in including the hydrodynamic forces. The morpholog-18

ical changes by the hydrodynamics are either simplified or simulated by some empiri-19

cal relation. The reason for excluding detailed hydrodynamic forcing is the absence of20

thermal energy conservation in the systems of equations inside the available software.21

Most hydrodynamic models are designed considering the warmer climate, where waves,22

tides and storm surges cause changes in morphology. The available models cannot be23

applied where permafrost is a significant environmental parameter. This paper explains24

a methodology that allows us to use the models designed for warmer climates to sim-25

ulate Arctic coastal erosion. The open-source software XBeach is used to simulate the26

waves, sediment transport and morphological changes. We developed different submod-27

ules for the processes related to permafrost thawing-freezing, slumping, wave-cut niche,28

bluff failure, etc. The submodules are coupled with the XBeach following a workflow where29

ice concentration, storm surge and bluff collapse work as an on-off switch. The submod-30

ules communicate with each other at three-hour intervals. The input parameters of the31

model are calibrated with field measurements. The model is then validated by another32

set of mutually exclusive field measurements under different geological conditions. The33

model can simulate the short term (one year) and long term (a few years) with the same34

level of fidelity.35
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Plain Language Summary36

Arctic coasts typically consist of permafrost rich bluffs at the end of the narrow37

beach. The presence of permafrost fundamentally changes the morphodynamics of the38

coast and warrants a special treatment while modelling the Arctic coastal erosion. Cur-39

rently available process-based models are very site specific. They cannot be applied to40

the Arctic coasts, where the erosion mechanism is a mix of mechanical driven (thermoabra-41

sion) and thermal driven ( thermodenudation). We modified XBeach, open-source soft-42

ware and coupled it with our in-house modules to simulate Arctic coastal erosion with43

high fidelity. We developed a comprehensive model which combines a detailed simula-44

tion of permafrost thawing and the effect of hydrodynamic (wave, tide, currents) . The45

model is calibrated and validated using field data from one Arctic coast in Kara Sea, Rus-46

sia. The simulation results are in good agreement with the field measurements. The nu-47

merical model can predict the short term and long term erosion.48
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1 Introduction49

Approximately one-third of the coast worldwide consists of permafrost, for which50

the average retreat rate is close to 0.5 metres per year (Lantuit et al., 2012). The num-51

ber of open-sea days in the Arctic is increasing rapidly (Overeem et al., 2011a). The an-52

nual retreat of the coastline along Alaska in the Beaufort Sea is 1.7 m per year (A. E. Gibbs53

& Richmond, 2015). In recent decades, coastal retreat along the Kara Sea has been mea-54

sured between 1 and 1.7 metres per year (Isaev et al., 2019). The observed annual max-55

imum retreats along the Alaskan coast were approximately 22 metres for the years 2007,56

2012 and 2016 (A. Gibbs et al., 2018; B. M. Jones et al., 2009; B. Jones et al., 2018a).57

Other Arctic coasts are retreating at the same level of magnitude. The most significant58

erosion along the coast of the Kara Sea was observed to be 19.6 metres in 2010-11(Ogorodov59

et al., 2020).60

The environmental changes due to the warming of the climate are triggering more61

significant coastal erosion in the Arctic (Rowland et al., 2010). The seawater temper-62

ature anomalies reached 5°C in the Arctic Ocean (Steele et al., 2008). The frequency and63

intensity of storms during summer are also expected to increase (Holland-Bartels & Pierce,64

2011). Increased thawing of the permafrost inside the coastal bluffs leads to slumping65

and, consequently, loss of mass along the Arctic coast. On the other hand, the sea ice66

extent is shrinking, which enables longer fetches to generate larger waves (Overeem et67

al., 2011b, 2011c). A longer open sea season also increases the erosion along the coast.68

As a result, Arctic coastal retreat has increased more than two times in the last few decades69

(B. M. Jones et al., 2008a; B. Jones et al., 2018b; Günther et al., 2015; Irrgang et al.,70

2018; B. M. Jones et al., 2020). Observations along the various Arctic coasts have led71

to the establishment of a link between increased coastal erosion and a smaller extent of72

sea cover (K. Barnhart, Overeem, & Anderson, 2014; Stroeve & Notz, 2018), warmer air73

temperature (Serreze et al., 2008; Cohen et al., 2014) and increased permafrost temper-74

ature (Nielsen et al., 2021a).75

Increased Arctic coastal erosion poses a significant threat to the communities liv-76

ing close to coasts and rivers. Infrastructure along the shores is compromised, heritage77

sites are at risk, and the lifestyle of the indigenous people is also affected (B. M. Jones78

et al., 2008b). Moreover, within the next decade, it is expected that the surface air tem-79

perature will exceed the normal range of variability. In contrast, in the case of Arctic80

sea ice, the natural range of variability is already observed to be exceeded (Landrum &81

Holland, 2020). A pan-Arctic model by Nielsen et al. (2021b) predicts that Arctic coastal82

erosion will exceed the natural variability range before the end of the century, with a 66%83

probability of exceeding by 2023 and a more than 90% probability of exceeding before84

2049.85

The understanding of the governing mechanisms of Arctic coastal erosion is still86

limited. The fundamental element of Arctic coastal erosion, the presence of permafrost,87

creates a different condition compared to coastal erosion in a warmer climate. Permafrost88

acts as a nonerodible structure when no thermal source is present. Along with the ther-89

mal drivers, the mechanical component also contributes to erosion. Coastal erosion in90

the Arctic is sensitive to the presence of sea ice, which has a damping effect on the waves91

propagating towards the coast (Squire et al., 2009).92

Are F (1988) described two mechanisms that govern coastal erosion in the Arctic:93

thermodenudation and thermoabrasion. In the thermodenudation process, thermal en-94

ergy melts the permafrost during the summer, leading to slumping of the thawed bluffs95

by gravitational forces. The slumped materials are removed from the beach by waves,96

tides and storm surges. Thermodenudation is a continuous process and contributes to97

the slow retreat of the coast. In contrast, thermoabrasion is rapid and episodic. Ther-98

moabrasion is triggered during summer storms when surges cause inundation of the beach.99

This leads to the formation of the wave-cut niche at the base of the bluff. The growing100
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niche becomes deep enough to trigger bluff collapse at one point. The collapsed bluff de-101

grades on the beach and eventually washes away under hydrodynamic forcing.102

Several models have been developed to simulate Arctic coastal erosion during the103

past decade. Most of these models focus on bluff failure, where the growth of the niche104

is the central factor of the erosion mechanism. Such process-based models simulate wave-105

cut niche growth at the bluff base, destabilise the overhanging portion and lead to bluff106

failure. The earlier work of Kobayashi (1985) acts as the basis for most of these mod-107

els. Kobayashi (1985) developed an analytical solution of the inward growth rate of the108

niche as a function of the temperature of the incoming seawater, the depth of the wa-109

ter at the base of the bluff and the duration of the inundation. Additionally, niche mod-110

els developed for melting of icebergs via waves and currents (Russell-Head, 1980; White111

et al., 1980) have also been used with modifications (Bull et al., 2020). Hoque and Pol-112

lard (2009) modelled bluff failure as a loss of balance (moment failure) and shear fail-113

ure (mechanical strength). A process-based model to connect niche growth and bluff col-114

lapse with hydrodynamic forcing was introduced by Ravens et al. (2012). They included115

oceanographic boundary conditions using 12-hour time steps. Ravens et al. (2012) cou-116

pled four physical processes as modules: storm surge, niche growth, collapse of the over-117

hanging bluff over the niche and degradation of the collapsed bluff. Barnhart et al. (2014)118

expanded the model of Ravens et al. (2012) and incorporated the stability concept of Hoque119

and Pollard (2008). Barnhart et al. (2014) also used smaller time steps (3 h) to capture120

erosion at higher temporal resolutions. To include the effect of morphological changes121

such as changes in the coastal profiles of the Arctic coasts, Ravens et al. (2017) used the122

open-source software package XBeach (Deltares, 2022) to simulate wave propagation, sed-123

iment transport and slumping. The latter was achieved by modifying the avalanching124

module in XBeach originally developed for sandy dunes. Bull et al. (2020) introduced125

finite element analysis to understand niche-induced bluff collapse in detail. Frederick et126

al. (2021) developed the finite element model to obtain a detailed analysis of the forma-127

tion of the niche and subsequent bluff collapse without assuming any predetermined fail-128

ure planes. Rolph et al. (2021) developed a pan-Arctic level erosion model based on the129

thermal energy balance on the beach, a model originally proposed by Kobayashi et al.130

(1999).131

Arctic coastal erosion is a combination of various physical processes. While detailed132

models of some of the processes exist, for example, the formation of a wave-cut niche dur-133

ing a storm (Kobayashi, 1985; Frederick et al., 2021), a long-term generic (not site-specific)134

comprehensive model has yet to be achieved (Irrgang et al., 2022). The process-based135

numerical models developed for various sites usually simplify physics. More importantly,136

the interactions between the processes in the models are either ignored or made one-way137

(the processes are consequential, following a strict order of precedence). The existing mod-138

els are not generic to all Arctic coasts, specifically for beaches where erosion is a mix of139

thermodenudation (dominated by thermal processes) and thermoabrasion (mainly me-140

chanically driven).141

This paper describes a comprehensive model that couples the thermodenudation142

and thermoabrasion processes with the morphodynamics of coastal profiles. The waves143

and related hydrodynamic forcing are simulated using XBeach. The other dominant pro-144

cesses related to erosion are simulated by the in-house developed modules. We adopt a145

modular approach for the numerical implementation where the submodules communi-146

cate with each other at three-hour intervals. The model is calibrated with field measure-147

ments from one of the Arctic coasts along Russia’s Kara Sea. The field measurements148

were conducted at Bayadaratskya Bay in the Kara Sea during summer from 2012 to 2019.149

The soil temperatures inside the coastal bluffs were continuously monitored by placing150

thermal strings inside boreholes. The simulation by our model shows close agreement151

with the field measurements.152
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2 Model Description153

A typical Arctic coast consists of a permafrost bluff at the end of a narrow beach.154

The base of the bluff is usually slightly above the highest astronomical tide and thus un-155

reachable by seawater except during extreme events such as storms in the summer; see156

Figure 1. During winter, the beach is generally covered with snow, and the sea is cov-157

ered with ice, which prevents waves from reaching the coast. When sea ice disappears158

in the summer, waves generated in the deep sea can propagate all the way to shore. Wave159

run-ups on an ordinary calm summer day rarely reach the bluff’s base. Surges caused160

by storms during the summer can raise the water level enough to reach the bluff. The161

warm seawater creates a niche at the bluff base. When the depth of the niche is deep162

enough, the overhanging part of the bluff may collapse. During winter, the erosion is pri-163

marily inactive. However, it is observed that even when the waves are practically nonex-164

istent due to sea ice, some part of the bluff face may be exposed to warmer air in the165

early summer, which is susceptible to thawing. The Arctic coast-related terminologies166

used in this paper are defined in detail in Appendix:A2.167

Figure 1: a) A typical Arctic coast during summer. Usually, the Arctic beaches are nar-
row and permafrost-rich bluff stands at the end of the beach. b) During an extreme event,
storm surge pushes the water to reach the base of the bluffs, and a wave-cut niche devel-
ops at the base.

2.1 Problem formulation168

The dynamics of erosion at Arctic beaches start with offshore wave generation. Waves,169

tides and returning currents act as the mechanical driving force in a similar way the forces170

act on the sandy beaches (Are & Reimnitz, 2008). The thermal driving forces are the171

warm seawater and air that bring thermal energy to thaw the permafrost. The physi-172

cal processes involved in Arctic coastal erosion can be grouped according to both tem-173

poral and spatial scales; see Figure:2. For the former, the processes can be grouped un-174

der the periods of summer, winter and extreme events. The extreme events are the storms175

during the summer, typically when the wind speed exceeds 10 m/s, sustained over a pe-176

riod of at least 12 hours, and the dominant wind direction is normal to the shoreline, i.e.,177

±60°(Atkinson, 2005). The processes can be also grouped under offshore, nearshore, and178

bluffs on the spatial scale.179
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Figure 2: The processes of Arctic coastal erosion in time and space are shown. The tem-
poral divisions are winter, summer and extreme events, and the spatial zones are offshore,
nearshore and bluffs.

2.1.1 Temporal domain180

Winter181

Winter is defined herein as the period of time where the average air temperature182

over seven consecutive days remains below zero degrees. During winter, the sea is cov-183

ered with ice, and hence, no hydrodynamic forcing is active on the beach or the bluff face.184

The ambient air temperature remains below zero, and snow covers the beaches. Near the185

end of the winter, erosion activities such as thawing of the exposed bluffs and slumping186

of the thawed materials may be observed when snow melts and bluffs are exposed to the187

warmer air.188

Extreme events189

Extreme events during summer contribute to episodic and sudden erosion by ther-190

moabrasion, one of the two prominent erosion mechanisms in the Arctic. In these dy-191

namics, the surge created during the storm inundates the beach in front of the bluff. The192

warm seawater touches the bluff and creates a niche at the base of the bluff. It may take193

a few storms for the niche to grow to a crtitical extent when the overhanging part of the194

bluff falls. The collapsed bluffs then degrade under the influence of waves. The sediments195

are mainly carried away offshore (as suspended sediment transport).196

Summer197

We define summer as the time period when the seven days of consecutive air tem-198

perature remain above zero degrees. Thermodenudation, another mechanism of Arctic199

coastal erosion, is observed during summer. The permafrost starts to thaw due to the200

warm air and seawater. The thawed material contributes little to the beach’s develop-201

ment in most cases (#cite). The fine sediments are removed from the beach by hydro-202

dynamic forcing, such as high tides, wave run-ups, and storm surges.203

2.1.2 Spatial domain204

Offshore205

Offshore is defined herein as the zone of deep waters where water depth (h) is greater206

than peak wavelength (λ) divided by 20, i.e., h > λ/20. Waves generated offshore prop-207

agate to the shore during the summer when the ice concentration at sea is low (e.g., be-208

low 15%). During the summer, the storms push the water against the coast, and the wa-209

–7–
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ter level rises, a prerequisite condition for thermoabrasion. The sea ice extension shrinks210

during the summer, leading to large waves and significant storm surges. It is reported211

that along the Beaufort Sea, the surges can be as high as 1.5 metres to 2 metres (Ravens212

et al., 2012; K. R. Barnhart et al., 2014). Along the Kara Sea, the surges are close to213

0.7-1 metres (Isaev et al., 2019).214

Near shore215

Nearshore is defined herein as the area with intermediate and shallow waters where216

h < λ/20. The wave generated in the offshore zone is transformed after entering the217

nearshore. The sediment transport is also stronger at the near shore.218

Bluffs219

The bluffs are defined as the part of the coastal profile from the shoreline until a220

considerable distance within bluffs (for our model, we considered 35 metres from the base221

of the bluffs in the onshore directions). This part is considered the ’dry’ portion of the222

profile regarding convective heat transfer. Continuous thawing occurs at the bluff face223

during the summer. Thawed sediments fall down the base of bluffs under the force of grav-224

ity. The wave-cut niche, bluff collapse and bluff degradation are also observed during storms.225

The mass loss of the bluffs generates a sediment flux that influences the morphological226

changes in the nearshore.227

2.2 Process-based model of erosion228

In this study, we present a comprehensive process-based model that can simulate229

long-term coastal erosion in the Arctic with high fidelity. The model includes the phys-230

ical processes that govern coastal erosion in a domain ranging from offshore to the bluff.231

Figure 3 explains the physical processes included in the model in the time and space do-232

mains. Table 1 shows the input parameters used in the model.233

Table 1: The list of main parameters used to describe the models.

parameter definition typical value units references

thermal properties

ha convective heat transfer coefficient of air 100 W/m2 − k (Kobayashi et al., 1999)
hw convective heat transfer coefficient of water 700 W/m2 − k (Kobayashi et al., 1999)
Lt latent heat of permafrost 1.6× 107 kg/m3 (Kobayashi et al., 1999)
Ta Temperature of air varied °C NOAA
Tw Temperature of water varied °C NOAA, sea surface temp
Ts Temperature of soil varied °C field measurements

geometry

xt thawing depth varied m
hid water depth at the base varied m
hm mean water depth varied m
ht tide compared with MSL varied m
β niche opening parameter 2 - Kobayashi (1985)
η storm surge level compared with MSL - m Eq.1

mcr critical slope of slumping 0.1-1 - field observations
THF distance from niche to the ice-wedge polygon 5-14 metre m field observations
Uw wind speed - m/s NOAA reanalysis

time steps

dtx timestep within Xbeach varied s XBeach Manual
dt timestep within modules/ global timestep 10800 s based on 3 hour sea state
dtm timestep between two field measurements 365 days Field report

–8–
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Each spatial zone is considered a module that is separated by the boundaries BC1234

to BC4. We grouped the processes involved in erosion under the three modules: offshore,235

nearshore and bluffs. Each process active in the module is termed a submodule. The mod-236

ules and boundaries are shown in Figure 3. The spatial domain begins at BC1, which237

is the offshore edge of the ice extension. BC2 is the nearshore outer boundary where h/λ ≤238

0.5. The BC3 boundary stands at the swash zone.239

Figure 3: Three distinct modules are defined using the boundary conditions (BC).

2.3 Offshore module240

The offshore module simulates the wave generation and transformation of waves241

in the deeper waters from BC1 to BC2. The module consists of two submodules: (1) storm242

surge and (2) wave generation.243

2.3.1 Submodule: Storm surge244

The storm surge submodule is a one-dimensional (1D) storm surge model used to245

calculate the surge as a function of wind speed, alongshore current and the Coriolis ef-246

fect. The submodule estimates the storm surge (η) relative to the mean sea level (MSL).247

The storm surge submodule is the steady-state solution of the following equation (Dean248

& Dalrymple, 1991):249

g (hm + η)
∂η

∂x
= (hm + η) fV +

τsx
ρ

(1)

where g is the gravitational acceleration, hm is the mean water depth (time aver-250

aged), f = 2sinω is the Coriolis frequency of Earth, ω is the latitude of the study area251

(in radians), ρ is the seawater density, V= depth-averaged alongshore water velocity, τsx =252

ρCDU2
w is the stress from the wind on the surface of the water, CD is the drag coeffi-253

cient (= 2× 10−6), and Uw is the wind speed at 10 metres.254
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2.3.2 Submodule: Wave generation255

Waves are generated when the sea is free of ice, i.e., during the open water season.256

The wave generation is simulated herein using SWAN (SWAN, 2021). SWAN simulates257

the generation and propagation of waves by assuming energy conservation by the action258

balance equation (Eq.2). The transfer of energy from the wind to the waves is simulated259

using the models of Phillips (1957) and Miles (1957). Hoque et al. (2020) showed that260

modelling waves using SWAN on the Arctic coast of Beaufort are in good agreement with261

observed data with respect to the significant wave heights and peak period.262

∂N

∂t
+

∂cxN

∂x
+

∂cyN

∂y
+

∂cσN

∂σ
+

∂cθN

∂θ
=

Stot

σ
(2)

where N is the action density, x, y and z are the Cartesian coordinates, cx = cg,x+263

Uwx and cy = cg,y+Uwy, cg is the group velocity of the wave, Uw is the wind velocity264

at 10 metres, σ is the frequency, θ is the angle, and Stot is the total sink or source. For265

details, we refer to the SWAN manual (Booij et al., 2000).266

2.4 Nearshore module267

The module simulates wave transformation and morphological changes due to sed-268

iment transport and hydrodynamic forcing. The module boundaries are in the interme-269

diate to shallow waters, from BC2 until BC3 of Figure:3. In our model, we used XBeach270

to simulate the hydrodynamics of the nearshore. XBeach is an open-source numerical271

model developed to simulate morphological changes on the scale of one to ten kilome-272

tres and the time scale of a storm (several days). The submodules under the nearshore273

module are (1) morphodynamics and (2) wave transformations.274

2.4.1 Submodule: Morphodynamics275

The morphodynamic submodule simulates sediment transport and the changes in276

the sea bed. Sediment transport is estimated by using the depth integrated model pro-277

posed by (Galappatti, 1983), a feature built into the XBeach. The governing equation278

stands as:279

∂hC

∂t
+

∂hCuE

∂x
+

∂hCvE

∂y
+

∂

∂x

[
Dhh

∂C

∂x

]
+

∂

∂y

[
Dhh

∂C

∂y

]
=

hCeq − hC

Ts
(3)

where C represents the depth-averaged sediment concentration, Dh is the diffusion280

coefficient of diffusion,Ts is a function of water depth, h and sediment fall velocity, ws,281

Ceq is the equivalent sediment concentration, and u, v are the particle velocities in the282

x (offshore) and z (vertical) direction.283

The bed update within XBeach due to the sediment flux is achieved by using the284

following continuity equation:285

∂zb
∂t

+
fmor

1− p
[
∂qx
x

+
∂qy
y

] = 0 (4)

where qx and qy are the sediment flux in the x and y directions, zb is the coastal286

profile, fmor is a morphological factor (we used 1 in the module) and p is the porosity.287

For details, we refer to the XBeach manual available at xbeach.readthedocs.io.288

–10–



manuscript submitted to JGR: Earth Surface

2.4.2 Submodule: Wave transformation289

XBeach is used to simulate the wave transformation from the BC2 boundary, where290

h ≤ λ/2. XBeach includes the hydrodynamic processes of short wave transformation291

(refraction, shoaling and breaking), long wave (infra-gravity wave) transformation (gen-292

eration, propagation and dissipation), wave-induced setup and inundation (Roelvink et293

al., 2010). XBeach requires the inputs of wave spectral parameters (e.g., significant wave294

height (hm0 , peak frequency (fp)) and water level (wl), among other inputs at BC2.295

2.5 Bluff module296

This module simulates the processes of thermodeundation and thermoabrasion within297

the beach and bluff. Bluffs are the most active zone regarding coastal erosion. The mod-298

ule consists of the submodules: 1) permafrost thaw, 2) slumping 3) niche growth 4) bluff299

collapse and 5) buff degradation.300

2.5.1 Submodule: Permafrost thaw301

We divide the permafrost thaw along the coastal profile into four sections, as shown302

in Figure 4. The warmer air and seawater bring the thermal energy necessary to thaw303

the permafrost inside the bluffs. The sections are defined based on the nature of the con-304

vective heat transfer. The four sections are the bluff surface, bluff face, beach and seabed305

(definitions are in appendix:A2).306

Figure 4: The coastal profile can be divided into four sections based on the thermal en-
ergy transfer mechanism. The most active portion in terms of thawing is the bluff face.

The thawing depth (xt) is defined as the depth of permafrost melting or freezing
face from the coastal profile, normal to each point, as shown in Figure:5. Stefan’s equa-
tion can be used to determine the thawing depth (xt) (Guégan, 2015):

xt =

√
2kuT0t

L
(5)

where t is the length of time (days), L is the latent heat of fusion, and ku = 1.6Jm−1s−1K−1

and T0 are the temperatures of the bluffs. However, Eq.5 overestimates the thawing and
freezing depth (Guégan, 2015). The equation does not consider the fluid and surface in-
teractions, air/water velocities, turbulence and geometric orientations. Eq.5 is not suit-
able for our model since we want to treat the dry and wet (submerged) parts of the coastal
profile separately. We adopted another approach to estimate the thawing depth by cal-
culating the heat transfer and subsequent thawing and freezing (Ravens et al., 2017). The
energy transfer from the seawater or air to the sediment is estimated from the convec-
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tive heat transfer equation:
Qw/a = hc(Tw/a − Ts) (6)

where Qw/a is the thermal energy transfer from water or air to the bluffs (Jm−2s−1),307

hc is the convective heat transfer coefficient; different for air and water, Tw/a is the tem-308

perature of the water or air, and Ts is the temperature of the seabed and bluff.309

Figure 5: The thawing depth is the distance normal to the permafrost to the surface of
the bluffs (xt).

Eq.6 then can be used to determine the thawing depth by using Eq.7:

xt

dt
=

Qw/adt

ρLt
(7)

where Lt is the latent heat of permafrost, taken as Lt = 1.6×107J/m3, dt is the310

time duration in seconds and xt is the thawing depth assumed to be normal to the sur-311

face (see Figure:5).312

The benefits of using Eq.7 over Eq.5 in our model are (1) the convective heat trans-313

fer coefficient can be calibrated to represent the different heat fluxes at bluff-surface, bluff-314

face, beach and seabed and (2) the equation is also valid for freezing when the fluid tem-315

perature goes below zero, allowing the submodule to be active for all the seasons.316

2.5.2 Submodule: Slumping317

The thawed sediments at the bluff face fall due to gravitational forces since the slope318

of the bluff faces is quite steep. The limiting parameter controlling the mass fluxes caused319

by slumping is the thawing rate (dxt/dt). However, the slumping process is triggered by320

the slope of the bluff face. A critical slope on the bluff face, mcr is defined at which the321

thawed material will fall under the influence of gravity (see Figure:6). The following con-322

ditions must be fulfilled to trigger slumping.323

dz

dx
≥

{
mcr;w if xt > 0, h > 0.05m

mcr;a if xt > 0, h < 0.05m
(8)

where dz/dx is the slope of the coastal profile at a given point, mcr;a and mcr;w324

are the critical slopes for dry and wet conditions, respectively, and h is the water depth325

at the grid point. When the water depth reached h ≥ 0.05m, we considered the grid326
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to be submerged, and xt is the thawing depth. The process of slumping of the thawed327

layer is discussed in detail in appendix:A32.328

Figure 6: Slumping occurs when the thawed materials fall due to gravity. The condition
of the triggering is: (1) thawing depth (xt) is greater than zero and (2) slope at the point
(dz/dx) is greater than the critical slope (mcr).

2.5.3 Submodule: Niche growth329

When the water level reaches the base of the bluff (point B in Figure 7), the warm330

water creates a niche. The geometry depicted in Figure 7 is adopted and simplified from331

the Kobayashi (1985) model.332

Figure 7: Niche geometry during the storm surge; simplified from Kobayashi (1985).

The melting face, line EE’, is vertical and assumed to be βhid, where β is the em-
pirical parameter and hid is the water depth at the base of the bluff. The value of β is
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taken as 2(Ravens et al., 2012). The niche depth, line BE’=xm, is estimated from the
equation:

xm = 2ζm
√
ϵt (9)

where hid is the time-averaged depth of water at the base of the bluff, g is the grav-333

itational acceleration, ϵ is the surf zone diffusivity ϵ = Ahid

√
ghid, A is an empirical334

constant, taken as 0.4 (Longuet-Higgins, 1970), ζm = 0.0094(Ta−Tm), Ta is the tem-335

perature of the seawater and Tm is the salinity adjusted melting point of the ice.336

2.5.4 Submodule: Bluff stability337

The wave-cut niche at the base of the bluff creates instability, which may lead to
the collapse of the bluffs. A critical combination of the various geometric parameters,
such as niche opening, niche depth, the position of ice-wedge polygon and mechanical
strength parameters, such as internal friction and cohesive strength, leads to the collapse
of the bluffs. The location of the failure line and plane may vary depending on the com-
binations of the various parameters. Two principal modes are identified for bluff collapse:
(1) shear failure and (2) overturning failure (Hoque & Pollard, 2008). Shear failures are
related to the mechanical strength of the bluffs. In Figure:8a, one such failure is depicted.
The shaded region over the niche is susceptible to collapse. The failure line in this case
is GE, and the shaded region by the geometry GCDE is collapsed. A generalised and sim-
plified condition of shear failure of the bluff is Eq:10 (Hoque & Pollard, 2009):

c · Tib +Wcosα · tanϕ < Wsinα (10)

where α is the angle of inclination of the failure plane, ϕ is the angle of internal friction338

of the bluffs, Tib is the tensile failure line of the bluff, c is the tensile strength of the bluff,339

and W is the weight of the collapsed bluff (weight of the GCDE portion in the Figure:8a).340
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(a) Shear failure of the bluffs, described by Eq.10.

(b) Overturning failure of the bluff, described by Eq.11.

Figure 8: Two common failure modes of bluff collapse.

In the overturning failure mode, the failure is initiated by the moment created by341

the overhanging portion of the bluff. The overturning occurs at the melting phase of the342

niche at point E in Figure:8b. The shaded overhanging portion (GCDE) creates the driv-343

ing moment in favour of collapse, which is countered by the moment created by the re-344

maining portion of the bluff (AHGEF). A small contribution comes from the friction along345

failure line EF and line AF. The failure mode is generalised by the following equation346

(simplified from the models by Hoque and Pollard (2009) and K. Barnhart, Anderson,347

et al. (2014)):348

τd > τr + cpTHF + ciceTV F (11)

where τd is the moment created by the overhanging bluff at the turning point, τr is the349

opposite moment created by the rest of the bluff, c is the cohesive strength of the bluff350

(different for ice and permafrost), THF is the horizontal failure line (line FE in the Figure:8b),351

and TV F is the vertical failure (line AF).352

2.5.5 Submodule: Degradation of collapsed bluffs353

When a bluff collapses due to niche formation, it stays on the beach. The convec-354

tive heat transfer from water and air melts the ice within the pores. The degradation355

rate of the bluff can be estimated from the following equation (Ravens et al., 2012):356
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ER = aHn(Tw − Tm)

Mi = Mi−1(1− ER)
(12)

where Mi is the mass of the collapsed bluff at the end of timestep i, Mi−1 is the357

mass of the bluff at the end of the previous timestep i−1, Tw is the temperature of the358

seawater, Tm is the salinity adjusted melting point of ice, H is the significant wave height359

at the 3 metre water depth, and a and n are the empirical parameters. Ravens et al. (2012)360

estimated that the values of a and n are 800kg/m− °C and 1.47, respectively.361

2.6 Numerical implementation362

2.6.1 Simulation of the nearshore module by XBeach363

We choose XBeach to simulate the nearshore module (from BC2 in Figure:3 ) un-364

til bluffs. The wave transformation and morphodynamic submodules are included inside365

XBeach. The users can turn them on and off for a particular time step. We couple the366

other submodules with XBeach. The timestep for the model is chosen to be 3 hours (Figure:9).367

We simulate the nearshore modules with XBeach for the i-th timestep and analyse the368

results. We determine the bed level changes, the average water depth at the base of the369

bluffs (hid), and the average water depth at each grid (to determine the wet/dry con-370

dition for convective heat transfer). The output of XBeach is then fed into the submod-371

ules of slumping, thawing depth, niche growth, and bluff stability.372

Figure 9: XBeach simulates the nearshore module. The output of the XBeach is analysed
and used as inputs for other submodules.

2.6.2 Modelling permafrost and thawing depth373

XBeach was not originally developed to simulate permafrost or thawing. The per-374

mafrost and the thawed layer above the permafrost need to be treated separately to sim-375

ulate thermodenudation. The thawing submodule calculates the thawing depth at the376

interval of each time step. The thawed layer above the permafrost reacts to hydrody-377

namic forcing similar to a typical coastal profile in a tropical or subtropical climate. There-378

fore, the morphodynamic submodule is applicable for the thawed layer but not for the379

permafrost layer. Within XBeach, there is a feature of a nonerodible surface layer. The380

’nonerodible surface’ aims to treat the effect of hard structure on the morphological changes381

in the coastal profile. The developers of XBeach introduce the concept of a nonerodi-382

ble surface to allow users to include a surface that is not affected by hydrodynamic forc-383
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ing. No sediment transport is permitted even if this surface is exposed. The nonerodi-384

ble surface can be defined with ′ne layer′, and the user can place it inside the dune, beach385

and seabed. The permafrost acts similarly to a nonerodible surface, only that the per-386

mafrost line is a moving boundary with respect to time. In the numerical model, we achieve387

it by updating the ′ne layer′ of XBeach from the thawing depth (xt) estimated at the388

end of the time step.389

2.6.3 The workflow of the numerical model390

As discussed earlier, the morphological changes and wave transformations are sim-391

ulated by XBeach. The other submodules are coupled with the XBeach. The workflow392

of the submodules is shown in Figure:10. At the inception of the simulation, global pa-393

rameters such as the latent heat of permafrost melting (L), the tensile strength of bluffs394

(τ), geometric parameters such as β and mcr for air and water, etc., are loaded. These395

parameters are time independent, i.e., remain the same for all timesteps. The input pa-396

rameters, such as air temperature (Ta), water temperature (Tw), ice concentration (icon),397

wind speed (Uw), bluff temperature (Ts), and tide (ηtide) are dependent on time. The398

model requires the time series of these input parameters at the same time interval as the399

global timestep. We set the global timestep as 3 hours to be consistent with the three-400

hour sea-state and wave spectrum.401

At the beginning of the i-th iteration, we must check if the current timestep is within402

the simulation duration. If the condition is satisfied, we load the input parameters from403

the respective time series for the i-th timestep. The numerical model checks the ice con-404

centration (icon) for the current time step. From here, it is possible to proceed follow-405

ing two different routes. The offshore and nearshore modules are activated if the ice con-406

centration is less than 20%. If the ice concentration is more than 20%, then the numer-407

ical model skips the offshore and nearshore modules. An ice concentration of more than408

20% indicates no activity in offshore and nearshore modules. However, thawing and slump-409

ing might still occur even without hydrodynamic forcing. The numerical model activates410

the slumping submodule within the bluff module to accommodate this condition. The411

slumped sediments are moved to the bluff base. Since no hydrodynamic forcing is present412

in this route, the deposits at the base will not be transferred, and the model allows the413

accumulation of slumped sediments over the time steps. The accumulated sediments will414

be transported later when the nearshore module is activated.415

Another route in the workflow is triggered when the ice concentration is less than416

20%. If this condition is satisfied, the offshore and nearshore modules are activated. The417

submodules of the offshore, wave generation and storm surge are turned on. The out-418

puts of the wave generation and storm surge submodules are the storm surge water level419

(η) and wave spectrum at boundary BC2. The boundary conditions at BC2 are thus de-420

pendent on the offshore module. The outputs of the offshore module are fed into the sub-421

modules of the nearshore module, i.e., the wave transformation and morphology submod-422

ules. The water level is updated at BC2 for the tide and storm surge.423

The nearshore module simulates the sediment transport, currents, water level setup,424

and morphological changes due to hydrodynamic forcing. The outputs of the nearshore425

module are used as input parameters for the submodules of the bluff module. If the wa-426

ter level at the base of the bluff (hid) is more than 10 cm, then the niche submodule is427

activated. We also calculate the time-averaged water depth at every grid point to de-428

termine whether the coastal profile is wet or dry at the i-th time step. The dry and wet429

grid points of the coastal profile are treated differently with respect to convective heat430

transfer and slumping (Eq.7).431

The model enters the bluff module, and if the hid is less than 10 cm (which means432

the sea is calm, it is a no storm condition), the slumping submodule is turned on. If hid433

is greater than 10 cm, the niche submodule is activated, and it calculates the growth of434
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Figure 10: Workflow of the numerical implementation of the submodules.
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the niche. The niche geometry is fed into the bluff stability submodule to check whether435

a collapse is triggered. The model turns on the thawing depth submodule when no bluff436

failure is recorded. When the model registers a bluff failure, the model estimates the col-437

lapsed bluff’s size, and the collapsed bluff degradation module is activated. After that,438

we calculate the thawing depth at each grid point for the i+1 th time step. The last step439

of the model run at the i-th time step is to register the changes and update the coastal440

profile to simulate the i+1 th profile.441

2.7 Application of the model442

The model described in this section is generic and thus applicable to most Arctic443

coasts for all seasons. Both thermodenudation and thermoabrasion can be simulated si-444

multaneously. In the upcoming sections, we demonstrate in detail the application of the445

numerical model. The model is first calibrated using field measurements from an Arc-446

tic coast. The subsequent validation using another set of field observations is performed.447

3 Field Observations448

Field investigations on one of the Arctic coasts, Baydaratskya Bay in the Kara Sea,449

have been conducted since the summer of 2012. The study area is in northeast Russia450

(68.853096°N; 66.891730°E). The coast is situated in the gulf between the Ural coast and451

the Yamal Peninsula (see Figure:11a). The region is not densely populated, the num-452

ber of infrastructures is limited, and few indigenous settlements are present in the area.453

The harsh climate and lack of communication facilities hinder continuous access to the454

study area. Only during the summer (between June and September) is a portion of the455

coast investigated under the project Centre for Research-based Innovation (CRI): Sus-456

tainable Arctic Marine and Coastal Technology (SAMCoT) by the leadership of Lomonosov457

Moscow State University (MSU). The importance of studying the area increased after458

the gas pipeline of Nord Stream was constructed in 2011 (Ogorodov et al., 2013). The459

results obtained from the field observations, measurements, and in situ experiments form460

the basis of this study.461
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(a) The study area is situated in the Kara

Sea between the shallow gulf of two peninsu-

las, Yugra and Yamal. Image source: Google

Maps

(b) The Arctic beach is straight and consists

of continuous permafrost, and the shore nor-

mal line creates a 73°line to the north. Image

source: Google Maps

(c) Elevation map of the study area. Im-

age source: Google Earth Engine, NOAA

(Amante & Eakins, 2009)

(d) In the contour map of the study area,

the gulf is shallow. The water depth near the

shore is less than 10 metres. image source:

navionics.com

Figure 11: The study location is situated along the coast of the Kara Sea (68.853096°N,
66.891730°E). The sea is shallow, which makes it susceptible to large storm surges.

3.0.1 Morphological description462

The study area can be divided into two primary observation sites, S#1 and S#2463

(see Figure 12). S#1 consists of low-lying bluffs of 3-5 metres, whereas S#2 consists of464

12-15 metres of high terraces. S#1 is approximately 1.2 kilometres long. The bluff sur-465

face is smoothly sloped. A leida1 with a shoreline of 1.4 kilometres lies between the two466

sites of S#1 and S#2. The Leida zone has an elevation above the tide level. Only surges467

created by the storms in the summer can flood the leida. The surface run-off created many468

gullies on the surface of the area in S#1. Regarding sediment, both sites consist of silty469

clay, silt and silty sand. The permafrost in the study area is continuous; the annual mean470

1 a low-lying land at the coast which is flooded during summer by storm surges.
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temperature at a depth of 3 metres is -4°Celsius (Isaev et al., 2019). The active organic471

layer is approximately 0.5-0.8 metres at the surface.472

(a) The study area is divided into two distinctive sites. S#1 is closer to the Coffer dam. A small

river and a leida separate the two zones. In total, eleven coastal profiles were measured during

the investigations.

(b) Four profiles marked on the map, P#1 to P#4, are measured in Zone S#1

(c) The coastal profiles P#5 to P#11 are in S#2.

Figure 12: The study area consists of two sites, S#1 and S#2, with distinct bluff height
differences. S#1 consists of low bluff heights. Image source: Internal reports, SAMCoT

The ice-wedge polygons are visible on the surface in S#1. Many thermokarst lakes473

are observed during field investigations (Figure:12b). The surface is uneven, and the or-474

ganic layer is thick. Many surface run-off drainages are observed. The surface at S#2475

is even, with no ice-wedge polygon visible at the surface. The vegetation is thinner, and476

almost no thermokarst lakes are observed (Figure:12c).477
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3.1 Data and Methods478

3.1.1 Coastal profiles479

A total number of 11 profiles are measured at different locations and different years480

(the positions of the profile lines are shown in Figure 12). Four coastal profiles are mea-481

sured in S#1, and the rest of the profile lines are from S#2. All the profiles of the study482

area are surveyed using the Differential Global Positioning System (DGPS). Geo-referencing483

is completed using handheld DGPS receivers using some stable objects to identify the484

profile in the field. After that, the observations are linked to the Russian State Geode-485

tic Coordinate System (GSK-2011). Coastal features such as bluffs and shorelines are486

recorded. In 2018, surveying by light detection and ranging (LiDAR) began. One pro-487

file from each site is shown in Figure 13.488

(a) Measurements of profile P#1. The profile is situated in S#1.

(b) Measurement of profile P#11 in zone S#2. The bluff height in this profile

is approximately 14 metres.

Figure 13: Measurements of two profiles in S#1 and S#2 are shown. A borehole with a
thermostring was placed in the bluff on profile P#11 to measure the soil temperature.

Profile#1 in S#1 has a bluff height of 5-6 metres. The profiles were covered with489

snow during measurements in 2013, 2014 and 2015. During 2017, we distinctly noticed490

the collapse of the bluffs near the cliff. Profile#11 from S#2 has a similar cliff retreat491

magnitude. Unlike Profile#1, the slope of Profile#11 remains constant over the years.492

3.1.2 Nearshore marine observations493

The seabed slope in the study area is 0.004 to 0.01 in the nearshore (Kamalov et494

al., 2006; Bogorodskii et al., 2010). The length of the open seawater season has been in-495

creasing in recent years. From 1979 to 2006, the open sea days increased by 34 days (Rodrigues,496

2008). The salinity of the seawater ranges from 20-25 ppt (Stein et al., 2003). The tidal497
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range near the shore is 70 cm, and the tidal currents do not exceed 30 cm/s (Harms &498

Karcher, 1999).499

3.1.3 permafrost and soil temperature500

As part of the investigations, boreholes are constructed at the study sites. A ther-501

mistor is used to measure the temperature at 12-hour intervals. The boreholes are ap-502

proximately 3.5 to 9 metres deep. From the measurements, we observed that at the base503

of the bluff, the temperature of the bluff remains relatively stable and in between -5°to504

0°Celsius.505

3.1.4 Ambient Temperature506

The air temperature of the area from 1978 to 2020 is shown in Figure:14. The data507

are from 1978 to 2020, reanalysis of NOAA. The mean temperature of the air (7-day mean)508

crosses zero degrees around week 24 (early June) and has a downwards crossing around509

week 40 (early October). A similar pattern is also observed for the sea-surface temper-510

ature. There is no significant lag between the air and water temperatures in the study511

area.512

(a) Average air temperature of the study area during the

year.

(b) the 7-day average sea-surface temperature.

Figure 14: The historic average temperature of the air and sea surface from 1978 to 2020.
The mean is plotted as a thick black line along with the week number of the year. One
standard deviation from the mean is drawn as a dotted line. There is almost no lag be-
tween air and sea-surface temperature. The data are from 1978 to 2020, reanalysis of
NOAA.
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3.1.5 Ice concentration513

Ice concentration has a lag when compared with air and sea-surface temperature514

(Figure:15). Ice concentration declines around week 28, unlike the beginning of summer515

in week 24 (the upwards zero crossing of the temperature of air and water). However,516

the ice concentration rises after week 40 when the air and the sea-surface temperature517

have a downwards zero crossing. This indicates that at approximately four weeks at the518

beginning of the summer, thawing and slumping can occur without any significant hy-519

drodynamic forcing in the nearshore and offshore regions.520

Figure 15: Average ice concentration nearshore of the study area.

3.2 Erosion pattern in the study area521

We observed that both thermoabrasion and thermodenudation are active in the study522

area. During the summer, the thawing is continuous, and slumped materials accumu-523

late on the beach. Figure:16 depicts the wave-cut niche at the base of the bluff at pro-524

file#11. The niche has not reached a critical length where the overhanging bluff is desta-525

bilised. The vertical position of the niche is higher than that at high tide. It was formed526

by the storm surge before the observation was made. Both thermoabrasion and thermod-527

enudation are observed in the study area. No loose sediment was seen at the base or in-528

side the niche opening during the observation period. The sediments must have been car-529

ried away by the return currents when the beach was flooded by the storm.530
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Figure 16: Status of Profile#11 during the 2015 measurement. The coastal profile is
shown as a black line. A wave-cut niche is clearly visible at the base of the bluffs. Image
source: SAMCoT Report, 2015.

The permafrost layer inside the bluffs during the summer is shown in Figure:17.531

The thawed layer above the permafrost is approximately 0.5 to 1 m at the bluff surface.532

It is clear from the figure that the thawed layer has a considerable thickness at the bluff533

slope. We can infer that the intensity of the slumping (mass flux) is the limiting process.534

All the thawed layers did not slump towards the base. In other words, the thawing rate535

(dxt/dt) can be higher than the reduction rate of the thawed layer (dz/dt) due to slump-536

ing.537
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Figure 17: Permafrost inside the bluff excavated during the field investigation in 2018.
Image source: Gorshkov, SAMCoT Report 2015

The following summarises the observations in general:538

• Thermodenudation at the bluff face may be active, even when sea ice is present,539

and land-fast ice remains in the base of the bluffs. Unlike thermoabrasion, the open540

water season is thus not a prerequisite for thermodenudation.541

• The thawed sediments from the bluffs fall on gravity and expose the permafrost542

underneath it. The slumped materials are loose and accumulate on the beach.543

• Wave-cut niches are developed at the base of the bluffs, while the bluffs may still544

be stable. It may take several storms to elongate the niche depth to a critical depth.545

Unless the niche depth reaches the critical length, the bluff remains stable.546

• The active organic layer under the vegetation shows greater resistance against erodi-547

bility.548

• Thawed sediments accumulated at the base of the bluffs remain there until an ex-549

treme event creates a higher water level and return current.550

4 Calibration of the Model551

Some of the model input parameters, such as critical slope (mcr), convective heat552

transfer coefficient (hc), water level (wl), and tensile strength of permafrost (c), are usu-553

ally site specific. We calibrate the model’s input parameters using field measurements554

from zones S#1 and S#2 of the study area. We use the measurements from 2015 and555

2016 to calibrate the model. One case from S#1 and S#2 is chosen. Both cases are sep-556

arately calibrated since the profiles are considered mutually exclusive. The two zones are557

different in geometry (bluff height and bluff face slope) and geological settings, so we ex-558
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pect some input parameters to be different. However, the water level at the outer nearshore559

boundary BC2 is the same for both cases.560

4.1 Domains of interest for calibration of the model561

4.1.1 Time562

We conducted one field investigation each year, so the numerical model could not563

be calibrated for less than one year (i.e., it is not possible to calibrate the model based564

on summer alone). The erosion estimated from the measurements is also a mix of ther-565

modenudation and thermoabrasion; we cannot calibrate the two mechanisms of thermoabra-566

sion and thermodenudation separately. We typically have measurements near the end567

of the summer (middle of September). The winter begins three to four weeks after the568

measurements are taken.569

4.1.2 Space570

The intent of the calibration process of the numerical model is to simulate the mor-571

phological changes at the bluffs and the beaches as close as possible to the measurements.572

The indicators of erosion measurements, such as (a) crest retreat, (b) erosion volume and573

(c) the slope of the bluff face, are the targets. The morphological changes in the coastal574

profile from the shoreline to the bluffs are considered for calibration. Out of the three575

erosion indicators, the primary target is to simulate erosion by volume, i.e., the volumet-576

ric changes between the two measurements of consecutive years. We measure erosion as577

volume changes from the shoreline until 15 metres from the cliff towards the land. The578

erosion measurement is the volume per metre along the shore parallel line (m3/m−width).579

The following equation is used to determine the erosion:580

E =

N∑
i=n

1

2
∆x[(αi + αi+1)− (βi + βi+1)] (13)

where E is the erosion, n is the grid point at the shoreline, N is the grid point 15 me-581

tres from the cliff point, ∆x is the horizontal distance between two grid points, α is the582

measurement of the previous year and β is the measurement of the current year. A pos-583

itive value of E represents erosion, whereas negative values indicate accretion. We used584

’net erosion’ to describe the arithmetic sum of erosion and accretion.585

4.2 The case studies for the calibration586

We choose two cases as described in Table:2 for the calibration. The case studies587

are termed case#1 and case#2. Both cases are from the same period. The coastal pro-588

files of the cases are shown in Figure:18 and 19.589

Table 2: A summary of the two cases for the calibration.

cases zone profile Time Crest retreat Erosion Accretion Net Erosion

From To (m) (m3/m− width)

case#1 S#1 P#1 15-09-2015 14-09-2016 4.1 10.31 3.28 7.04

case#2 S#2 P#8 15-09-2015 15-09-2016 2.9 0.00 12.51 12.51
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(a) case#1: the measurements of profile P#1, from 2015 to 2016.

(b) case#2: the measurement of profile P#8, from 2015 to 2016.

Figure 18: The coastal profiles of cases #1 and #2 are shown.

The cases started in September 2015 and ended in September 2016. The summers590

of 2016 and 2017 are among the hottest summers in recent decades. We can make the591

following observations about the cases:592

1. the bluff height for case#1 is 6 metres, and for case#2 is 13 metres. The bluff slope593

of case#1 is approximately 0.4, which is lower than the bluff slope of case#2 (0.9).594

2. The cases demonstrate different erosion patterns. For case#1, we note that the595

profile has undergone both erosion and accretion; the value of erosion is almost596

three times the value of accretion (Figure:18a). The accretion value indicates that597

the sediments accumulated in the lower part of the bluffs. No accretion is mea-598

sured for cases#2(Figure:18b). For case#2, all the sediment from the erosion must599

have been washed away offshore.600

3. The crest retreat for case#1 is 4.1, which is larger than that of case#2, even though601

the erosion volume of case#1 is lower. Because of the higher bluff heights (13 m602

vs. 6 m) for a similar crest retreat, case#2 should have twice the erosion volume.603
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4. The changes in the bluff slope are negligible for case#2 but significant for case#1.604

For case#1, the bluff base did not retreat; instead, the crest retreated, and the605

bluff slope was lowered due to erosion.606

(a) case#1: crest retreat.

(b) case#2: crest retreat.

Figure 19: The crest retreat of case#1 and #2 are shown.

4.3 Environmental forcing607

The wind speed, air temperature, and water temperature from September 2015 un-608

til September 2016 are shown in Figure:20. The air and the sea-surface temperature have609

almost no phase lag. The wind speeds are higher during the winter. The summer of 2016610

was relatively calm, indicating that the thawing process (thermodenudation) dominated611

the erosion. The air temperature during the summer of 2016 reached 28 °C, which is a612

significant anomaly. The source of these input parameters is the NOAA reanalysis model613

(Saha et al., 2014).614
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(a) Wind speed in the study area. The winter storms have higher

magnitudes. Data source: NCEP, NOAA.

(b) The air temperature of the study area during the summer of

2016 reached 28°C. The year 2016 was the hottest year in recent

decades. Data source: NCEP, NOAA.

(c) Sea-surface temperature. Data source: NCEP, NOAA.

Figure 20: The environmental forcing during the calibration cases is shown.

4.4 Calibrated parameters615

Both cases are from the same time period, so the input parameters, such as wind616

speed, air temperature, and water temperature, are the same for both cases. The phys-617

ical distances between the profiles are approximately two kilometres, so we assumed no618

phase lag in water levels. The water level is also constant during the calibration for the619

cases. A brief description of the calibrations of the parameters is given below. A sum-620

mary of the calibrated values of the parameters is shown in Table:3.621
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Table 3: Summary of the calibrated parameters.

parameter zone symbol calibrated value unit remarks

convective heat transfer
coefficient (air)

S#1 & S#2 hc;surface 90 W/m2 − k for bluff surface
S#1 & S#2 hc;face 98 W/m2 − k for bluff slope
S#1 & S#2 hc;beach 120 W/m2 − k for beach

convective heat transfer
coefficient (water)

S#1 & S#2 hc,w 700 W/m2 − k for seabed

Tensile strength of ice S#1 & S#2 cice 1× 104 N/m

Tensile strength of permafrost S#1 & S#2 cp 1.2× 105 N/m

critical slope ( dry)
S#1 mcr;a 0.35 -
S#2 mcr;a 0.5 -

critical slope (wet) S#1 & S#2 mcr;w 0.2 -

mean water level S#1 & S#2 hm -7.7 m Ref:GSK-20112

4.4.1 Calibration of the water level622

The water level (wl) at boundary BC2 (see Figure:3) is updated at every timestep.623

We estimate wl at the BC2 boundary by superimposing water level changes due to tide624

and storm surge on the mean water level (hm). At the BC2 boundary, the water level625

(wl) is treated as the boundary condition for the nearshore module, expressed by the fol-626

lowing equation:627

wl(t) = hm + ht(t) + η(t) (14)

where hm is the mean sea level, which is constant during the simulation (not a func-628

tion of time), ht is the water level changes due to tide at three-hour intervals (interpo-629

lated from the measurement), and η is the storm surge level estimated at three-hour in-630

tervals by the storm surge submodule. For calibration, we use the field measurements631

of water level using the Russian State Geodetic Coordinate System (GSK-2011), which632

is also used as a datum for the numerical model. The values of ht and η are not subject633

to calibration. However, the final value of hm for the model is obtained by iterations.634

We use the initial iteration value for hm from the field measurements during the calm635

summer days. The iteration values of hm are chosen within the range. The upper and636

lower limits are the constraints imposed from field observations: (1) the water level does637

not touch the base of the bluffs during high tide on a calm day (upper limit of hm), and638

(2) the length of the beach from the base of bluffs to the swash zone varies from 40 to639

70 metres (lower limit of hm). After several iterations, we calibrate the value of hm at640

-7.7 metres for both cases.641

4.4.2 Calibration of the convective heat transfer coefficient642

The convective heat transfer coefficient is different for the four sections (see Fig-
ure 4). As a starting point for the hc values for water, we follow the model of Kobayashi
et al. (1999) as follows:

hc =
afwCwUw

1 + F
√
0.5fw

(15)

where a is the empirical parameter equal to 0.5, fw is the wave friction factor, Cw is the643

volumetric heat capacity of seawater, Uw is the fluid velocity and F is the parameter de-644

pending on the turbulence and Prandtl number. Kobayashi et al. (1999) estimated the645
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value of hc within the range of 500 to 800 W/m2−k. After several iterations, we reach646

hc,w = 700W/m2 − k for our cases.647

For the hc of air, the initial value of iteration is determined by using the equation
for the forced convection of a turbulent flow over a flat plate:

Nu =
hc · L
kf

= 0.037Re0.8Pr1/3 (16)

where Nu is the Nusselt number, kf is the thermal conductivity of the fluid, L is648

the characteristic length, Re is the Reynolds number, and Pr is the Prandtl number. Us-649

ing Pr=0.71 for air, we estimate the initial value of hc to be approximately 25 W/m2−650

k. However, this value of hc for air limits the thawing depth and does not agree with our651

field measurements. The calibrated values of hc of air for the three sections are chosen652

between 90 and 120 (Table:3).653

4.4.3 Calibration of the critical slope654

The slumping process inside the numerical model is controlled and triggered us-655

ing one single parameter, the critical slope, as mentioned in Eq. 8. The equation is valid656

for the dry and wet parts of the profile. The field measurements show that the slope of657

the profiles at the end of the summer varies from 0.1 to 1.1 (Figure:21). A distinct dif-658

ference is visible between the bluff slopes of zones S#1 and S#2. The values of mcr are659

determined by iteration for the two sites. The coastal profiles are measured at the end660

of the summer. When the thermodenudation for the summer is almost complete, we can661

infer that the slopes of the bluff faces are stable slopes, and thus, the critical slope should662

be more than these measured slopes. We also note that the profiles at S#2 have a greater663

bluff height and steeper slope. After the calibration, we find that the mcr,a = 0.34 for664

S#1 and mcr,a = 0.52 for S#2 for the dry part of the coastal profiles are the most suit-665

able values. However, we derived these values by iterations, not from field measurements.666

For the submerged portion of the coastal profiles, we used mcr,w = 0.2.667

Figure 21: The relation of the bluff height and bluff slope in the study area.

4.5 Result of calibration668

Using the above mentioned calibrated input parameters and forcing the model with669

the environmental data shown in Figure:20, the results are in good agreement with the670

–32–



manuscript submitted to JGR: Earth Surface

measured erosion volume, as shown in Figure:22 and 23. A summary of the results of671

the calibration is shown in Table:4. The numerical model overestimates the erosion for672

both cases. For crest retreat, the model underestimates for case#1 and overestimates673

for case#2.674

Table 4: Summary of the calibration cases.

case criteria measured simulation error (%)

case#1
erosion volume (m3/m− width) 7.04 8.3 17.9%
crest retreat (m) 4.1 2.9 29.3%

case#2
erosion volume (m3/m− width) 12.51 14.8 18.3%
crest retreat (m) 2.9 4 37.9%

4.5.1 Prediction of erosion675

For case#1, the simulated erosion volume and crest retreat differ from the mea-676

surements by 17.9% and 29.3% respectively. The simulation results of the cumulative677

erosion are shown in Figure:22b. The results show that the erosion for case#1 is mostly678

thermoabrasion. The collapse occurred three times, and all the collapses are shear fail-679

ures (expressed by Eq. 10). The model requires thawing depth as an initial condition.680

We calibrate the model with 0.35 metres of initial thawing depth. The thawing depth681

at the bluff surface by the simulation is shown in Figure:22a. Thawing depth had a small682

initial increase followed by a sharp decrease due to winter. The numerical model esti-683

mates no thawing depth from January until almost the end of May. No erosion is recorded684

for this period. The inundation depth, hid is shown in Figure:22c. Our numerical model685

requires at least 10 cm of water sustained for at least three hours to trigger the niche686

submodule. We notice many instances of positive hid, especially during the early part687

of summer (from May to September). The largest storm surge occurred during May, which688

did not result in any collapse. The thermal driving force of niche growth: the temper-689

ature of the water was not warm enough to rapidly grow the niche. The hid values are690

spiked and not continuous, which is in line with our assumption that only during storm691

surges can water reach the base of the bluffs. The sudden jumps in the cumulative ero-692

sion values indicate a bluff collapse by thermoabrasion. We deduce from the pattern of693

the cumulative erosion that the erosion at this profile is dominated by thermoabrasion.694
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(a) The thawing depth at the bluff for Case#1.

(b) The cumulative erosion on profile#1 for case#1.

(c) Water depth at the base of the bluff, hid

Figure 22: Results of the calibrated model of Case#1. The erosion volume from the mea-
surement was 24m3/m− width.

For case#2, the simulated erosion volume and crest retreat differ from the mea-695

surements by 18.3% and 37.9%, respectively. A similar thawing depth pattern is esti-696

mated for case#2 since the environmental forcings are precisely the same (Figure:23a).697

The hid values are lower for case#2, as the beaches of S#2 are slightly higher (approx-698

imately 20 cm). The cumulative erosion for case#2 is also different; the erosion is not699

dominated by thermoabrasion, as seen for case#1. The simulation records two collapses.700

The thermodenudation is stronger for case#2. The bluff collapses between the two cases701

do not occur during the same storms. The model behaved this way, as the hid values are702
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estimated to be small for case#2, resulting in very slow niche growth. On the other hand,703

the bluff face has a steeper slope, and the model estimates more slumping for case#2.704

(a) The thawing depth at the bluff for Case#2.

(b) The cumulative erosion on profile#8 for case#2.

(c) Water depth at the base of the bluff, hid

Figure 23: Results of the calibrated model of Case#2. The erosion volume from the mea-
surement was 15m3/m− width.

4.5.2 Prediction of crest retreat705

The secondary aim of the simulation is to predict the crest retreat of the bluffs. The706

crest retreat of the Arctic coast is retrogressive, i.e., always retreating as there is no restora-707

tion mechanism like the dune systems of the sandy beaches of warmer climates. The crest708
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of the bluff is always moving towards the land. The annual crest retreat rate is of par-709

ticular interest for the prediction of vulnerability and associated risks. For cases #1 and710

#2, the crest retreat rates were 4.1 and 2.9 metres, respectively. The model predicts crest711

retreats of 2.9 and 4 metres for the cases. The model both underestimates and overes-712

timates the crest retreats.713

4.5.3 Prediction of the shape of coastal profile714

Another secondary aim of the calibration is to forecast the shape of the profile at715

the bluff face and the elevation of the beach. The elevation of the beach is important since716

it affects the inundation depth (hid), which in turn controls the thermoabrasion. The717

performances of the model for case#1 and case#2 are shown in Figure:24 and 25. We718

used the root mean square error (RMSE) to indicate deviation from the measurements.719

Before estimating the RMSE value, we ’normalise’ the profile around the middle of the720

bluff slope. Hence, the RMSE values are only related to the shape of the profile, not as-721

sociated with the position of the bluff. The equation to calculate the RMSE values is722

as follows:723

RMSE =

√∑N
i=1 (oi − ŝi)

2

N
(17)

where RMSE is the root mean squared error, i is the variable, N is the number of724

grid points, o is the measured value at the grid point and s is the simulated value at the725

grid point.726
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Figure 24: case#1: prediction of the shape of the coastal profile after normalising the
simulation around the middle of the bluff slope. The RMSE of the prediction is 0.56 m.

For case#1, we observe that the simulation predicted a slope slightly steeper than727

the measurement. The simulation predicted that the elevation of the beach was close to728

the measurements, albeit it overestimated the erosion by sediment transportation. The729

deviation is highest near the base of the bluff; errors near the beach are negligible. How-730

ever, the model overestimates the erosion at the base of the bluffs.731
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Figure 25: case#2: prediction of the shape of the coastal profile after normalising around
the middle of the bluff slope. The RMSE of the prediction is 0.88 m.

For case#2, the model simulates the slope as much as the prediction. The simu-732

lated values deviated near the cliff points and the bluff base. The prediction at the beach733

was close. The RMSE values are higher for case#2.734

5 Validation735

After calibrating the numerical model, we apply the calibrated model to another736

three sets of measurements to validate the model. The new cases are summarised in Table:5.737

Case#3 and case#4 are from profiles#1 and #8 for 2016-2017. Case#5 is from the two738

measurements of 2012 and 2017 on profile#1. Case#5 is selected to examine the per-739

formance of the numerical model for simulating long-term erosion. The measured ero-740

sion volume and crest retreats of all the cases are shown in Figure:26. A summary of the741

erosion and crest retreat is provided in Table:5.742
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Table 5: A summary of the three cases for the validation.

cases zone profile Time Crest retreat Erosion Accretion Net Erosion

From To (m) (m3/m− width)

case#3 S#1 P#1 15-09-2016 14-09-2017 3.2 28.73 0.00 28.73

case#4 S#2 P#8 15-09-2016 15-09-2017 3.9 11.81 0.00 11.81

case#5 S#1 P#1 13-06-2012 15-09-2017 16 71.05 0.00 71.05

Even though Case#1, #3 and #5 are on the same profile#1, the erosion pattern743

is different for each case. In two consecutive years, the erosion pattern drastically changed744

between cases #1 and #3 (Figure:26a). The bluff slope of case#3 morphed into an un-745

even bluff slope. The bluff slope became steeper at the lower part near the bluff base,746

indicating that during the summer of 2017, the hydrodynamic forcing removed a large747

volume of sediments from the bluff base. Case#4 on profile#8 is relatively stable, but748

we note the lowering of the elevation of the beach (Figure:26b). Lowering beach eleva-749

tion indicates that the beach was inundated frequently during the summer of 2017, a sim-750

ilar conclusion we made for case#3. Case#5 is a representation of long-term erosion (Figure:26c).751

The erosion of the beach was significant in this case; the profile is lowered by approx-752

imately 1.5 metres around the 180-metre mark. However, the base of the bluffs remains753

almost at the same level. No positive accretion value was recorded for any of the three754

cases, which suggests that the accumulated sediments must have been washed away by755

hydrodynamic forcing.756
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(a) case#3: the measurements are of profile P#1, from 2016 to 2017.

(b) case#4: the measurement of profile P#8, from 2016 to 2017.

(c) case#5: the measurement of profile P#1, from 2012 to 2017.

Figure 26: The coastal profiles of case#3, #4 and #5 are shown.

5.1 Methodology of the validation757

The parameters that were calibrated in Table:3 are used without any changes. The758

time series of the input parameters air and water temperature, wind speed and tides are759

updated. The initial thawing depths for case#3 and case#4 are used from the previous760

simulations (the thawing depth of the last timestep for case#1 and case#2). For case#5,761

the initial thawing depth was taken as zero because the case starts in June, not in Septem-762

ber. From the thawing depth patterns of cases #1 and #2, we estimate that the thaw-763

ing depth in June is zero.764
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5.2 Results of validation765

A summary of the results of the simulation is shown in Table:6. The results show766

a good agreement with the measurements.767

Table 6: Summary of the validation cases.

case criteria measured simulation error (%)

case#3
erosion volume (m3/m− width) 28.73 25.8 10.2%
crest retreat (m) 4.1 3.9 4.8%

case#4
erosion volume (m3/m− width) 11.81 15.1 27.8%
crest retreat (m) 3.9 4.8 23.1%

case#5
erosion volume (m3/m− width) 71.05 80.5 13.3%
crest retreat (m) 16 4 14.8 7.5%

5.2.1 Thawing depths768

The thawing depths for case#3 and #4 are identical (shown in Figure:27a). An769

initial small increase in the thawing depth means that the measurements were not taken770

at the end of summer. The end of summer coincides with the highest thawing depth. The771

thawing depth pattern for case#5 is shown in Figure:27b. The maximum thawing depth772

varies each year; the pattern indicates that the summer of 2017 was the warmest. The773

thawing depth varies from 0.4 to 0.8 metres, which agrees with the field observations.774
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(a) The thawing depth of case#3 and #4.

(b) The thawing depth of case#5

Figure 27: The coastal profiles of case#3, #4 and #5 are shown.

5.2.2 Validation of case#3775

A summary of the validation results is shown in Figure:28. The cumulative ero-776

sion of the profile reaches 25.8 m3/m−width, which is slightly underestimated by the777

simulation (Figure:28a). The erosion is dominated by thermoabrasion, but the contri-778

bution from thermodenudation increased significantly from the previous year (case#1).779

The rate of thermodenudation was strong during the summer of 2017. However, the pre-780

diction of the beach elevation deviated from the measurements (Figure:28b). The shape781

of the bluff face was irregular, which the model failed to capture. Similar to the other782

cases, the deviation is higher near the base.783
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(a) case#3: cumulative erosion.

(b) case#3: the simulated profile after normalising.

(c) case#3 The deviation of the simulation from the measurements, the RMSE value is 0.561

Figure 28: Validation results for case#3.

5.2.3 Validation of case#4784

The cumulative erosion volume simulated by the model for case#4 is shown in Figure:29a;785

the erosion is dominated by thermoabrasion. The model estimated an erosion volume786
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of 15.1 m3/m−width, which is overestimated from the measurement of 11.81 m3/m−787

width. The simulated shape of the profile and the measurement are shown in Figure:29b,788

and the RMSE value was found to be 0.9409.789

(a) case#4 validation

(b) case#4: the simulated profile after normalising.

(c) case#4 The deviation of the simulation from the measurements, the RMSE value is 0.9409

Figure 29: Validation results for case#4.
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5.2.4 Case#5: Simulation of long-term erosion790

The application of the model for the long-term erosion simulation is demonstrated791

by case#5. The simulation duration of the case is five years and four months. The re-792

sults of the simulation are shown in Figure:30.793

(a) Cumulative erosion for case#5.

(b) The hid values over the simulation time.

Figure 30: Validation results for case#5.

The erosion pattern of case#5 is similar to the other cases. The erosion is dom-794

inated by thermoabrasion. The thermodenudation rate is different each year. The hid795

values during the simulation are shown in Figure:30b. We observe higher hid values for796

the earlier years; the highest hid is observed during the summer of 2014. The effect of797

the hid did not translate to bluff collapse. The bluff collapse by niche growth requires798

a positive hid value, but the intensity of the erosion does not depend on the frequency799

and magnitude of the hid values.800
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Figure 31: The shape of the profile after normalising. The RMSE value was estimated to
be 0.86.

The deviation of the profile shape is shown in Figure:31. The deviation is higher801

at cliff points and bluff bases. During the five-year simulation, the beach elevation was802

simulated to be lower than the measurements; the deviation was nearly 0.3 metres, whereas803

the average deviation at the grid points was 0.86 metres (RMSE).804

In Figure:32, the air temperate and simulated cumulative erosion are drawn. The805

upwards zero crossing of the air temperature and the inception of the erosion in the sum-806

mer have a small phase lag. The erosion rate correlates with air temperature; higher air807

temperature leads to increased erosion. At the end of the summer, the erosion stops as808

soon as the air temperature has the downwards zero crossing.809

Figure 32: Air temperature and cumulative erosion(simulation).
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The thawing index of air is used in many empirical equations concerning the thaw-810

ing of permafrost and erosion. Figure:33 draws the measured cumulative thawing index811

of case#5 juxtaposed with the simulated cumulative erosion. The correlation between812

the two parameters is very strong even though the thawing index is only one of the en-813

vironmental forcing parameters of erosion. The cause of the erosion can be partly attributed814

to the thawing index. We cannot establish a direct causation-relation of the thawing in-815

dex of air with thermoabrasion; warm air has almost no immediate effect on erosion by816

thermoabrasion. From the simulation result, we notice that even though the erosion is817

dominated by thermoabrasion, a strong correlation exists between the cumulative thaw-818

ing index and cumulative erosion.819

Figure 33: Cumulative thawing index and erosion(simulation).

However, the wind speed and the simulated cumulative erosion of case#5 are not820

correlated. The wind speeds are higher during the winter when there is no erosion. The821

bluff collapses (creating a jump on the cumulative erosion) rarely coincide with the storms822

of the summer. We can infer that the bluff collapse by thermoabrasion is not dominated823

by storms in the summer; instead, a combination of various environmental forcings re-824

sults in bluff failure, justifying the inclusion of hydrodynamic and morphological sub-825

modules into the numerical model of Arctic coastal erosion.826

Figure 34: Wind speed and cumulative erosion (simulation).

6 Conclusion827

In this paper, we describe a comprehensive process-based model that simulates Arc-828

tic coastal erosion, which includes hydrodynamic forcing from the sea. The model is di-829

vided into three modules: offshore, nearshore and bluffs. The physical processes are in-830

cluded in the model as submodules under the three modules. A feedback mechanism is831

established between the submodules. The hydrodynamic forcing and related morpho-832
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logical changes are simulated by XBeach. The model can simulate thermodenudation and833

thermoabrasion simultaneously.834

The numerical implementation of the model is described briefly, and the workflow835

is explained. We calibrate the model using field measurements from Baydaratskya Bay836

in the Kara Sea, Russia. The study area was surveyed every year starting from 2012. The837

following conclusions can be made from the calibration process of the numerical model:838

1. The erosion during the winter is negligible to none.839

2. There is a slight phase lag between the commencement of summer (measured by840

air temperature) and the beginning of slumping. The air temperature had an up-841

wards zero crossing at the end of May, but thawing began after June for both cases842

#1 and #2.843

3. Smaller sudden spikes in air and water temperatures at the beginning of the sum-844

mer do not contribute to thermodenudation. The model also does not show any845

immediate response to the spikes of temperature anomalies. This behaviour in-846

dicates that the limiting factor for thermal energy transfer and thawing of per-847

mafrost is the energy requirement for the latent heat of transformation of ice to848

water.849

4. thermodenudation is continuous and of lower intensity, whereas thermoabrasion850

causes spikes in the erosion volume.851

The model is validated by another three sets of observations, two short term (one852

year) and one long term (five year). We demonstrate that the model can simulate long-853

term erosion with the same level of fidelity. We infer the following concluding remarks854

from the results of simulations:855

1. The results of the numerical model suggest that thermoabrasion is a complex pro-856

cess and does not demonstrate a linear relation with the intensity of storms. In857

other words, the largest storm does not necessarily lead to a collapse. A bluff col-858

lapse by a wave-cut niche is a combination of the nearshore beach profile, storm859

surge duration, temperature of the water and geometry of the bluff.860

2. The two consecutive bluff collapses routinely have an interval between them, and861

the time lapse between the two collapses is four to six weeks. The sediments re-862

leased from the collapsed bluff change the elevation near the swash zones, which863

reduces the probability of inundation of the beach by warm water, resulting in slow864

niche growth.865

3. The parameter inundation depth, hid, acts as an on-off switch for thermoabrasion;866

however, the numerical model does not show a relation between the magnitude867

of hid and erosion.868

4. The erosion rate of thermodenudation was found to be approximately 0.4 m3/month869

for low bluff height profiles in zone S#1. The erosion rate by thermodenudation870

for the zones with high bluff was estimated to be close to 1 m3/month. The ero-871

sion rate of thermodenudation does not show a strong relation with the thawing872

depth (xt).873

We demonstrate that coupling the physical processes as submodules to simulate874

erosion of the Arctic coastal erosion model can produce realistic coastline erosion rates.875

It is possible to couple the model with globally available climate reanalysis data. The876

simulation results are within the same order of magnitude as the field measurements. The877

model can be further improved by considering the following:878
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6.1 Future development879

1. The accumulation and melting of snow and related water flow are not exclusively880

modelled. Since there is no open water during the winter and the erosion of the881

coast is negligible, we did not model the effect of the snow. A snow module will882

improve the accuracy of the model.883

2. The presence of sea ice was considered in a binary mode, where we ignored sea884

ice when the ice concentration was less than 20%, and it was assumed to have no885

effect on the waves. The damping effect of the floating ice on the waves may also886

improve the model’s fidelity.887

3. The critical slope (mcr) is taken as depth-averaged for the profiles. One depth-888

averaged value is estimated for each zone in the study area. A matrix of mcr val-889

ues at different depths and different geometries will increase the accuracy of the890

model.891

4. The collapse of the bluff is predetermined. A finite element model at the bluff face892

may better predict the irregular bluff slope.893
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Appendix A Appendix1084

A1 Four zones of the coastal profile1085

The four zones of the Arctic coast in terms of erosion, thermal energy transfers and1086

involvement of various physical processes are described in the Figure:4. The four zones1087

are defined as follows:1088

1. bluff surface: it is the surface behind the cliff point Xc. The slope in the zone1089

is zero or close to zero. The surface is covered with vegetation during the sum-1090

mer. Subsidence due to the thawing of the permafrost is the major change in the1091

profile. Thawing depth is dependent on the convection of air and solar radiation.1092

We assume the erosion due to surface run-off is negligible ( based on field obser-1093

vation). The bluffs are usually filled with ice-wedge polygons. The organic-active1094

layer at the top of the surface has negligible shear strength but can contribute to1095

the lower erodibility to surface run offs.1096

2. bluff face: It is the steepest slope of the profile, in between the base point Xb and1097

cliff point Xc and the most active part of the profile. The thawing process con-1098

tributes directly to the mass loss by slumping and cliff retreat.1099

3. beach: The narrow beach in front of the bluff from the base point Xb to the swash1100

point Xs. The thawed sediments accumulate on the beach. The collapsed bluffs1101

fall on the beach. The beach is subject to inundation during the summer storms.1102

The return currents created during the storms sort out the accumulated sediments1103

and transport them towards offshore.1104

4. seabed: It is defined from the swash point Xs to the offshore. The general direc-1105

tion of the sediment transport is towards offshore since there exist no restoration1106

mechanisms at the Arctic beaches. The wave induced particle movement is enough1107

to transfer heat ( convective heat transfer). The thawing depth is not the limit-1108

ing factor, i.e. the permafrost lies quite deep. However, due to sea ice, the sed-1109

iment transport during the winter is negligible.1110

A2 Definitions1111

Below are some geometric parameters defined to explain the Arctic coasts:1112

1. profile line: the surface line of the beach profile not including the snow or ice-sheets.1113

During the summer, the profile line is exposed to the environmental parameters.1114

2. permafrost line or P-line: the melting face of the permafrost. During the winter,1115

the line is assumed to be collided with the profile line. The difference between the1116

beach line and permafrost line is the thawing depth.1117

3. base point: the point at the end of the beach where a sudden change in the slope1118

occurs. Typically it stands above the tidal range and in calm conditions water level1119

can not reach the base point.1120

4. cliff point: the end of the bluff-face and beginning of the bluff-surface; a sudden1121

change in the slope.1122

5. ice-wedge top point: the point at the surface where ice-wedge polygon is visible1123

on the surface.1124

6. ice-wedge bottom point: not necessarily the bottom point of the ice-wedge. It is1125

the point from where we can assume the continuity of the bluff is broken by the1126

ice-wedge.1127

7. swash point/line: Where the average water depth for a timestep is less than 5cm.1128

The point(1D) or line(2D) is assumed to be constant for one timestep.1129

8. thawing depth: The difference between the permafrost line and profile line, cal-1130

culated for the grid points on the profile line and normal to the tangent on the1131

point at the profile line.1132

–53–



manuscript submitted to JGR: Earth Surface

A3 Numerical schematisation of the submodules1133

A31 Modelling storm surge1134

Storm surge is modelled by discretising the Eq.1. The setup/surge level η is assumed1135

to be zero at the offshore boundary, where η is the water level setup from the mean sea1136

level. The surge level, η is determined at a 3-hour interval. The 3-hour time-averaged1137

wind speed is used as an input parameter. When the ice concentration near the sea, icon1138

is above 20%, the surge is set to zero, assuming damping from the ice. The following equa-1139

tion determines the storm surge at each grid point.1140

ηi−1 = ηi +
fvi∆x

g
+∆x

CfU
2
i

g (hi + ηi)
(A1)

A32 Modelling slumping1141

The numerical schematisation of slumping is shown in the Figure:A1. Part of the1142

profile line ABCD is shown; the P-line WXYZ has varied thawing depth for a particu-1143

lar time step. The module, when activated, checks if the slumping is triggered at each1144

grid point.1145

Let us assume, at the particular timestep, the module is checking whether slump-1146

ing is triggered at point B. Using the critical slope criteria mentioned in Eq.7, we develop1147

a slumping module based on the following assumptions:1148

Figure A1: The numerical shcematization of slumping based on critical slope and fall
by gravity only. The line ABCD is the profile line which had WXYZ permafrost line at
various thawing depth of each grid points. The slope at point B is greater than ma which
triggers the slumping and the new position for the point B at the same grid line is B́.

• The slumping process is initiated by gravitational force only. We ignore the wa-1149

ter flow created by the thawing of permafrost.1150

• the conditions for the initiation of the slumping are as follows:1151

1. No slumping occurs at the permafrost line, the line WXYZ, irrespective of1152

the slope at the grid lines.1153
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2. The slope at the grid point before the concerned cell has a lower slope than1154

critical. In the Figure:A1, when we consider if the slumping is triggered at point1155

B, the slope of the line AB; Si+1 must be lower than ma.1156

3. the slope at the concerned grid point must satisfy the Eq.xx,i.e. the slope of1157

line BC (Si+2) is greater than ma.1158

4. For each iteration, the mass transfer is limited to two adjacent grid cells; the1159

mass balance is maintained.1160

5. As a result of slumping, the grid point in consideration, point B, will be sub-1161

sided to B’, which will increase the elevation of point C to C’.1162

6. In Figure, point B: the subsidence of the concerned point will be such that1163

the area under the curve ABCD will be equal to the area AB’C’D. This rule is over-1164

ridden when the subsidence of point B’ is limited by the permafrost line. Point1165

B is not allowed to be lowered than point X.1166

• The slumping process is always triggered in the downward direction,i.e. for a par-1167

ticular time step, if two grid points have a slope more than the critical value, ma,1168

slumping will be initiated at the grid point in the higher vertical position.1169

• There is no limit of the iterations for each time step, i.e. the module will run un-1170

til all the grid points in the profile satisfy the governing equation.1171

• The module runs at each timestep. If the slumping occurs, it over-rides the thaw-1172

ing depth, xt estimated by the thawing depth modules.1173

Modelling bluff stability1174

Four mode of failure cases are considered at each timestep. Three of them is the1175

shear failure ( mode#1 to#3) and the rest moment failure, the governing equations are1176

described earlier. The failure modes are as follows( see Figure:A2):1177

1. model#1: The failure line is CE (from the cliff point to the base point E). The1178

bluff face got steeper as a result.1179

2. mode#2: The failure line is GE. The point G is determined using the same slope1180

of the bluff.1181

3. mode#3: The failure line is FE. F is the lowest point of the ice wedge polygon.1182

The shear failure line is the FE.1183

4. model#4: The failure line is PE and PF. This is the moment failure mode.1184
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Figure A2: The stability of the overhanging bluffs

Timesteps1185

The hydrodynamic modules of XBeach are used to simulate 3 hours of the hydro-1186

dynamic forcing as shown in the Figure:9. We chose 3 hours as our global timestep as1187

sea-state is described at 3-hour intervals. Some of the global parameters, like wind speed,1188

air temperature etc are used as input for various modules. Storm surge, tide and wave1189

near the shore (500 metres from the swash zone) are used as input for the XBeach.1190
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