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Abstract

In situ measurements of the seasonal cycle of δ13C(CO2) provide complementary information on the seasonality of the global

carbon cycle, but are currently not exploited in the context of process-based carbon cycle models. We use isotope-enabled

simulations of the Bern3D-LPX Earth System Model of Intermediate Complexity and fossil fuel emission estimates together

with a model of atmospheric transport to simulate local atmospheric δ13C(CO2). We find good agreement between the measured

and simulated seasonal cycle of atmospheric δ13C(CO2) (mean seasonal amplitude mismatch of 0.02 northern latitude sites.

Factorial simulations reveal that the seasonal cycle of δ13C(CO2) is primarily driven by land biosphere carbon exchange.

Spatial and temporal fluxes of CO2 and their signatures are analyzed to quantify the terrestrial drivers. The influence of

external forcings (climate and land use change) on seasonal amplitude is found to be small. Unlike the growth of seasonal

amplitude of CO2, no consistent change in seasonal amplitude of δ13C(CO2) is simulated over the historical period, nor evident

in the available observations. We conclude that the seasonal cycle of δ13C(CO2) is influenced by different carbon cycle processes,

and its potential as a novel atmospheric constraint should be further explored.
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Key Points:8

• We simulate local atmospheric δ13C(CO2) by transporting (TM3) fluxes from EMIC9

simulations (Bern3D-LPX) and fossil fuel emission estimates.10

• Good agreement in the phase and amplitude of measured and modeled seasonal11

cycles of δ13C(CO2), with absent multi-decadal trends, is found.12

• Factorial simulations reveal land biosphere fluxes as the main driver of δ13C(CO2)13

seasonality and small influences of climate and land use.14
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Abstract15

In situ measurements of the seasonal cycle of δ13C(CO2) provide complementary infor-16

mation on the seasonality of the global carbon cycle, but are currently not exploited in17

the context of process-based carbon cycle models. We use isotope-enabled simulations18

of the Bern3D-LPX Earth System Model of Intermediate Complexity and fossil fuel emis-19

sion estimates together with a model of atmospheric transport to simulate local atmo-20

spheric δ13C(CO2). We find good agreement between the measured and simulated sea-21

sonal cycle of atmospheric δ13C(CO2) (mean seasonal amplitude mismatch of 0.02 h22

across 19 sites), particularly at high northern latitude sites. Factorial simulations reveal23

that the seasonal cycle of δ13C(CO2) is primarily driven by land biosphere carbon ex-24

change. Spatial and temporal fluxes of CO2 and their signatures are analyzed to quan-25

tify the terrestrial drivers. The influence of external forcings (climate and land use change)26

on seasonal amplitude is found to be small. Unlike the growth of seasonal amplitude of27

CO2, no consistent change in seasonal amplitude of δ13C(CO2) is simulated over the his-28

torical period, nor evident in the available observations. We conclude that the seasonal29

cycle of δ13C(CO2) is influenced by different carbon cycle processes, and its potential30

as a novel atmospheric constraint should be further explored.31

1 Introduction32

The seasonal variations in the carbon exchange fluxes between the atmosphere and33

the surface cause a seasonal cycle in atmospheric CO2 (Ca) (Keeling et al., 1996; Graven34

et al., 2013; Masarie et al., 2014) and its stable isotopic signature (δ13Ca) (Keeling et35

al., 2005; GLOBALVIEW-CO2C13, 2009). These atmospheric seasonal cycles are dom-36

inated by exchange with the land biosphere in the Northern Hemisphere and the trop-37

ics, while atmosphere-ocean fluxes play a relevant role in the southern high latitudes. Ob-38

servations of the atmospheric seasonal cycles provide information on the functioning of39

the carbon cycle and constraints for model evaluation (Heimann et al., 1989, 1998).40

The anthropogenic combustion of fossil fuels perturbs the carbon cycle-climate sys-41

tem. It causes a long-term decrease in δ13Ca, in addition to rising CO2 and global warm-42

ing. The decrease, termed the Suess Effect (Suess, 1955; Keeling, 1979), is a consequence43

of the low isotopic ratios of coal, oil, and gas (Andres et al., 2009a). In addition, the re-44

lease of isotopically depleted (or light) CO2 to the atmosphere due to land use change45

further lowers δ13Ca. The isotopic perturbation in the atmosphere is moderated by the46
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exchange of the atmosphere with the land biosphere and ocean and is underlying the δ13Ca47

seasonal cycle.48

Carbon isotopic discrimination is the preferential transfer of light 12C compared49

to heavier 13C. Discrimination is different for the different physical, chemical, and bi-50

ological processes (Mook, 1986) causing differences in the isotopic composition of car-51

bon reservoirs and fluxes. Discrimination is particularly large during the assimilation of52

CO2 from the atmosphere by plant photosynthesis. Discrimination is much larger for the53

C3 than the C4 photosynthetic pathway and influenced by environmental parameters54

(Farquhar, 1983, 1989; Lloyd & Farquhar, 1994; Brüggemann et al., 2011; Farquhar &55

Cernusak, 2012; Evans & Von Caemmerer, 2013; Walker et al., 2021). The δ13C signa-56

ture of the atmosphere-to-land biosphere carbon flux, affecting the δ13Ca seasonal cy-57

cle, may change in response to changes in the distribution of C3 and C4 plants in agri-58

cultural or natural systems. Discrimination by individual plants may change due to chang-59

ing CO2, temperature, relative humidity, and water availability, though tree ring isotopic60

data indicate on average small changes over the last century (e.g., Saurer et al. (2014);61

Keller et al. (2017)).62

The seasonal cycle of Ca and δ13Ca are driven by the net uptake of carbon dur-63

ing the growing season, lowering Ca and increasing δ13Ca, and the net release of isotopi-64

cally light carbon during the winter or dry season. The observed seasonal cycle and am-65

plitude growth of Ca (Keeling et al., 1996; Graven et al., 2013) have been widely used66

to evaluate carbon cycle models and system understanding (Heimann et al., 1998; Dar-67

gaville et al., 2002; Scholze et al., 2008; Peng et al., 2015; Lienert & Joos, 2018) by trans-68

porting fluxes from terrestrial, oceanic, and fossil sources with a model of atmospheric69

transport, to obtain local Ca anomalies. Studies address the role of different climatic drivers70

and terrestrial carbon cycle processes such as drought, land use, warming, productivity71

or soil respiration (Heimann et al., 1989, 1998; Graven et al., 2013; Forkel et al., 2016;72

Ito et al., 2016; Bastos et al., 2019; Wang et al., 2020) and surface-to-atmosphere C fluxes73

(e.g. Peylin et al. (2013)).74

Comparable studies are, to our knowledge, lacking for the seasonal cycle of δ13Ca.75

Such studies are also scarce for the carbon isotope 14C (Turnbull et al., 2017). While in-76

situ atmospheric δ13Ca measurements are available (GLOBALVIEW-CO2C13, 2009; Keel-77

ing et al., 2001), this seasonally-resolved data is yet to be fully utilized in the context78
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of processed-based carbon cycle models. Observations of δ13Ca seasonal cycles have been79

used to investigate isotopic discrimination (Ballantyne et al., 2010) and trends in phe-80

nology (Gonsamo et al., 2017), but to our knowledge have not been used as a benchmark81

for model performance in combination with an atmospheric transport model. The com-82

parison of modeled 13C fluxes to in-situ observations is difficult because a transport model83

relies on the availability of spatial 13C fluxes of land, ocean, and fossil fuel fluxes.84

In this study, we present results on the use of in-situ δ13Ca measurements as an85

observational constraint for a processed-based carbon cycle model. The simulated net86

atmosphere-to-surface spatial fluxes of CO2 and δ13Ca and their seasonality are discussed87

and used alongside gridded fossil fuel estimates to simulate atmospheric δ13Ca using the88

matrix representation of an atmospheric transport model. The seasonal cycle of trans-89

ported Ca and δ13Ca are compared to in-situ atmospheric flask sampling observations,90

collected at various measurement stations across the globe (Cooperative Global Atmo-91

spheric Data Integration Project, 2013; Keeling et al., 2001; GLOBALVIEW-CO2C13,92

2009). The overall ability of the model suite to reproduce global atmospheric Ca and δ13Ca93

is evaluated. The dependence of the results on the used forcing data is evaluated with94

factorial experiments. Changes in seasonal amplitudes over the historical period are ad-95

dressed. Finally, we discuss the viability of δ13Ca seasonality as a novel observational96

constraint in the context of process-based carbon cycle models.97

2 Methods98

2.1 Bern3D-LPX99

Spatially-resolved surface to atmosphere CO2 and 13CO2 fluxes are obtained by100

emission-driven simulations with the Earth system Model of Intermediate Complexity101

(EMIC) Bern3D-LPX. Here, the ocean-atmosphere model Bern3D (Jeltsch-Thömmes &102

Joos, 2020; Battaglia & Joos, 2018; Ritz et al., 2011) is coupled to the Dynamic Global103

Vegetation Model (DGVM) LPX-Bern v1.4 (Lienert & Joos, 2018). The Bern3D model104

features a 41 x 40 horizontal ocean resolution with 32 depth layers, coupled to a single-105

layer energy-moisture balance atmosphere (Ritz et al., 2011). The atmospheric carbon106

and carbon isotope inventories and CO2 mixing ratio in dry air (Ca) and its δ13C sig-107

nature (δ13Ca) are tracked in a well-mixed box, with input and output from exchange108

fluxes with the ocean and land biosphere and fossil emissions. In Bern3D, carbon is im-109

–4–



manuscript submitted to Global Biogeochemical Cycles

plemented as a tracer and features kinetic fractionation in air-sea gas exchange and the110

production of organic material and CaCO3 (Menviel & Joos, 2012; Menviel et al., 2012,111

2015; Jeltsch-Thömmes & Joos, 2020). We use the default model configuration of Bern3D112

with the addition of monthly output of air-sea CO2 and 13CO2 fluxes. LPX-Bern fea-113

tures coupled carbon, nitrogen, and water cycling and is run on a 3.75◦ x 2.5◦ resolu-114

tion. Carbon isotopes were added to LPX-Bern early in its development (Scholze et al.,115

2003), using a photosynthetic fraction scheme (Lloyd & Farquhar, 1994). Assimilated116

carbon and isotopes are cycled, without further isotopic fractionation, through all veg-117

etation, litter, soil, and product pools. The signature of respired carbon reflects the sig-118

nature of carbon assimilated at previous times; the lag times between assimilation and119

respiration are dictated by the turnover time scales of the various pools (e.g. soil and120

vegetation carbon). The turnover time depends on environmental conditions (temper-121

ature and soil moisture).122

LPX-Bern is tailored for computational efficiency for glacial-interglacial and large123

ensemble simulations. A number of fluxes, namely litterfall, carbon allocation from pho-124

tosynthesis to biomass, light competition and background mortality, establishment, and125

fire disturbance, are computed only at the end of each model year. In earlier applica-126

tions, these fluxes were added immediately to the carbon pools, causing a discontinu-127

ity in net atmosphere-land biosphere fluxes between January and December. Here, we128

distribute the end of year additions to carbon pools over the course of the year. For sim-129

plicity and in the absence of seasonal information for these fluxes, the additional carbon130

is distributed to the pools equally over all months in the following model year.131

In the standard setup of LPX and TM3 (see next subsection), 13C is represented132

in units of permil and mol permil (or gram-C permil) (Scholze et al., 2003). Alternatively,133

we represent 13C in molar units in TM3 to check results for numerical accuracy. A three134

order of magnitude higher numerical precision is required to model 13C in absolute, mo-135

lar units, compared to the permil units.136

We checked the Bern3D and LPX codes, and adjusted it to resolve small numer-137

ical inaccuracies. These adjustments had hardly any impact on modelled CO2 and δ13CO2138

in Bern3D and LPX. Time-integrated global fluxes of CO2 and 13CO2 are compared to139

the total change in the C and 13C inventories from all carbon pools in molar units. De-140
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viations are on the order of magnitude expected from errors relating to machine preci-141

sion. Further, no significant model drift is observed in the control simulation.142

The performance of the isotope module in LPX-Bern was recently compared to a143

global compilation of 20th-century carbon isotope tree ring records and carbon isotope144

measurements on leaves (Keller et al., 2017; Saurer et al., 2014). The model was found145

to be able to reasonably reproduce spatial patterns of δ13C of C3 trees and match the146

observed changes in discrimination of C3 trees over the 20th century.147

Bern3D and LPX-Bern were spun up individually, followed by a 500-year spinup148

with the coupled model to reach a pre-industrial (1700 CE; 276.3 ppm, -6.27 h) equi-149

librium. A transient simulation over the industrial period (1700 to 2020) is driven by an-150

nual fossil carbon emissions (including the contribution from cement production) (Friedlingstein151

et al., 2020), land use area changes, and non-CO2 radiative forcing. The stable carbon152

isotopic signature of the fossil fuel emissions is taken from Andres et al. (2017), which153

spans 1751-2014. The signature was assumed to be constant for 1700-1751. For the pe-154

riod 2014 to 2020, signatures of major source categories (coal, oil, gas, cement) are as-155

sumed constant and combined with the emission sources from Friedlingstein et al. (2020),156

thereby following the approach of Andres et al. (2000). In earlier applications of LPX-157

Bern v1.4, the area fraction of C3 and C4 plants is determined dynamically based on bio-158

climatic limits and competition for resources. Here, we explicitly distinguish land use159

classes for C3 and C4 crops and prescribe their extent based on LUH2 (Hurtt et al., 2020).160

The NCEP/NCAR monthly wind stress climatology (Kalnay et al., 1996) is pre-161

scribed to the ocean surface of Bern3D. Monthly climate fields from CRU-TS4.05 (Harris162

et al., 2020) are used for the climate of the land model. For the period 1700-1900 and163

the model spinup, the climate of the period 1901-1931 is recycled. Thus, the land, ocean,164

and atmospheric carbon cycle are prognostically coupled, while LPX is not coupled to165

the Bern3D climate fields. This approach assures that LPX is forced by the best avail-166

able climatic information. The LUH2 land use changes (Hurtt et al., 2020) are used to167

prescribe net land use changes to LPX-Bern. Nitrogen deposition and fertilization are168

taken from the NMIP project (Tian et al., 2018).169

Besides the standard simulation (Estandard), in which all the external forcings men-170

tioned above are transient, factorial simulations were performed to evaluate model sen-171

sitivity. In simulation Econstclim, climate is kept constant by recycling the climate forc-172
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ing for the land and decoupling the physical model in Bern3D from changes in carbon173

inventory and albedo. Land use is kept at pre-industrial distribution in simulation EnoLU,174

and fossil carbon emissions are zero in simulation EnoFF. A control simulation (Econtrol)175

without anthropogenic CO2 emissions and non-CO2 radiative forcing, and constant land176

use, nitrogen deposition and fertilization at 1700 level, as well as recycling 1901-1931 land177

climate provides a baseline.178

2.2 Atmospheric Transport Model TM3 and the seasonal cycles of CO2179

and δ13Ca180

We employ the transport matrices of the TM3 atmospheric transport model (Heimann181

& Körner, 2003) originally published by Kaminski et al. (1998) and further applied and182

tested by Schürmann et al. (2016). The TM3 matrices are used to translate atmosphere-183

to-surface CO2 fluxes (Fas,net) simulated by Bern3D-LPX, as well as estimated monthly184

fluxes from fossil fuel CO2 emissions (Andres et al., 2009b) into local CO2 anomalies at185

19 measurement stations across the globe. Prior to transport, the fluxes are remapped186

to the TM3 72x48 grid (5o × 3.75o).187

By applying Jacobi matrices the gridded fluxes are translated into local anomalies.188

Here, the matrices span from 1982 to 2012 and are only available if there is also a CO2189

measurement available at the corresponding station. Each matrix represents the sensi-190

tivity of the local atmospheric concentration for a given month to the local surface fluxes191

of the previous period, spanning up to 48 months. For example, the seasonal anomaly192

in September 1986 is influenced by surface-atmosphere fluxes from October 1982 to Septem-193

ber 1986, where most of the information is typically from a few months preceding the194

measurements and nearby regions. Atmospheric CO2 concentration in the beginning of195

1982 is assumed to be well-mixed and the corresponding simulated atmospheric mixing196

ratio is provided to the transport model for initialization.197

Ca and δ13Ca are regulated by two-way exchange of CO2 and 13CO2 from and to198

the ocean and land surface. Net transfer rates are determined by difference of these gross199

fluxes to yield atmosphere-to-surface net fluxes of carbon (Fas,net) and their correspond-200

ing signatures (δ13Cas,net).201

To obtain δ13Ca at the location of measurement stations, the transport model is202

run a second time over the same time period (1982 to 2012) with the gridded signature-203
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weighted net atmosphere-to-surface fluxes:204

δ13Fas,net(x⃗, t) = Fas,net(x⃗, t) · δ13Cas,net(x⃗, t), (1)

where δ13Fas,net is the net atmosphere-to-surface δ13C flux, e.g., in units of mol permil205

m−2 yr−1. x⃗ indicates location and t time; these indices are omitted in the following for206

brevity. δ13Cas,net is computed by dividing local δ13Fas,net by local Fas,net.207

This method of transporting signature-weighted net fluxes was chosen instead of208

separately transporting 13CO2 and 12CO2. Both approaches were tested and showed very209

similar results, with the exception of numerical issues in months having very small lo-210

cal 12CO2 anomalies for the second approach.211

Ocean, land, and fossil fluxes from the standard simulation are transported sep-212

arately to quantify the contributions of these individual components to the simulated213

concentrations and signatures. For the sensitivity simulations Econtrol and EnoFF fossil214

fuel fluxes are not transported, consistent with the model setup.215

The seasonal cycles of Ca and δ13Ca from TM3 are compared to observations. In216

the following, we focus on 3 out of the 19 available transport sites: Alert (82.5◦N, Canada),217

Mauna Loa (19.5◦N, Hawaii), and South Pole (90◦S, Antarctica). Results for the other218

sites are shown in the supplementary. The Cooperative Global Atmospheric Data Inte-219

gration Project (2013) product is used to compare atmospheric CO2 at the simulation220

sites. For δ13Ca the SCRIPPS (Keeling et al., 2001) records for Alert, Mauna Loa and221

the South Pole are used. These records span a longer time period than the available trans-222

port matrices. For the remaining 16 sites, the shorter (1994 to 2009) records of GLOBALVIEW-223

CO2C13 (2009) are used.224

The seasonal cycles are computed from observations and the TM3 results using the225

following procedure for either Ca or δ13Ca, respectively. Months with missing values in226

either the observation or the TM3 simulation are masked in the TM3 and observational227

time series. Then the time series are detrended using a 12-month rolling mean and the228

overall mean of the series is set to zero. Finally, the mean for each calendar month is com-229

puted by averaging over all corresponding monthly values. Additionally, the standard230

deviation is computed for each calendar month to inform about the interannual variabil-231

ity of the seasonality.232
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2.3 The influence of carbon and isotope fluxes on the seasonal cycles of233

CO2 and δ13CO2234

For diagnostic purposes, we analyze the carbon and isotope fluxes for their influ-235

ence on the seasonal cycles of Ca and δ13Ca. We consider the atmosphere to be well mixed;236

the atmospheric transport operator is linear and the findings may qualitatively also ap-237

ply to spatially-resolved fluxes. The budgets for the atmospheric inventories of CO2 and238

13CO2 are:239

d

dt
Na = −F g

as,net (2)

240

d

dt
(Na · δ13Ca) =

(
d

dt
Na

)
· δ13Ca +Na ·

(
d

dt
δ13Ca

)
= −F g

as,net · δ13C
g
as,net (3)

Na is the atmospheric carbon inventory and F g
as,net the globally integrated (super-241

script g) net atmosphere-to-surface carbon flux. We set Na = c·Ca, where c is a unit242

conversion factor (2.12 GtC/ppm). Solving for the change in Ca and δ13Ca yields:243

d

dt
Ca = −1

c
· F g

as,net (4)

244

d

dt
δ13Ca =

1

c · Ca
· δ13F g∗

as,net, (5)

with245

δ13F ∗
as,net = Fas,net ·

(
δ13Cas,net − δ13Ca

)
(6)

Eq. 6 corresponds to Eq. 1 for the net atmosphere-to-surface isotopic flux but is246

now referenced to the atmospheric signature instead the signature of 0 permil of the Vi-247

enna Pee Dee Belemnite standard as in Eq. 1.248

Eq. 5 provides important insight. First, changes in δ13Ca and, by interference, of249

its seasonal cycle are driven by δ13F ∗
as,net. Negative values of δ13F ∗

as,net yield an increase250

in δ13Ca and positive values a decrease. Typically, seasonal anomalies of δ13F ∗
as,net over251

land are negative over the growing season and positive otherwise, thereby, causing a sea-252

sonal cycle in δ13Ca. Changes in Ca, the denominator in Eq. 5, are relatively small over253

an individual season and can be considered constant within a given year. Second, the254

background CO2 mixing ratio, Ca, modulates the magnitude of the δ13Ca seasonal cy-255

cle. The seasonal cycle amplitude of δ13Ca would be smaller under low preindustrial CO2256

than under modern CO2 for equal seasonal variations in δ13F ∗
as,net. Correspondingly, the257

seasonal cycle amplitude of δ13Ca does not change as long as percentage changes in the258
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seasonal amplitude of δ13F ∗
as,net and in CO2 are equal. We recall that the above equa-259

tions and conclusions were derived by assuming a well-mixed atmosphere, while in re-260

ality spatial flux patterns and transport and their changes influence seasonal cycles at261

individual atmospheric stations.262

2.4 Decomposition of δ13F ∗
as,net263

Next, we reformulate the net isotope flux in terms of net and gross carbon fluxes,264

isotopic discrimination, and isotopic disequilibrium (e.g., Mook (1986); Joos and Bruno265

(1998)) to diagnose their influence on the seasonal cycles.266

The kinetic discrimination for a gross flux, e.g., from the atmosphere to the sur-267

face, is:268

εas = (δ13Cas − δ13Ca), (7)

with δ13Cas the signature of the gross flux from a to s (Fas) and δ13Ca the signa-269

ture of the source. The isotopic disequilibrium (or difference) between atmosphere-surface270

gross fluxes is:271

δdis,sa = −δdis,as =
(
δ13Csa − δ13Cas

)
(8)

The net carbon and isotope fluxes are differences between gross fluxes:272

Fas,net = Fas − Fsa (9)
273

δ13F ∗
as,net = Fas ·

(
δ13Cas − δ13Ca

)
− Fsa ·

(
δ13Csa − δ13Ca

)
(10)

Rearranging yields:274

δ13F ∗
as,net = Fas,net ·

(
δ13Cas − δ13Ca

)︸ ︷︷ ︸
εas

−Fsa ·
(
δ13Csa − δ13Cas

)︸ ︷︷ ︸
δdis,sa

(11)

The atmosphere-ocean gross carbon fluxes are given by the product of the air-sea275

gas transfer piston velocity and the fugacity of CO2 in air and in sea water, respectively.276

For the land biosphere (index l), it follows from Eqs. 9 and 11:277

Fal,net = NPP−R (12)

278

δ13F ∗
al,net = Fal,net · εNPP − R · δdis, (13)
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with:279

δdis = δ13CR − δ13CNPP (14)

NPP is the net primary productivity of all plants within a grid cell. R is the sum280

of all release fluxes to the atmosphere, such as those from heterotrophic respiration, fire,281

mortality, and product pools. δ13CR is the signature of R and δ13CNPP is the signature282

of NPP, with εNPP (or εal) representing the (flux-weighted) fractionation by NPP. Here,283

as in LPX-Bern, we have assumed that the uptake difference between gross primary pro-284

duction (GPP) and NPP is released on short time scales and without further carbon iso-285

tope discrimination.286

We turn to the calculation of the seasonal amplitude of δ13F ∗
al,net and its compo-287

nents. The time series of δ13F ∗
al,net is detrended by subtracting the trend (calculated with288

a rolling 12 months mean) and setting the mean to 0. ∆trend is the difference between289

δ13F ∗
al,net after and before detrending. We define a seasonal mask to compute seasonal290

amplitudes of fluxes and their signatures. For each model year, we identify months in291

which detrended δ13F ∗
al,net is negative or equal to zero (roughly corresponding to the grow-292

ing season). The sum of fluxes of these months is then termed the ”seasonal amplitude”293

in a given year. For δ13F ∗
al,net, this procedure is consistent with considering the differ-294

ence between maximum and minimum values of the detrended cumulative sum of δ13F ∗
al,net.295

Accordingly, the seasonal amplitudes of the component isotope and carbon fluxes con-296

tributing to δ13F ∗
al,net (Eq. 13; (NPP−R) ·εNPP, R ·δdis, and ∆trend; (NPP-R), NPP,297

and R) are computed by summation over months where δ13F ∗
al,net is less or equal to zero298

within a given year. These component fluxes are not detrended to readily calculate the299

signatures δdis and εNPP by division of the seasonal amplitude isotopic flux with the cor-300

responding seasonal amplitude carbon flux.301

We note that the climatological mean values of the isotopic disequilibrium (δdis)302

the net carbon flux (Fal,net), and the net isotopic flux (δ13F ∗
al,net) vanish by definition303

for the preindustrial equilibrium. However, this does not hold for their seasonal ampli-304

tudes. Further, the transport operations are linear. Thus, the contribution of the com-305

ponent fluxes of δ13F ∗
al,net (Fal,net · εNPP, R · δdis ) to the seasonal cycle of δ13Ca are306

comparable, at least at the individual grid cell. Finally, detrending δ13F ∗
al,net before the307

computation of its seasonal amplitude is conistent with the calculation of the Ca and δ13Ca308

seasonal amplitude from the detrended atmospheric time series.309
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The comparison of Eqs. 12 and 13, together with Eqs. 4 and 5, provides insight.310

Putting the ocean aside, the seasonal cycle of Ca is driven by the spatio-temporal pat-311

tern of Fal,net, whereas the seasonal cycle of δ13Ca is additionally influenced by seasonal312

variations in εNPP, R, and δdis. Correspondingly, not only the seasonal signal of Fal,net,313

but also of the gross carbon exchange fluxes (NPP ≃ R), the transit time of assimilated314

carbon through the biosphere, co-controlling δdis, and isotopic discrimination should be315

represented well in models targeted to simulate the δ13Ca seasonality. We conclude that316

the seasonal signal of δ13Ca is influenced by different processes compared to the seasonal317

signal of Ca. This also applies to interannual variability and decadal-scale growth of sea-318

sonal amplitudes.319

3 Results320

3.1 Simulated spatial fluxes321

The land biosphere shows a large seasonal signal in the net exchange of CO2 with322

the atmosphere (Figure 1, panels (a,c,e). The northern extratropics show a net uptake323

of CO2 during the Northern Hemispheric (NH) summer (June, July, and August (JJA)).324

In the NH winter (December, January, February (DJF)), these regions release CO2 to325

the atmosphere. A similar seasonality is simulated in the northern tropical areas, with326

net CO2 uptake during JJA explained by the presence of the tropical rain belt. In DJF,327

the tropical rain belt is shifted southwards and causes a dry season in the northern trop-328

ical areas, reducing production and leading to a net loss of CO2 to the atmosphere. This329

seasonality pattern is mirrored over land in the Southern Hemisphere (SH).330

Over the ocean, the net atmosphere-to-surface fluxes per area are generally much331

smaller than over land. Correspondingly, the seasonal net flux differences are smaller over332

the ocean than over land and the atmospheric CO2 seasonal cycle is generally dominated333

by exchange with the land biosphere.334

Turning to isotope fluxes (Figure 1, panels (b,d,f)), negative values of δ13F ∗
as,net335

cause an increase in δ13Ca and positive fluxes a decrease (see section 2.3). During JJA336

negative δ13F ∗
as,net is simulated over NH land, increasing δ13Ca. This is expected, be-337

cause atmosphere-to-land fluxes are dominated by photosynthesis during summer, which338

favours the incorporation of the lighter 12C, leaving the atmosphere enriched in 13CO2.339

During DJF isotopically depleted carbon is respired back to the atmosphere, overall de-340

–12–



manuscript submitted to Global Biogeochemical Cycles

JJA

Fas, net
13F *

as, net

DJ
F

Di
ffe

re
nc

e

-4

-2

-1

-0.5

-0.1

-0.05

-0.01

0.01

0.05

0.1

0.5

1

2

4

F a
s,

ne
t [

m
ol

 m
2  s

1 ]

-50
-25
-10
-5
-2.5
-1
-0.5
-0.01
0.01
0.5
1
2.5
5
10
25
50

13
F

* as
,n

et
 [

 
m

ol
 m

2  s
1 ]

(a) (b)

(c) (d)

(e) (f)

Figure 1. Net seasonal atmosphere-to-surface fluxes, averaged between 1982-2012 and for the

standard setup (Estandard). The left panels (a,c,e) show the net CO2 flux Fas,net, as simulated

by Bern3D-LPX. The right panels (b,d,f) show the signature-weighted atmosphere-to-surface

CO2 flux δ13F ∗
as,net (see section 2.3). Negative (positive) values of δ13F ∗

as,net correspond to an

expected increase (decrease) in δ13Ca. The top panels (a,b) show the fluxes averaged over the

months of June, July, and August (JJA) and the middle panels (c,d) over December, January,

and February (DJF). The bottom panels (e,f) show the difference between JJA and DJF. Note

non-linear color bars and inverted colorscale in (b,d,f) versus (a,c,e), with blue colors in panels a

to d indicating a lowering in atmospheric CO2 and δ13C, respectively.
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creasing δ13Ca. The SH terrestrial biosphere exhibits the same effect, but with inverted341

seasonality.342

The ocean shows less spatial variability and generally weaker magnitudes in δ13F ∗
as,net343

than the land and a small seasonal cycle in δ13F ∗
as,net. In both seasons, the ocean shows344

a negative δ13F ∗
as,net in low and mid latitudes, small modern fluxes in the northern sub-345

polar gyres, and a positive flux in the Southern Ocean.346

These modern Bern3D fluxes are driven by the atmosphere-ocean isotopic disequi-347

librium (δdis,as; Eq. 8), with a negative δdis,as in low and mid latitudes, a small mod-348

ern disequilibrium in northern high latitudes, and a positive δdis,as south of 50oS, con-349

sistent with observations (Menviel et al., 2015; Quay et al., 2017; Becker et al., 2018).350

The preindustrial atmosphere-ocean isotopic disequilibrium and net atmosphere-351

to-ocean isotopic flux are negative in low- and mid-latitude and positive in high-latitude352

regions. This pattern is mainly driven by the temperature dependency of isotopic dis-353

crimination during air-sea exchange and the cycling of marine biological matter (see Fig-354

ure 1 of Menviel et al. (2015) for a comparison of Bern3D and LOVECLIM results for355

the atmosphere-ocean disequilibrium). The Suess effect causes a negative flux pertur-356

bation worldwide, shifting the net isotopic fluxes to more negative values over the indus-357

trial period (red colors in Figure 1).358

3.2 Seasonal cycles of Ca and δ13Ca359

Figure 2 compares the mean seasonal cycles of Ca and δ13Ca with measurements360

from 1982 (Alert: 1985) to 2012 at three stations. Results from factorial transport sim-361

ulations, where only the fluxes of land (green dashed line), the ocean (blue dashed line),362

and fossil fuel emissions (brown dashed lines) were considered are displayed as well.363

For the northern station of Alert (panel (a)), both the timing and amplitude of the364

seasonal cycle of Ca are captured reasonably well in the model. The site is dominated365

by the NH terrestrial biosphere which shows a net uptake of carbon during NH summer366

months and a release during winter. There is only a minor contribution from ocean fluxes367

and fossil fuel emissions. The simulated amplitude in Alert is slightly overestimated (17.3368

ppm) compared to the observations (14.8 ppm) and mean inter-annual variability is sim-369

ilar (0.84 ppm for the simulation vs 0.75 ppm for the observation). The seasonal cycle370
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Figure 2. The simulated (red) seasonal cycle of atmospheric CO2 (left (a,d,g)) and its signa-

ture δ13Ca (middle (b,e,h)), compared to observations (black dots). Simulated values are from

transporting net fluxes of the Bern3D-LPX standard simulation (Estandard) in TM3. The results

for three measurement stations are shown: Top panels: Alert, northern Canada (a,b); middle

panels: Mauna Loa, Hawaii (c,d); bottom panels: South Pole (e,f). The calculation of the sea-

sonal cycle only considers months between 1982 and 2012 where both the measurements and

transport matrices are available. The results of only transporting fluxes of terrestrial (green,

dashed), oceanic (blue, dashed), and from fossil sources (brown, dashed) of the Bern3D-LPX

standard simulation are shown with dashed lines. Error bars and shading correspond to the inter-

annual standard deviation. In the rightmost panels (c,f,i) the seasonal anomalies (∆) of CO2 are

plotted against those of δ13Ca. The lines connecting the monthly values fade with time through-

out the year, i.e. the line connecting November to December is most transparent and selected

months are labeled.
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of δ13Ca is also captured well in the model. Again, the signal is heavily dominated by371

the NH terrestrial biosphere, which releases isotopically-depleted carbon during winter372

and discriminates heavy 13C during photosynthesis in the summer. The simulated am-373

plitude (0.72 h) matches the observed amplitude (0.75 h) very well. Note that in con-374

trast to the seasonality of Ca, the seasonality of δ13Ca does not linearly decompose into375

the contributions of land, ocean, and fossil fuel emissions. A good model-data agreement376

in the phasing of the seasonal cycle of Ca relative to δ13Ca is demonstrated The good377

agreement of the seasonal cycle in both CO2 and δ13Ca is also reflected in the scatter378

plot in panel (c). Both observation and model show a hysteresis behavior throughout379

the year, with the loop rotating in a clockwise direction. The hysteresis arises as the ra-380

tio between the rate of change in δ13Ca versus the rate of change in Ca varies over the381

year (Heimann et al., 1989). This non-linearity in the atmospheric tracer relationship382

may arise from seasonally varying transport in combination with spatially and/or tem-383

porally varying relationships of atmosphere-surface δ13C to CO2 flux.384

A similar picture is found at the Mauna Loa station in the tropical Pacific (Pan-385

els (c,d)). While the site is still dominated by NH land ecosystems, the overall ampli-386

tude is smaller for both Ca and δ13Ca. The model overestimates the seasonal amplitude387

of CO2 (8.3 ppm vs 6.5 ppm) and has more interannual variability in simulation (0.3 ppm)388

than observation (0.24 ppm). On the other hand, the seasonal cycle of δ13Ca is matched389

very well. The observed δ13Ca amplitude (0.33 h) is almost identical to the amplitude390

of the observation (0.34 h) and the timing is also captured well. However, the mean stan-391

dard deviation in the simulation is much smaller (0.013 h) compared to the observa-392

tion (0.028 h). The rotation direction of the hysteresis loop is clockwise in the simu-393

lation, but anticlockwise in the observation (panel (f)). However, the observed hystere-394

sis effect is small with offsets of less than 0.03 h.395

Results for the South Pole show a different behavior (Panels (e,f)). Both the tim-396

ing and amplitude of Ca (2.1 ppm simulated vs 1.1 ppm observed) do not agree. The397

absolute amplitude of observed Ca at the South Pole is over 10 times smaller than at Alert,398

and the absolute mismatch is therefore not as drastic as the relative mismatch. This re-399

mote site shows an expected relative larger dependence on the ocean. The Ca season-400

ality resulting from model ocean fluxes is partly opposite and shifted to that from the401

SH terrestrial biosphere. A mismatch is also apparent in the seasonal cycle of δ13Ca. The402

model overestimates the seasonal amplitude (0.094 h vs 0.033 h). The observed am-403
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plitude at the South Pole is over 20 times smaller than at Alert. In contrast to the con-404

tribution to the seasonal cycle of Ca, the ocean shows a similar seasonality as the SH ter-405

restrial biosphere, with high values during NH Winter and low values during summer.406

Observed interannual variability is significantly larger than simulated (0.015 h vs 0.004407

h). The disagreement between simulation and observation is also apparent when con-408

sidering the scatter plot in panel (i). The model shows a complex hysteresis relationship,409

whereas the observation displays a clockwise loop.410

3.3 Amplitude growth and the influence of fossil and land use emissions411

and climate change412

The sensitivity of the seasonal cycle of Ca and δ13Ca to different forcings is explored413

with sensitivity simulations. First, we compare modelled globally-averaged Ca and δ13Ca414

with the observation-based records (Figure 3). The Ca evolution of the run with all forc-415

ings active (Estandard, red line panel (a)) captures the observed in broad terms (black dots).416

From 1700 to 1960 the model underestimates the atmospheric CO2 increase. The dis-417

crepancy changes sign after 1960 and in 2020 the mean simulated mixing ratio is 420 ppm418

versus the observed 412 ppm. The δ13Ca trend is matched relatively well until 1900 (Panel419

(b)), however, the simulation and observation diverge between 1900 and 1960, with the420

model showing a stronger decrease in signature. Between 1982 to 2010 (period for the421

transport model) the offset corrected trend matches the observation (inset panel (b)).422

At the end of the simulation in 2020, simulated atmospheric δ13Ca is -9.1 h compared423

to the observed -8.4 h.424

The preindustrial control simulation Econtrol simulates stationary Ca and δ13Ca (Fig-425

ure 3, dashed cyan line). Econstclim produces results close to Estandard, ending with a lower426

Ca (412 vs 420 ppm). The difference in Ca is likely explained by a larger land sink with-427

out the effect of climate change. Econstclim has a very minor effect on δ13Ca. The sim-428

ulation without transient land use change (EnoLU) features a slower increase in Ca (389429

ppm in 2020). The decrease of δ13Ca is also slowed(-8.5 h), coincidentally matching the430

observation better in the latter half of the 20th century than the standard simulation.431

From 1982 to 2010 the constant land use simulation (EnoLU) shows almost an identical432

trend as Estandard. Besides Ectrl, the simulation with no anthropogenic fossil fuel emis-433

sions (EnoFF) shows the largest difference from the standard run , reaching 306 ppm and434

-7 hin 2020. Almost all of the decrease in δ13Ca takes place before 1970 in EnoFF. These435
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Figure 3. Global atmospheric CO2 (top panel (a)) and δ13Ca (bottom panel (b)) as simulated

by Bern3D-LPX (red) compared to the observational records (black, dotted; (Friedlingstein et al.,

2020; Graven et al., 2017)) for the period 1700-2020. Econtrol (cyan, dashed) shows the results of

a control simulation in which external forcings were kept constant (The fluctuations are caused

by the inter-annual variability of the base-climate prescribed to the land model). Econstclim (pur-

ple, dashed) corresponds to a simulation with unchanging climate, but with fossil emissions and

land use. In EnoLU (olive, dashed) anthropogenic land use was kept constant at pre-industrial

levels. Fossil-fuel emissions were disabled for the simulation EnoFF (orange, dashed). In addition

to the factorial forcing simulations a simulation where all plants use C3 photosynthetic discrimi-

nation (EC3) is displayed (green, dot-dashed). The inset in panel (b) shows a zoomed in view of

the transport period 1982 - 2012. In the inset values from the simulations are shifted to match

the atmospheric δ13Ca in the year 1982.
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Figure 4. The seasonal cycle of CO2 (left panels; (a,c,e)) and δ13Ca (right panels; (b,d,f))

at Alert, northern Canada (a,b), Mauna Loa, Hawaii (c,d) and South Pole (e,f) as simulated by

Bern3D-LPX and transported with TM3 (red), compared to observations (black dots). The cal-

culation of the seasonal cycle only considers months between 1982 and 2012 where both the mea-

surements and transport matrices are available. The results of sensitivity simulations are shown

with dashed lines: Econtrol (cyan,dashed), Econstclim (purple, dashed), EnoLU (olive, dashed) and

EnoFF (orange, dashed). Shading and error bars correspond to the interannual standard devia-

tion.

results highlight the dominant role of fossil fuel emissions for the Ca and δ13Ca trends436

over the historical period.437

In Figure 4 the response of the seasonal cycle in Ca and δ13Ca to the sensitivity438

experiments is shown. The change between Econtrol and Estandard (dashed blue versus439

red lines) reveals the change in seasonal amplitudes over the industrial period. For Ca,440

a growth in amplitude is clearly visible (12.2 ppm to 17.25 ppm at Alert; 6 ppm to 8.3441
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ppm at Mauna Loa; 1.7 to 2.1 ppm at the South Pole). Across all 19 sites the amplitude442

in Ca has grown by 44% ± 35% (mean ± standard deviation) from 1700 AD to (1982-443

2010).444

For δ13Ca, the control simulation exhibits an almost identical amplitude averaged445

across all 19 sites (2% ± 16% lower in Econtrol than Estandard). Larger deviations at in-446

dividual sites than on average are apparent in Figure 4, where a moderately smaller am-447

plitude in Econtrol is visible in Alert, almost identical results are found at Mauna Loa and448

a slightly higher amplitude is found at the South Pole in the control. The changes are449

in general small at the NH stations, whereas more diverse results are simulated at the450

SH stations with both smaller or larger amplitudes in the control than in the standard451

(SI Figure S4).452

Fossil fuel emission, land use change, and climate change contribute to the seasonal453

amplitude changes. For Ca, the exclusion of fossil fuel emission (EnoFF) results in a mean454

amplitude reduction of 19% ± 12% compared to Estandard. EnoLU produces amplitudes455

that are 9% ± 4% smaller on average than Estandard. Econstclim has the smallest impact456

on the seasonal amplitude of Ca, with the amplitude being on average 3% ± 4% smaller457

than in Estandard.458

For δ13Ca, EnoFF exhibits on average a 9% ± 14% smaller amplitude than Estandard,459

a larger deviation than for Econtrol. EnoLU on the other hand, increases the amplitude460

compared to Estandard by 10% ± 8% on average. The effect of Econstclim is only minor461

with the amplitude being 3% ± 3% smaller on average.462

In summary, we simulated a growth in the Ca seasonal amplitudes over the histor-463

ical period, but little change in the δ13Ca seasonal amplitude at NH sites (red vs blue464

lines in Figure 4 and Supplementary Figure S4). The growth in Ca seasonal amplitude465

is mainly forced by raising CO2 from fossil-fuel and land use emissions, while the con-466

tribution from climate change is small.467

3.4 Zonal decomposition of land-biosphere fluxes468

In panel (a) of Figure 5 the seasonal amplitude of the signature-weighted, detrended469

land fluxes δ13F ∗
al,net is shown averaged zonally for Estandard (thick red line) and Econtrol470

(dashed red line). In Estandard the northern mid to high latitude ecosystem fluxes exhibit471
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Figure 5. The seasonal amplitude per 2.5◦ latitude band of the signature-weighted, de-

trended net atmosphere-land flux δ13F ∗
al,net in the time period 1982-2012 is shown in panel (a)

in red. This quantity is the sum of three constituents seasonal amplitudes (section 2.4): Net

land-atmosphere flux weighted with photosynthetic discrimination (Fal,net · εNPP , green) plus

release fluxes weighted with the disequilibrium signature (-R · δdis, blue) plus the contribution to

the seasonal amplitude by the underlying trend of δ13F ∗
al,net (∆trend, orange) (sign convention:

”green+blue+orange=red”). The results from the standard simulation (Estandard, solid lines) are

compared to the control simulation (Econtrol, dashed lines). In panel (b), the seasonal amplitudes

of (non-detrended) net carbon fluxes are shown. The net atmosphere-land flux (Fal,net (red) is

split in Net Primary Productivity (NPP, olive) and release flux (R, blue). In the bottom panel

(c) the corresponding discrimination of photosynthesis εNPP and the disequilibrium signature

δdis is shown. All values are for the period with δ13F ∗
al,net smaller than zero (∼ growing season).
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the strongest seasonal cycle (solid red line), followed by tropical rain green ecosystems.472

This pattern contributes to the larger seasonal amplitudes of δ13Ca in the NH extrat-473

ropics versus tropical and SH stations. The same pattern holds true for Econtrol, how-474

ever the seasonal amplitude of the northern ecosystems (40◦N to 70◦N) is 1.29 larger for475

Estandard than Econtrol, close to the observed increase in atmospheric CO2 of 1.32 from476

pre-industrial to the reference period of 1982-2012. This is not the case in the tropical477

and SH ecosystems with Econtrol sometimes exhibiting larger amplitudes than Estandard478

Figure 5 ). The near proportional growth in the seasonal amplitude of δ13F ∗
al,net and mean479

atmospheric CO2 in the NH likely explains the absence of a change in seasonal ampli-480

tude of δ13Ca at NH stations (Eq. 5; see also Supplementary Figure S4).481

Turning to CO2, the seasonal amplitude of the modeled zonally-averaged net atmosphere-482

to-land CO2 flux, Fal,net, shows largest values in the NH extratropics and a large increases483

over the historical period in the NH extratropics of 35% between 20◦ N to 70◦ N, a much484

smaller absolute increase in the SH extratropics, and little change in the tropics of 6%485

between -20◦ N to 20◦N (Figure 5b, dashed vs solid red lines). This increase in seasonal486

amplitude of Fal,net drives the increase in the CO2 seasonal amplitudes. We emphasize487

that the growth of seasonal amplitude in flux should not be confused with the annual488

net land carbon sink.489

The decomposition of the seasonal amplitude of δ13F ∗
al,net into constituent fluxes490

(see section 2.4) is displayed in panel (a) of Figure 5. A large part of the signal is ex-491

plained by the net atmosphere-land flux (Fal,net) weighted with the signature of pho-492

tosynthesis (εNPP ) for both Estandard and Econtrol. The disequilibrium flux (−R·δdis)493

has only a small contribution to the seasonal amplitude for northern mid to high lati-494

tude ecosystems for Estandard and is almost negligible for Econtrol. The relative impor-495

tance of R·δdis is enhanced for the tropical dryland ecosystems, where a significant part496

of the seasonal amplitude of δ13F ∗
al,net is related to the disequilibrium flux. Note that497

in Econtrol, the disequilibrium flux albeit smaller than in Estandard is not negligible. This498

is most likely caused by differences in respiration signatures due to the lagged response499

to natural changes in εNPP . The effect of ∆trend is visible in Estandard: The removal of500

the trend leads to a reduction of the observed seasonal amplitude. As expected ∆trend501

is close to zero in Econtrol.502
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The seasonal amplitude of net primary productivity and total release flux (R) in-503

crease not only in northern ecosystems but also in the tropics (Figure 5b). Note that the504

seasonal amplitudes of NPP and R are not close to zero for non-seasonal ecosystems. This505

is a consequence of the definition of the seasonal amplitude via the sign of δ13F ∗
al,net, i.e.506

fluxes are evaluated roughly over the growing season. The zonal variation in (growing507

season) photosynthetic discrimination εNPP is mainly due to differences in vegetation508

composition, with the C4 plants having considerably lower fractionation (Figure 5c). In509

Estandard the discrimination is decreasing as compared to Econtrol which is consistent with510

the simulated increase in the prevalence of C4 plants. The disequilibrium signature δdis511

is closer to zero for the control than standard simulation. This is expected because the512

signal from the atmospheric Suess effect in R is delayed relative to NPP by vegetation,513

soil and product pool lifetimes, leading to a disequilibrium with respect to the produc-514

tion signature.515

In summary, the seasonal amplitude of δ13F ∗
al,net increases roughly proportional516

to atmospheric CO2 in the NH extratropics, likely explaining the absent trend in the sea-517

sonal amplitude of δ13Ca at NH stations. Zonal and temporal variations in the seasonal518

amplitude of δ13F ∗
al,net are mainly driven by variations in the the isotopic signature of519

NPP and the net carbon flux over the growing season, with further contributions from520

isotopic disequilibria, and the long-term trend in δ13F ∗
al,net.521

4 Discussion522

4.1 Atmosphere-surface fluxes in Bern3D-LPX523

The large-scale atmosphere-ocean fluxes and seasonality simulated by the Bern3D524

model are broadly comparable to observational estimates over large parts of the ocean525

(Landschützer et al., 2014; Takahashi et al., 2009), with ocean CO2 outgassing in the526

tropics and uptake in the mid-latitudes during winter. Model-data differences remain,527

in particular in the Southern Ocean and the subpolar gyres. Observation-based analy-528

ses indicate a stronger ocean CO2 uptake in summer than in winter in the Southern Ocean529

(Landschützer et al., 2018; Long et al., 2021) and the northern subpolar gyres (Landschützer530

et al., 2018), in contrast to Bern3D results and more complex ocean models (Hauck &531

Völker, 2015) and several Earth System Models from CMIP5 (Majkut et al., 2014) and532

CMIP6 (unpublished analysis of CMIP6 model output; not shown). The coarse-resolution,533
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cost-efficient Bern3D model underestimates interannual variability in climate and car-534

bon fluxes as El Nino-Southern Oscillation and other modes of variability are missing.535

The regional patterns of atmosphere-land fluxes are an active area of research (Kondo536

et al., 2020; Bastos et al., 2020; Jung et al., 2020; Gaubert et al., 2019; Friedlingstein537

et al., 2020), and large uncertainties on the geographical distribution of fluxes persist.538

The performance of LPX-Bern with respect to various observational metrics is system-539

atically assessed in Lienert and Joos (2018) and further explored in a range of studies540

(Seiler et al., 2022; Müller & Joos, 2021; Tschumi et al., 2021; Joos et al., 2020; Müller541

& Joos, 2020). The model is able to capture many metrics reasonably well, but is on the542

low end of the range of land carbon uptake. Interannual variability of global carbon fluxes543

simulated by LPX-Bern is similar, or even somewhat larger, in comparison with other544

models and observational estimates (Friedlingstein et al., 2020).545

On the global scale, Bern3D-LPX combined with fossil fuel emission estimates is546

able to broadly reproduce the historic evolution of atmospheric CO2 (Figure 3). The lower547

simulated concentration up to 1960, means that either the sink terms (land and ocean)548

are too big, or the emissions from land use change or prescribed fossil fuels are too small.549

Conversely, the too high concentration after 1960, would stem from the opposite effect.550

LPX-Bern is known to be biased low in land-sink and land use emissions (Lienert & Joos,551

2018), which could explain the observed behaviour. Additionally, uncertainties of pre-552

scribed land use states and fossil fuel emissions, could also contribute to the mismatch.553

The discrepancy in the simulated global δ13Ca is large between 1900 and 1960, with554

the model showing a stronger decline in δ13Ca than observed (Figure 3). After 1960, mod-555

eled and observed changes agree very well in the standard simulation (Figure 3, inset).556

It is hard to pinpoint the exact reasons for the mismatch. In addition to uncertainties557

in net carbon fluxes, the magnitude of gross exchange fluxes, overturning time scales,558

and accurate δ13C signatures of the air-to-sea , air-to-land, and fossil fluxes are of im-559

portance. Discrimination in Bern3D-LPX is described following (Lloyd & Farquhar, 1994)560

and 20th century changes in the isotopic fractionation of C3 trees, and thus intrinsic water-561

use efficiency, simulated with LPX-Bern are found to be consistent with a global tree ring562

compilation (Keller et al., 2017). On the other hand, LPX-Bern simulates a too large563

coverage by C4 plants on natural land which expands under raising CO2, thereby chang-564

ing on average discrimination to less negative values(∆εNPP ∼ 1h; Supplementary Fig-565
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ure S6). This model bias likely contributes to the model-data mismatch in the histor-566

ical δ13Ca trend for the standard simulation (Figure 3). An additional sensitivity sim-567

ulation (EC3), with the discrimination formulation for all C4 plants replaced by those568

for C3 plants, shows indeed a small negative trend in globally-averaged discrimination569

(about 0.5 h; Supplementary Figure S6) and smaller deviations between modeled and570

observed δ13Ca change (Figure 3).571

The change in δ13Ca in the period where fluxes are transported using the trans-572

port matrices (1982-2012), is reproduced well in the model (Figure 3). The transport model573

uses the simulated atmospheric CO2 and δ13Ca as a background in the first year of trans-574

port. To test the influence of the mismatch prior to the transport period, the transport575

was also executed using observed atmospheric CO2 and δ13Ca, yielding near indistin-576

guishable results for the seasonality of CO2 and δ13Ca (Figure S5).577

4.2 Observed versus simulated mean seasonal cycles of Ca and δ13Ca578

The amplitude of the mean seasonal cycle of atmospheric CO2 (Ca) and its δ13C579

signature (δ13Ca) is captured well by our model chain at Northern Hemisphere (NH) and580

near-equatorial (Christmas Island and Mahe Island) stations, though deviations remain581

(Figure 2 and Supplementary Figures S1 and S2). The seasonal amplitudes are much smaller582

in the Southern Hemisphere (SH) than NH, with observed amplitudes more than ten times583

larger for Ca and even more than twenty times larger for δ13C at Alert than at the South584

Pole. The small amplitudes render the correct simulation of SH seasonality challenging.585

The seasonal amplitudes are overestimated in SH for both tracers and the bias in am-586

plitude increases generally from low to high southern latitudes (Supplementary Figures587

S1 and S2). The terrestrial signal dominates simulated seasonality at all stations. Ocean588

and fossil fluxes have small impacts on seasonality in the NH but are relatively more im-589

portant in the SH. Long et al. (2021) use atmospheric measurements and inverse mod-590

els to show that the CO2 seasonal cycle over the Southern Ocean is dominated by air-591

sea exchange, with little contribution from terrestrial and fossil carbon fluxes. This find-592

ing and our results suggest that the transport of the terrestrial and fossil signals to high593

southern latitudes is overestimated.594

The Ca seasonal cycle resulting from atmosphere-ocean flux is smaller in ampli-595

tude and shifted in time by up to six months compared to observations at the three Antarc-596
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tic stations (Palmer, Halley, South Pole; blue lines versus black dots in Supplementary597

Figure S1). This model-data mismatch in amplitude and phase is likely caused by the598

biases in the Bern3D Southern Ocean CO2 flux. In contrast, the simulated amplitude599

and phasing of the δ13Ca seasonal cycle resulting from the ocean is well in line with ob-600

servations at Palmer and Halley station (Supplementary Figure S2). This agreement sug-601

gests that the seasonality of the net atmosphere-ocean isotope flux over the Southern Ocean602

is reasonably well represented by Bern3D, in contrast to the seasonality of the net CO2603

flux. The different phasing in ocean-related Ca and δ13Ca seasonality in the model is ex-604

plained as follows. Seasonality of Ca is controlled by the net atmosphere-to-ocean CO2605

flux, while seasonality of δ13Ca is primarily driven by the isotopic disequilibrium flux (Fa,s·606

δdis; Eq. 11) The air-sea gas exchange piston velocity, and, in turn, Fas and the dise-607

quilibrium flux are larger under high winds in winter than in summer in the model South-608

ern Ocean, consistent with the observed seasonal phasing of δ13Ca at the Antarctic sta-609

tions.610

The effect of external forcings on the seasonal cycle of δ13Ca and Ca is explored611

using sensitivity simulations. The impact of land use and climate forcing on the mean612

δ13Ca seasonality is generally small. The seasonal cycle of δ13Ca is, in general, less sen-613

sitive than that of Ca to external forcing.614

On a technical note,transporting simulated 13C fluxes is not without challenges.615

The definition of the δ-notation can pose numerical difficulties when net 12C fluxes are616

close to zero. We found that transporting signature-weighted total carbon fluxes to be617

the most reliable method for arriving at local δ13Ca. Similarly, seemingly small errors618

in the model representation of gross fluxes and mass balances, can become critical when619

considering net surface-to-atmosphere fluxes (See also section 2.1).620

4.3 Growth in seasonal cycle amplitudes621

The seasonal cycle amplitude of Ca is observed to grow over time pending on lo-622

cation (Bacastow et al., 1985; Barlow et al., 2015; Piao et al., 2018). In contrast, the ob-623

servations from the (GLOBALVIEW-CO2C13, 2009) product do not show a consistent624

change of δ13Ca seasonal amplitude. The observed amplification of the CO2 seasonal cy-625

cle is captured by our model as discussed elsewhere (Lienert & Joos, 2018).626
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Modeled changes in the δ13Ca seasonal amplitude yield no clear trend in the stan-627

dard case over the simulation period 1982 to 2012, consistent with the observations. Sim-628

ilarly, δ13Ca seasonal amplitudes are very similar for the preindustrial control and the629

standard case at the NH stations (dashed blue vs red line in Figure 4 and Supplemen-630

tary Figure S4).631

The absence of a trend in the seasonal cycle amplitude of δ13Ca is expected for a632

concurrent growth in the seasonal signal of δ13F ∗
as,net and in atmospheric CO2 of equal633

proportion (see section 2.3). Both the background CO2 mixing ratio and the seasonal634

amplitude of δ13F ∗
al,net in NH temperate and boreal ecosystems (40◦N to 70◦N) increase635

by about 30% from preindustrial to modern (1982-2012) (difference between dashed and636

solid red lines in Figure 5). The seasonal signal of δ13F ∗
al,net is largest in this region and637

dominates NH δ13Ca seasonality. The modeled seasonal signal of δ13F ∗
al,net shows lit-638

tle change or even decreases over the industrial period in tropical and SH ecosystems (Fig-639

ure 5). This is partly reflected in a decrease in δ13Ca seasonal amplitude from preindus-640

trial to modern at Ascension and the Antarctic stations (Supplementary Figure S4). The641

simulated amplitude is dominated by the land contribution at these stations (Supple-642

mentary Figure S2). Regarding observations, the short record length does not permit643

to robustly identify any trends in δ13Ca seasonal amplitude and model results for δ13Ca644

seasonal amplitude growth are consistent with observations, within their uncertainties.645

4.4 Seasonality: Ca versus δ13Ca646

Observations of δ13Ca seasonality may provide different, complementary informa-647

tion compared to observations of Ca seasonality. Our results and the theoretical consid-648

erations in section 2.3 and 2.4 partly support this notion. For example, the Ca seasonal649

amplitude is overestimated by our model at Mauna Loa, whereas simulated and observed650

δ13Ca seasonal amplitude closely agree (Figure 2). Another example, is the phasing of651

the ocean-related seasonal cycles in the Southern Ocean region, discussed above.652

The decomposition of Fal,net and δ13F ∗
al,net into constituent fluxes (Figure 5) en-653

ables insights into the information contained in the seasonal cycle of δ13Ca. For land ecosys-654

tems, we find that most of the modeled seasonal signal can be explained by the net atmosphere-655

land flux weighted by the signature of photosynthesis. The contribution of respiration656

and decay processes, which emit old and light carbon to the atmosphere, is relatively small657
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for northern ecosystems. For tropical ecosystems this disequilibrium plays a larger role658

(blue versus green line in Figure 5a), pointing towards a potential role of seasonal ob-659

servations of δ13Ca in constraining fluxes in these ecosystems.660

The analysis in section 2.3 and 2.4 (Eqs. 5 and 13) show that the seasonal signal661

of net carbon sink flux, discrimination during photosynthesis, isotopic disequilibrium,662

and the gross exchange flux between land biosphere and atmosphere (R) as well as their663

long-term trends and spatial patterns influence δ13Ca seasonality at individual sites. Thus,664

several ecosystem processes are relevant to correctly simulate the seasonal cycle of δ13Ca.665

For example, seasonal variations and industrial-period trends in εNPP may be influenced666

by shifts between C3 and C4 plants due to climate and land use changes. Changes in667

intrinsic water use efficiency related to stomatal conductance of CO2 and water may also668

affect εNPP . Disequilibrium fluxes (R·δdis) are expected to grow in response to the observation-669

inferred increase in NPP, which, in turn, affects R. Similarly, heterotrophic respiration,670

fire fluxes, and fluxes from deforestation and products, all contributing to R, are expected671

to change under warming and human land use. The disequilibrium δdis is a measure of672

the age of respired carbon relative to atmospheric carbon. δdis is growing in response673

to the Suess effect from growing fossil fuel (and land use) emissions. Mechanisms driv-674

ing the current land carbon sink are still debated. We may expect different δ13Ca sea-675

sonality if the global carbon sink is driven by a stimulation of NPP, e.g., by CO2 fertil-676

ization, versus a change in tree longevity. These two mechanisms may affect the dise-677

quilibrium flux differently. It remains a future task, e.g., by applying perturbed param-678

eter ensembles and sensitivity simulations, to investigate whether such differences indeed679

significantly affect δ13Ca seasonality.680

5 Conclusion681

In conclusion, we explored the global-scale mechanisms driving the observed sea-682

sonal cycle of atmospheric δ13Ca using atmosphere-surface fluxes from the Bern3D-LPX683

Earth System Model of Intermediate Complexity and fossil emissions in combination with684

transport matrices from the TM3 atmospheric transport model. The δ13C seasonal cy-685

cle is strongly dominated by land biosphere carbon fluxes, in particular in the North-686

ern Hemisphere and the tropics. The sensitivity of the δ13C seasonal cycle to climate change687

and land use fluxes was found to be small over the period with atmospheric δ13C data.688

Observations of the δ13C seasonal cycle provide partly complementary information com-689
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pared to the CO2 seasonal cycle. This suggest that the observed δ13Ca seasonal cycle690

offers a novel constraint for land biosphere models used to simulate the terrestrial sink691

of anthropogenic carbon and land use emissions.692

Appendix A Open Research693

The data displayed in the figures will be made freely available at Zenodo or a smi-694

lar site when the manuscript is accepted. For the review process the data and plotting695

scripts are available as a download: https://cloud.climate.unibe.ch/s/g9qrit7KDRnrbLp696
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Figure S1. The seasonal cycle of CO2 simulated by Bern3D-LPX and transported with

TM3 (red), compared to observations (black dots). The calculation of the seasonal cycle only

considers months between 1982 and 2012 where both the measurements and transport matrices

are available. The location of the measurements is indicated in the title of the plot. The results

of only transporting fluxes of terrestrial (green, dashed), oceanic (blue, dashed), and from fossil

sources (brown, dashed) are shown with dashed lines. Error bars and shading correspond to the

interannual standard deviation.
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Figure S2. The seasonal cycle of δ13C(CO2) simulated by Bern3D-LPX and transported with

TM3 (red), compared to observations (black dots). The calculation of the seasonal cycle only

considers months between 1982 and 2012 where both the measurements and transport matrices

are available. The location of the measurements is indicated in the title of the plot. The results

of only transporting fluxes of terrestrial (green, dashed), oceanic (blue, dashed), and from fossil

sources (brown, dashed) are shown with dashed lines. Error bars and shading correspond to the

interannual standard deviation.
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Figure S3. The seasonal cycle of CO2 simulated by Bern3D-LPX and transported with TM3

(red), compared to observations (black dots). The calculation of the seasonal cycle only considers

months between 1982 and 2012 where both the measurements and transport matrices are avail-

able. The results of sensitivity simulations are shown with dashed lines: Econtrol (cyan,dashed),

Econstclim (purple, dashed), EnoLU (olive, dashed), and EnoFF (orange, dashed). Shading and error

bars correspond to the interannual standard deviation.
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Figure S4. The seasonal cycle of δ13C(CO2) simulated by Bern3D-LPX and transported

with TM3 (red), compared to observations (black dots). The calculation of the seasonal cycle

only considers months between 1982 and 2012 where both the measurements and transport

matrices are available. The results of sensitivity simulations are shown with dashed lines: Econtrol

(cyan,dashed), Econstclim (purple, dashed), EnoLU (olive, dashed), and EnoFF (orange, dashed).

Shading and error bars correspond to the interannual standard deviation.
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Figure S5. The seasonal cycle of CO2 (left panels; (a,c,e)) and δ13Ca (right panels; (b,d,f))

at Alert, northern Canada (a,b), Mauna Loa, Hawaii (c,d) and South Pole (e,f) as simulated

by Bern3D-LPX and transported with TM3 (red), compared to observations (black dots). The

calculation of the seasonal cycle only considers months between 1982 and 2012 where both the

measurements and transport matrices are available. The result of running the transport model

initialized with observed instead of simulated atmospheric concentration and signature is shown

with dashed blue lines.
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Figure S6. Simulated change in photosynthetic discrimination εNPP over the industrial period.

The results of three simulations are shown: Estandard in red, EC3 and Econtrol in cyan. 10-year

running means are indicated with black dashed lines.
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