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Abstract

Stochastic slip rupture modeling is a computationally efficient reduced-physics approximation that has the capability to create
any number of unique ruptures based only on a few statistical assumptions. Its simplicity and efficiency make it an attractive
and viable option for testing early warning systems, hazard assessments, and infrastructure response studies. Yet a fundamental
question pertaining to this approach is whether the slip distributions calculated in this way are “realistic”. More specifically, can
stochastic modeling reproduce slip distributions that match what is seen in M9+ events recorded in instrumental time? Here,
we start with the 2011 M9.1 Tohoku-oki earthquake and tsunami where we test both a stochastic method with a homogeneous
background mean model and a method where slip is informed by an additional interseismic coupling constraint. We test two
coupling constraints with varying assumptions of either trench-locking or -creeping and assess their influence on the calculated
ruptures. We quantify the dissimilarity of slip distribution between the 12,000 modeled ruptures and a slip inversion for the
Tohoku earthquake. We also model tsunami inundation for over 300 ruptures and compare the results to an inundation survey
along the eastern coastline of Japan. We conclude that stochastic slip modeling can produce ruptures that can be considered
“Tohoku-like”, and inclusion of coupling can both positively and negatively influence the ability to create realistic ruptures. We
then expand our study and show that for the 1960 M9.4-9.6 Chile and 2004 M9.1-9.3 Sumatra events, stochastic slip modeling
has the capability to produce realistic ruptures.

Hosted file

essoar.10511197.1.docx available at https://authorea.com/users/546694/articles/602925-can-
stochastic-slip-rupture-modeling-produce-realistic-m9-events

0 20 40 60 80 100 o I !E-s—‘

Dissimilarity Metric 90° 92° 94° 96° 98°90° 92° 94° 96° 98°90° 92° 94° 96° 98°



https://authorea.com/users/546694/articles/602925-can-stochastic-slip-rupture-modeling-produce-realistic-m9-events
https://authorea.com/users/546694/articles/602925-can-stochastic-slip-rupture-modeling-produce-realistic-m9-events

1960 Chile Event

200 _36°F
I (a)
175 Mk
H H -38°
150 M 010
125 -40°
]
c
3100
5] -42
75
50 —44°
25
—46°
0 ) Py .
0 % “ & & 100 78° -76° -74° -72° -70°-78° -76° -74° -72° -70°.
Dissimilarity Metric e e T —fen =10 ~76° -74° -72° -70°-78° -76° -74° -72° -70f
Dissimilarity of 12.275 Model residuals

Inundated points

3500
40°
— 3000
E
g
8 2500
S
38° £
s
£ 2000
*ee Q
. 2
o]
W 4 1500
c. 3 92 percent inundated N
4 inuI
36° H /A 1000
g’&ﬁ RMSE = 7.034 m
- «  Model 00
‘r « Surveyed
«  Missed surveyed
40 pT AN
3 ) 10 2 30 4 T -10
Dissimilarity of 50.65 4000 Model residuals
%

« Inundated points Wik f
(e) Missed survey points R ( )

" 3500
40
\— 3000
. E
ce ot o
7
“e® e 82500
S
38° 2 g
2 \E 2000
< o
© e
2 1500
g
36° 56 percent inundated 1000
RMSE = 8.062 m
*  Model 500
«  Surveyed
+ Missed surveyed
ol B
34° 0 5 10 15 20 25 30 35 4C -40 -3  -20 " ['—10[ ) 0 10
i i inundation [m
140° 142° 144° inundation [m]



300

Trench Creeping

200

100

(CY

o

20 40 60 80

Dissimilarity Metric

Trench Locking

100

Counts
- n
o o
o o

20 40 60 80
Dissimilarity Metric

Homogeneous

100

300

0

50
Dissimilarity Metric

100

D =55

140°

142°

140°

142°

144°

140°

142°

144°



Can stochastic slip rupture modeling produce realistic M9+ events?
Small!, David T. & Melgar!, Diego

LUniversity of Oregon

Corresponding email: dsmall2@uoregon.edu

Abstract:

Stochastic slip rupture modeling is a computationally efficient reduced-physics
approximation that has the capability to create any number of unique ruptures
based only on a few statistical assumptions. Its simplicity and efficiency make
it an attractive and viable option for testing early warning systems, hazard
assessments, and infrastructure response studies. Yet a fundamental question
pertaining to this approach is whether the slip distributions calculated in this
way are “realistic”. More specifically, can stochastic modeling reproduce slip
distributions that match what is seen in M9+ events recorded in instrumental
time? Here, we start with the 2011 M9.1 Tohoku-oki earthquake and tsunami
where we test both a stochastic method with a homogeneous background mean
model and a method where slip is informed by an additional interseismic cou-
pling constraint. We test two coupling constraints with varying assumptions of
either trench-locking or -creeping and assess their influence on the calculated
ruptures. We quantify the dissimilarity of slip distribution between the 12,000
modeled ruptures and a slip inversion for the Tohoku earthquake. We also model
tsunami inundation for over 300 ruptures and compare the results to an inunda-
tion survey along the eastern coastline of Japan. We conclude that stochastic
slip modeling can produce ruptures that can be considered “Tohoku-like”, and
inclusion of coupling can both positively and negatively influence the ability to
create realistic ruptures. We then expand our study and show that for the 1960
M9.4-9.6 Chile and 2004 M9.1-9.3 Sumatra events, stochastic slip modeling has
the capability to produce realistic ruptures.

Plain Language Summary:

Stochastic slip rupture modeling is an effective and simple method for generat-
ing a unique number of earthquakes based on only a few statistical parameters.
Although the parameters that define these synthetic ruptures are calculated
from real earthquakes, the determined slip patterns from this approach have
not been tested to see whether they are “realistic” or not. Here, we answer
the question of can stochastic modeling reproduce slip distributions that match
what is seen in M9+ events recorded in instrumental time? We start with the
2011 M9.1 Tohoku-oki earthquake and tsunami where we test both a more tra-
ditional approach to stochastic modeling as well as an approach that utilizes a
fault zone’s pattern of geodetic coupling to inform slip. We quantify the dissimi-
larity of slip distribution between the ruptures and a Tohoku earthquake model.
We also generate tsunami models for some ruptures and compare their results
to an inundation survey following the Tohoku earthquake. We conclude that
stochastic slip modeling can produce ruptures that can be considered “Tohoku-
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like”. We then expand our study to and show that for the 1960 M9.4-9.6 Chile
and 2004 M9.1-9.3 Sumatra events, stochastic slip modeling has the capability
to produce realistic ruptures.

Key Points:

. Stochastic modeling can reproduce M9 ruptures with low dis-
similarity.
o Based on the combined analysis of the Tohoku event and

tsunami, we conclude a rupture must be under a dissimilarity
of 20 to be realistic.

o Including coupling into the stochastic method can have a posi-
tive or negative influence based on the “correctness” of the input
coupling model.

1. Introduction:

Unlike other rupture modeling techniques, stochastic slip modeling utilizes a
reduced-physics approximation. Rather than solving for a fully dynamic rup-
ture that includes physics-based fault zone characteristics like stress drop, fault
zone material properties, and friction, stochastic modeling assumes that rup-
tures can be more simply described by only a few different statistical parame-
ters inferred from observations of real earthquakes (Mai & Beroza, 2002). In
this view, slip distributions are realizations of an underlying probability density
function. With this assumption, the computational cost of determining rup-
tures for large magnitude events is reduced significantly, allowing for a greater
quantity of unique ruptures to be calculated in a short amount of time. Studies
that have shown to greatly benefit from use of stochastic hypothetical models
include earthquake early warning where ruptures produced can be used to train
advanced machine learning algorithms (e.g., Lin et al., 2021), as well as to seis-
mic and tsunami hazard assessments where ruptures inform localized hazards
(e.g., Graves et al., 2011; LeVeque et al., 2016; Small & Melgar, 2021).

As new earthquakes occur, there have been numerous efforts to validate the
different scaling laws and statistical parameters underpinning the stochastic ap-
proach (e.g., Goda et al., 2016; Melgar & Hayes, 2019). However, whether these
synthetic ruptures have the potential to mimic real very large magnitude earth-
quakes (M9+) for a given area has not been explored. There have been proposals
to incorporate more detailed geophysical knowledge while maintaining computa-
tional efficiency into stochastic slip models. Small and Melgar (2021) proposed
a way to utilize fault interseismic coupling to inform slip distribution in the
stochastic workflow. In this method, the goal is to use a fault zone’s coupling
pattern to inform stochastic slip distributions so that the resultant hypothetical
ruptures can be more representative of the specific region’s earthquake potential.
Interseismic coupling is related to the ratio between the motion on a fault dur-
ing the interseismic period and the relative plate velocity (Metois et al., 2016).
For many large recent large ruptures where coupling models existed prior to the



event, a relative correlation between large coseismic slip patches and regions
of high coupling ratio has been noted. This correlation is seen at subduction
zones globally including Chile (Metois et al., 2013; Barnhart et al., 2016), Peru
(Perfettini et al., 2010; Villegas-Lanza et al., 2016), Alaska (Li & Freymueller,
2018), and Japan (Loveless & Meade, 2015). By including coupling in the mod-
eling process, ruptures may have a greater potential of being more realistic to
the given area of interest. Yet this correlation does not equate to causation. For
instance, some previous earthquakes have ruptured only a portion of the highly
coupled zone (e.g., Konca et al., 2008; Moreno et al., 2010) or with large slip
patches within more intermediate coupling zones like the 2007 MS8.0 Pisco earth-
quake (Perfettini et al., 2010). Similarly, our lack of instrumentation offshore
in the shallow most portion of the subduction zones creates great uncertainty
and poor resolution for determined coupling models (e.g., Wang & Trehu, 2016;
Lindsey et al., 2021). So, the question of the validity of the ruptures produced
is once again important to answer.

Here, we explore this problem specifically. Can stochastic slip rupture modeling
reproduce slip distributions that match great earthquakes recorded in instrumen-
tal time? Also, if interseismic coupling is included as an a priori constraint on
the stochastic approach, does this better reproduce large ruptures? We use
this study as a formal check for the application of stochastic slip modeling in
calculating realistic large ruptures. If we can reproduce slip distributions of
those calculated for real, large ruptures, we can add confidence to the value and
implementation of stochastic modeling for past and future work.

To answer these questions, we look at three different M9+ events: M9 2011
Tohoku-Oki, M9.1-9.3 2004 Sumatra, and M9.2-9.4 1960 Chile. Since reliable
coupling models are not available for all three of the proposed events, we only
compare the influence of the coupling constraint for the 2011 Tohoku-Oki event.
We compare modeled slip distributions to previously published finite fault slip
inversions for each of the three ruptures. The assessment of slip distributions is
done using a metric to determine the dissimilarity between the patterns. We first
focus on the 2011 Tohoku-Oki event and compare three different rupture classes
to the slip model from Minson et al. (2014). Two of these rupture classes utilize
the coupling constrained stochastic approach, each constrained by different end
member coupling models from Loveless and Meade (2016). The other class of
ruptures uses a homogeneous slip potential for the stochastic approach, which
can be considered the more traditional approach (e.g., Frankel et al., 2018). We
obtain unique dissimilarity values for each class. For a subset of these ruptures,
we model tsunami inundation for the eastern coast of Japan between 35°-41°N
and compare the inundation results to a survey proceeding the 2011 tsunami
by Mori et al. (2012). In combination with the dissimilarity metric and the
inundation data, we obtain a threshold for the dissimilarity metric for which we
can consider a rupture “Tohoku-like”, or for judging other ruptures, “realistic”.
We analyze the influence of coupling on the ability of stochastic modeling to
reproduce large ruptures in comparison to the traditional stochastic modeling.
With this dissimilarity threshold for realistic ruptures, we widen our focus on



two other subduction zones and determine whether stochastic modeling has
similar capabilities irrespective of rupture or region. In short, we find that
stochastic slip rupture modeling can reproduce slip distributions for all three
MO+ ruptures presented reasonably well. For the 2011 Tohoku-Oki earthquake,
including the coupling constraint, has varying effects on the results: one coupling
model noticeably improved the similarity to the Tohoku earthquake, and one
was not able to produce any ruptures that were similar to the earthquake.

2. Data and Methods:

2.1 Input models:

We focus on the 2011 M9 Tohoku-OKki first since it is the best studied great earth-
quake (Lay et al., 2018). The ruptures calculated using the coupling constraint
technique, along with ones generated without the constraint, will be compared
to a slip distribution model for the 2011 Tohoku-Oki M9 rupture. The Hon-
shu Island region of Japan is the most densely instrumented areas globally for
geophysics-based observations. The dense instrumentation and the great soci-
etal impact of the rupture made this heavily focused in the scientific community,
where tens of slip inversions were determined for the rupture (e.g., Ammon et
al., 2011; Yue and Lay, 2011; Satake et al., 2013; Minson et al., 2014). We focus
on only one of the models for the earthquake from Minson et al. (2014) (here-
after called the “Minson model”), expressed in Figure la. The Minson model
is a fully Bayesian inversion, determined from simultaneously inverting for 1Hz
kinematic GPS data, static GPS offsets, seafloor geodesy, and tsunami data.
This model concentrates most of the slip of the rupture between 10-20km in
depth, with the magnitude of slip reaching almost 80m high within this region.
More information about the slip model can be found in Minson et al. (2014).

A fault’s geodetic coupling is defined by the ratio of the slip deficit and the
local plate convergence rate. 100% coupling thus means the fault is kinemati-
cally locked and accumulating a slip deficit at the rate of plate convergence. 0%
means that it is creeping at the rate of plate convergence. Rather than coupling,
throughout the article we implement the slip deficit rate (SDR) as prior infor-
mation for rupture generation. We focus on the SDR and apply these models
to our stochastic methodology, as expressed in the proceeding section 2.2.

We look at two different SDR models for the Japan trench from Loveless and
Meade (2016) (Figure 1b and 1c). Both models are constrained using roughly
19 years (1996-2014) of geodetic observations from the GEONET network. The
time-series data is then split into five, 3.75-year epochs and the SDR models are
determined using a block model approach (Meade and Loveless, 2009). The final
SDR models are calculated by taking the average of the results of the five epochs.
The models are determined using the same inputs as one another; however,
they vary based on an imposed constraint of coupling at the trench. Figure 1b
imposes a constraint that the shallowest portion of the subduction zone creeps
at an equal rate as the Pacific Plate rate. This model follows the idea that
the shallowest portion of the megathrust cannot accumulate interseismic elastic



strain. This is thought to be the result of the high percentage of clay composition
at the trench (Oleskevich et al., 1999). On the other hand, Figure 1c eases this
constraint, permitting variable coupling to occur up to the trench. Due to the
lack of instrumentation offshore, the shallowest portions of the megathrust are
poorly resolved, evident by the wide variability in SDR between the two models.
Without more robust offshore GNSS instrumentation, determining which model
is more accurate is nearly impossible. Therefore, we utilize both models for the
study.
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Figure 1: (a) Finite fault slip inversion from Minson et al. (2014). Maximum
slip over 75m. All models show the final rupture domain for the stochastic
modeling. (b) “Trench-creeping” SDR model with the imposed constraint of
creeping (or SDR = Omm/yr) from 5km downdip to the trench. (c) “Trench-
locking” slip deficit rate (SDR) model where no constraint on coupling near the
trench so slip deficit is present up to the trench. Both coupling models come
from Loveless and Meade (2016).

2.2 Stochastic modeling:

Here, we briefly detail the method of stochastic modeling, as well as how cou-
pling patterns are introduced in the process to inform the resultant slip patterns.
These methods can be found described in greater detail in LeVeque et al. (2016),
Melgar et al., (2016) and Small & Melgar (2021).

The first step is to define the megathrust as a 3D mesh surface composed of
discrete subfaults using the three-dimensional finite element mesh generator,
GMSH (Geuzaine and Remacle, 2009). The slab mesh is generated from the
Slab2 model from Hayes et al. (2018) with an average subfault length of 15km.
Once the mesh is defined, a subfault is selected at random as the synthetic



rupture hypocenter. For a given target magnitude, the rupture length and
width are determined based on a probabilistic scaling law (Blaser et al., 2010),
where the dimensions of slip are magnitude dependent based on a log-normal
distribution of slip. As the rupture magnitude increases, the dimensions of
the rupture also on average increases. The log-normal distribution allows for
variability within the dimensions of ruptures of equal magnitude.

Then, we utilize the method of stochastic modeling introduced by Mai and
Beroza (2002) to calculate the rupture itself. Using the von Karman autocorre-
lation function (VK ACF) to model slip as a spatially random field and defining
correlation lengths along-strike and -dip, the stochastic rupture is defined. In
this approach, there are only three necessary assumptions needed to define earth-
quake slip patterns: the correlation lengths in the along-strike and down-dip that
define the dominant asperity size of the rupture, and the Hurst exponent that
models the roughness of the slip pattern. We use the results from Melgar and
Hayes (2019) for defining correlation lengths based on a log-linear scaling of mag-
nitude and correlation lengths and a magnitude independent Hurst exponent.
The stochastic method above is expressed in the spectral domain of slip rather
than spatial. To account for 3D fault geometries and enforce prior constraints
(e.g., geodetic coupling), we apply the Karhunen-Loeve (K-L) expansion to the
VK-ACF, where slip is now represented in the spatial domain (LeVeque et al.,
2016). The K-L expansion states that a slip vector, s, is described as

s=pu+3N 2/ A (1)

This defines s as the sum of the mean slip, pu, and the summation over the
desired number of eigenmodes, N, of the eigenvalues and eigenvectors from the
VK-ACF, A, and vy. Further stochastic behavior of the resultant ruptures is
included in the equation as z,, which are normally distributed random numbers
with a mean of 0 and a standard deviation of 1. The variable z allows us to
create any number of unique slip distributions for a given magnitude and rupture
dimensions. For ruptures where all subfaults have equal potential for slip and
no prior constraints are applied, p is simply a homogeneous mean model with
enough slip to match the desired target magnitude. However, we can instead
impose a mean slip model that is informed by the coupling pattern as u. For
instance, for a given desired magnitude and rupture dimensions are selected
from the scaling laws, the coupling pattern is re-scaled for the segment into slip
pattern. This is then used as p and stochastic variability is applied to create

the output ruptures. Once again, more information on the stochastic process is
detailed in Small & Melgar (2021).

It is important to note here that in the coupling constrained methodology, the
coupling models do not inform how much slip will occur at a given location. But
rather, it provides a greater probability for areas of high SDR to have greater
coseismic slip. It is still possible in this method for a region of high SDR to
rupture in smaller slip than a region with relatively smaller SDR. In this method
however, regions where SDR = 0 will never be able to produce coseismic slip.
The actual influence of the coupling constraint is often difficult to discern for a



single given rupture, but in observation with a large suite of ruptures, the mean
pattern of slip for all the ruptures in the suite resembles the initial coupling
pattern constraint.

To calculate the ruptures, we use the Fakequakes module of the open-source
forward modeling and inversion code MudPy (Melgar & Bock, 2015; Melgar,
LeVeque, et al., 2016; Melgar, 2020; Small & Melgar, 2021) that can calculate
both homogeneous and coupling constrained rupture models. For each of the
three classes mentioned prior, we calculated a total of 4,000 ruptures with a
starting magnitude between M8.8 and M9.2 in magnitude bins of 0.1. Maxi-
mum slip on any given subfault is limited to 100m. Although this is quite large,
the 2011 Tohoku-Oki event is considered to have slipped over 70m in some
patches (Minson et al., 2014). Our modeled domain for the ruptures follows
slip distribution from the Minson model (Figure 1a). The rupture domain lies
between 35°N and 41°N, with a down dip limit of slip at 50km depth. Rupture
area and magnitude are unconstrained, so any portion of the domain may be
considered or neglected, and the final magnitude for a given area may vary from
the starting magnitude based on dimensions and scaling laws. Example rup-
tures are imaged in Figure 3 and 4. Similar Fakequakes setup for homogeneous
mean model ruptures is implemented for the Sumatra and Chile earthquakes.
More information on the setup is described in section 3.3.

2.3 Dissimilarity metric:

Since we are interested in comparing the generated stochastic slip distributions
to known slip inversions, it is important to define a quantitative assessment of
likeness between models. To assess this quantitatively and objectively, we calcu-
late the numerical dissimilarity between ruptures using the normalized square
metric (Kragh & Christie, 2002; Razafindrakoto et al., 2015). There are other
metrics for quantifying dissimilarity (e.g., grey scale metric, Wilson et al., 1997),
however, we focus on the normalized square metric as it is both numerically sim-
ple and efficient. Because we are focused on determining the ability of stochastic
slip rupture modeling to reproduce realistic large ruptures, working directly with
slip pattern dissimilarity is ideal.

In comparison to other dissimilarity metrics, the normalized square metric is
best for capturing the magnitude differences between two objects and is sensitive
to image translation. The normalized square mean metric expresses dissimilarity,

D, as

_ 5, [A(6)—B(i)]”

d(4,B) = 100 (2, [A@+3,(B@)]) /2 | @

Dissimilarity between two slip models, A and B, is expressed as the square of
the difference between the models divided by the mean of the individual squared
values. A and B in the equation are regular grids. Prior to interpolating to a
regular grid, we first interpolated the Minson model to the Slab2 geometry to
maintain uniformity in the process. We then interpolate the 3D triangular mesh
ruptures and slip model using the spline interpolation method.



Kragh and Christie (2002) previously define this metric as a percentage with
values between 0 and 200%. For ease of understanding, we scale the dissimilarity
metric by dividing it by two, making it a metric from 0 to 100. The more
dissimilar the two models are from one another, the greater the value. D = 0
denotes identical slip models and the greater the differences between the two
models, the greater the value of d is.

2.4 Tsunami inundation modeling

Although the dissimilarity value provides a basis for quantifying likeness be-
tween the slip models, the values themselves do not provide a clear threshold
that we can use to denote whether a rupture is “Tohoku-like”. Further, slip in-
versions are inherently uncertain so while low dissimilarity between model and
inversion is encouraging, it is somewhat limited in being a satisfactory assess-
ment that the rupture indeed replicates reality. To determine the dissimilarity
value threshold for what can be considered a “Tohoku-like” rupture, we model
tsunami inundation and compare inundation values to recorded survey points.
This analysis provides an observable phenomenological rationale for comparing
impacts of ruptures.

Post-event tsunami inundation surveys measure the maximum height of the
tsunami wave propagation onshore. Here, we define inundation with respect to
mean sea level. We model inundation at 3,244 survey points from Mori et al.
(2012) (Figure 2). In the inundation study, they record over 5,000 total tsunami
data points onshore between 35°- 41°N. In their dataset, they also record run-up
height, which is the maximum height the tsunami propagated to onshore (the
run-up distance) with respect to sea level. We do not consider these points
for our study since modeling for run-up distance and height is difficult to do.
The dataset for inundation is extensive along the coast, however, a gap in data
between roughly 37°-38°N is present. Data distribution is not recorded equally
in latitude, with the greatest abundance of points in the Sendai Bay and Sanriku
Coast in Iwate Prefecture (37.5°-38.4°N). Maximum recorded coastal inundation
values reached up to 40m high.

To model tsunami inundation for calculated ruptures, we first must determine
the resultant coseismic vertical deformation to be applied as the initial condition
for tsunami wave generation. We utilize the analytical solution for angular dis-
location for triangular subfaults in an elastic half space (Comninou & Dunders,
1975), which is an adaptation of the Okada equations for rectangular subfaults
(Okada, 1985). Models are calculated using the finite volume, 2D depth-average,
non-linear tsunami modeling code Geoclaw (http://www.clawpack.org/geoclaw)
(LeVeque, George, et al., 2011). We assume instantaneous rupture generation
since rupture propagation velocities are much faster than tsunami wave veloci-
ties (Williamson et al., 2019).

We model tsunami generation and inundation for points between 34.5°-41°N.
Since we are interested in wave propagation on land, topography and shallow
water bathymetry must be sampled with very fine resolution. Because our mod-



eled domain is quite extensive (7° in latitude and longitude) and we need fine
resolution bathymetry and topography data for coastal regions, we utilize one
coarser bathymetry/topography file for the entire domain and finer scale subre-
gions for the coastal areas of interest to decrease computational cost. We use
SRTM15 with a sampling rate of 15 arcseconds (~450 m pixels) for our overall
bathymetry/topography domain (Tozer et al., 2019). We then stitch together
SRTM1 topographic data (1 arcsecond sampling rate, ~30 m pixels) and 1 arc-
second bathymetry data from the “M7000” data set purchased from the Japan
Hydrographic Association in 8 rectangular segments that extend to 200m below
sea level between 34.5°N and 41°N. We resample these fine segments from 1 to
3 arcseconds as 1 arcsecond was too costly for the tsunami models to run even
with 40 CPUs in hand. To increase efficiency even more, we utilize the adaptive
mesh refinement (AMR) within GeoClaw so as the more complex portions of
tsunami propagation occur and proximity to regions of interest decrease, the
mesh can adaptively become finer. We use 5 different AMR levels that go from
coarsest to finest: 1°, 307, 15”7, and 3”, respectively.
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Figure 2: Tsunami inundation survey of the 2011 Tohoku-oki tsunami from Mori et al. (2012). (a) Map view

Even with these capabilities to increase efficiency, running inundation for over
3,000 points along a region of 7° latitude is costly. Running on 25 threads,
tsunami inundation models took over 4 hours for each to complete. Rather
than running 12,000 tsunami models for the combined three classes, we instead
took a subset of ruptures, totaling 330. These ruptures were chosen at random,
however, we biased adding more ruptures with lower dissimilarities (below D =

50).
3. Results:
3.1 Rupture Modeling and Dissimilarity:

In total, 12,000 ruptures were generated for the three different rupture classes.
Although initial magnitudes ranged from M8.8-9.1, final magnitudes fall be-
tween M8.6-9.4 since we modeled ruptures without magnitude constraint. There

10



is no clear distinction in the final magnitude range between any of the rupture
classes. Rupture dimensions varied, however, due to the confined model domain
to the Minson model, there was a bias of ruptures to slip the entire domain.

For all ruptures, we calculate the dissimilarity between the slip distribution
and the Minson model using the normalized squared metric. The values for all
ruptures are shown in Figure 3a-c, where they are plotted in histograms based
on rupture class. From the histograms, we can split the three classes into two
distinct groups based on their sense of distribution. The trench-creeping class
produces no ruptures below a metric of 35. The distribution has a maximum
around a dissimilarity value of 60. The trench-locking and homogeneous classes,
on the other hand, have a dissimilarity distribution relatively like one another.
The minimum dissimilarity for the two classes is 12 for the trench-locking and
16 for the homogeneous class. To first order, the two classes appear to have
similar rupture dissimilarity distributions, yet there is a bias in the trench-
locking ruptures towards lower values of dissimilarities overall. In comparison to
the trench-creeping class, the homogeneous class has almost 400 ruptures below
the least dissimilar trench-creeping rupture, about 10% of the total homogeneous
ruptures. The trench-locking class, however, has almost 600 ruptures below the
trench-creeping class, or 15%.

From these dissimilarity values, we would like to determine a cutoff value for
ruptures to be considered “Tohoku-like”. The accompanying rupture models in
Figure 3 show three ruptures for each class with varying rupture dissimilarities.
We generally see noticeable differences between ruptures with the lowest dissim-
ilarities (Figure 3 d, g, and j) and the highest dissimilarity (Figure 3 f, i, and
1). Besides the lowest dissimilarity ruptures, it is difficult to confidently distin-
guish just by observation which rupture has the lower dissimilarity in the second
two columns. There is a trend for ruptures below a metric of 35 to have large
slip patches around 38°N and between 10-30km downdip similar to the Minson
model. Because the normalized square metric assesses dissimilarity by a point-
by-point comparison, even if a rupture has a similar asperity size and shape to
the Minson model, if the location of the patch is offset, this will influence the
dissimilarity outcome. This metric is also more heavily affected by larger slip
differences. So, if larger slip patches are not represented or represented in other
areas than the location of the Tohoku large slip patch, this negatively influences
the outcome dissimilarity. As the rupture dissimilarities increase, the variability
in the patterns of slip distribution increases. For instance, some ruptures with
larger dissimilarities do not rupture up-dip and some experience their largest
slip patches farther North or South of the Tohoku slip patch in disagreement
to the Tohoku earthquake. Recall our goal is to determine whether stochastic
modeling can produce “realistic” ruptures. So, we next determine a dissimilarity
threshold that both minimizes variability in synthetic ruptures and contains the
dominant slip distribution of the Tohoku earthquake.
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Figure 3: (a-c) Dissimilarity metric histograms with a bin width of 2.5 for the three rupture classes. (d-f) Ex

3.2 Tsunami Inundation Results:

By modeling tsunami inundations, we can quantify the physical effects of dif-
ferences in the dissimilarity values. For each of the 330 ruptures we model
tsunami propagation and inundation at 3,244 survey points from Mori et al.
(2012). We compare the inundation residual between the modeled points and
the surveyed points using the root mean squared error (RMSE), and we also
look at the percentage of points inundated, regardless of inundation height. It
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is worthwhile to note here that for all 330 ruptures, the RMSE of inundation
has a minimum just below 7m and a maximum just over 10m. There is not a
wide array of RMS values. For all ruptures, the Sanriku coast (between 38°N
and 39°N) has the largest discrepancies between the model and survey. This
region also experienced the largest coastal inundation following the 2011 earth-
quake, with some areas reaching almost 40 meters in amplitude. Inundation
residuals between modeled points and surveyed points have the largest values
in the Sanriku coastal region, likely due to the wider recordings of inundation
values. If we look at residuals based on distance from the coast, we observe on
average the further the inundation point was recorded, the smaller the residual
is (Figure 4c).

Figure 4 shows two example ruptures with differing dissimilarity values and their
tsunami inundation models. The first example is a rupture of dissimilarity value
of around 12. In comparison to the post-event survey, the model inundated 92%
of the 3,244 survey points. The RMSE of the inundation model is just above 7Tm
in relation to the survey. The modeled tsunami residuals for this rupture are
biased towards the positive which represents a larger tsunami than the recorded
tsunami. This suggests that considering both a very low dissimilarity value and
a high percentage of points inundated is a useful heuristic tool for determining
whether a rupture is “Tohoku-like”. In contrast, the second rupture shown has a
dissimilarity much greater than the first, with D =50.65. From inspection of the
slip distribution, we can see that it does not contain a large shallow slip patch
as required by the Minson slip inversion. This rupture rather experiences the
largest slip towards the North of the domain. Its tsunami model only inundates
56% of the survey points, far less than the 92% inundation from the previous
rupture. This rupture does not appear to inundate far inland from the coast
- almost all survey points past 1km do not experience inundation. We can
see from this example that this rupture should not be considered “Tohoku-like”
since it has such a high dissimilarity and fits the inundation data poorly.
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Figure 4: (a) M9.2 rupture model in the trench-locking class. (b) Inundation in meters at each of the survey

If we consider all the ruptures that we performed inundation modeling for, we
can obtain a better sense of the relative importance and threshold for the dissim-
ilarity metric. In Figure 5, the dissimilarity metric is plotted with respect to the
inundation percentage for all three of the rupture classes. Each scatter point
is scaled by the rupture’s RMSE for inundation. There is a clear distinction
between ruptures with high and low dissimilarity values. The points generally
follow a linear path along which the dissimilarity metric decreases, the inunda-
tion percentage increases and the RMSE decreases. So, as the ruptures approach
the top left corner of the plot, the ruptures become more “Tohoku-like”. There is
some variability associated with these metrics, especially in the more moderate
(30-60) dissimilarity values. For instance, for a given dissimilarity value, inunda-
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tion percentage varies almost 40-50%; however, as the dissimilarity percentage
decreases, the degree of variability in all metrics decreases.

To determine a threshold for what we can consider to be a “Tohoku-like” rupture,
we look for dissimilarity values that both maximize the inundation percentage
and minimize the RMSE. From the results, we fit the threshold for what can be
considered a “Tohoku-like” rupture is a dissimilarity of 20. At this threshold,
inundation percentage for all points is over 80%, where there is also the small-
est variation in the distribution of inundation percentages. The RMSE for all
ruptures is consistently under 8m, with an average RMSE of 7.34m, which is
over 1m smaller than the total average. There are 57 trench-locking, 14 homo-
geneous and 0 trench-creeping ruptures that fit this threshold. If we increase
the threshold by 5, we observe 169 trench-locking 68 homogeneous, and still no
trench-creeping ruptures. Although an increase in the threshold of 5 still has a
dominance of ruptures with over 80% inundation and RMSE average of 7.6m,
the range in inundation results begins to widen much greater here (Figure 5).
There is a general consistency in ruptures below a dissimilarity of 20, however,
past 20 a sharper negative trend is present in inundation as the dissimilarity
increases.
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There are some ruptures with almost 100% inundation that also have some of
the largest RMS errors and variable dissimilarity. These ruptures occur in all
the rupture classes, but there is an increased number of them in the trench-
creeping class. These ruptures all have the common characteristic of imposing
large slip patch at 30km downdip from the trench close to the shoreline of the
Sanriku Coast. Although these ruptures experience their dominant slip deeper,
the proximity to the coast and the extent of the maximum slip patches (over
60m on average) generate a large tsunami relatively close to the shore. It is
important to recognize that although the tsunami inundation percentages are
very high (over 95%), they have relatively larger dissimilarity values and very
large RMSE. Even though one metric appeared similar, the combination of all
the three metrics is important to determine the similarity to the real rupture.

It should also be noted that these metrics are not perfect indicators for deter-
mining if these ruptures are “Tohoku-like,” or more broadly, “realistic”. The
distribution of inundation points from the survey are not equally distributed,
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but rather are more densely concentrated along the Sanriku Coast and Sendai
Bay. Here the largest conglomeration of points is present, which may in turn
create a bias in the final RMSE. The tsunami data is used here to help under-
stand the relative differences between dissimilarity values, however, it does not
provide stand-alone weight to determine whether the ruptures are “Tohoku-like”
or not.

3.3 Global ruptures

Now that we have determined that the stochastic modeling approach is able
to replicate the slip distribution from the 2011 Tohoku-Oki event, we are now
concerned with ascertaining whether this holds true for other large ruptures with
varying slip distribution conditions at other subduction zones. Since we have
already proposed a dissimilarity threshold for determining if a rupture can be
considered realistic, we apply this threshold to stochastic models for comparing
other events. The applicability of the threshold is important since ~M9 events
with good inundation surveying and calculated slip inversions are not as readily
available as they are for the 2011 Tohoku-Oki event. Instead, we utilize our
predetermined threshold for other ruptures. Here, we will focus on two different
ruptures: the 1960 M9.3-9.4 Chile and the 2004 M9.2 Sumatra ruptures. Since
we do not have reliable coupling models for either event prior to the ruptures,
we only model them using the homogeneous stochastic modeling approach.

3.3.1 1960 Chile

Following the same approach as the previous rupture, we utilize the finite fault
slip inversion from Ho et al. (2019) (“Ho model”, Figure 6b) and quantify dis-
similarity between calculated ruptures and the Ho model. This model was deter-
mined by jointly inverting tsunami waveforms and local geodetic data obtained
from post-even leveling surveys. The model indicates slip extending along-strike
for over 800km and 150km along-dip. Slip is concentrated in three large slip
asperities, each with a width of about 200-300 km. This event is unique for
many reasons, but most famously for being the largest in instrumental history.

We model 2,500 ruptures in 0.1 magnitude bins between M9.2-9.6. The domain
is constrained between 37-46°S along strike and a down dip limit of 50km. Rup-
tures are placed on the slab model from Rodriguez and Russo (2020) rather than
the Slab2.0 model utilized prior since the latter only reaches to 45°S. The sim-
ple rectangular geometry of the Ho model is first interpolated to the same slab
geometry as the modeled ruptures prior to dissimilarity analysis. We allow rup-
ture dimensions to vary throughout the model domain, as well as allowing the
final magnitude to be unconstrained. The rupture domain is subdivided into
1790 triangular subfaults, with lengths around 10km wide on average. Final
magnitudes vary from M8.9-9.7.
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Figure 6: (a) Dissimilarity histogram distribution with a bin width of 2.5 for the 1960 Chile rupture. Red box

Using the same dissimilarity threshold that we previously determined, there are

stochastic ruptures that can be considered realistic in relation to the Ho model.

Figure 6¢ and 6d show two such ruptures. The first matches the maximum
slip observed in the Ho model well and there appears to be three distinct slip
patches that correlate well with the locations seen in the Ho model. This rupture
has a dissimilarity of 13, which is the lowest in the suite of ruptures. The
next rupture has a slightly higher dissimilarity of 17. Although the maximum
slip observed does not reach over 30m as opposed to the 40m seen in the Ho
model, the dominant slip patches are still relatively well resolved. There are 75
ruptures of the 2,500 total ruptures that fit the threshold. This is an increase
in the percentage of ruptures that fall beneath the dissimilarity threshold in
comparison to the homogeneous class for the Tohoku event (75 compared to 14
ruptures). There are almost 10 times greater ruptures that fit the Chile ruptures
than there are for the Tohoku event.

3.3.1 2004 Sumatra

To model the 2004 Sumatra event, we use as a point of comparison the slip
inversion from Rhie et al. (2007) (“Rhie model”) that is the result of jointly
inverting long period teleseismic data and local geodetic surface displacements
(Figure 7b). This model is subdivided into 6 along-strike segments. One large
slip asperity is in the southern portion of the rupture zone; however, slip extends
almost 1300km along the Nicobar-Andaman Island chain. Although the large
slip asperity reaches almost 40m, the relative size of the asperity is quite small
in relation to the rupture region. This is not only one of the largest recorded
ruptures, but also the spatially largest rupture in instrumental history.

Following from the previous analysis, we model 2,500 ruptures in 0.1 magnitude
bins between M9.0-9.4. Since we do not fix final magnitude, final ruptures are
between M8.8-9.6. We create a triangular subfault mesh from Slab2.0 (Hayes et
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al., 2018) once more to model ruptures on. The model domain extends from 2°N
to 14°N and slip is limited to above 50km down dip, with a total of 1084 subfaults
of around 20-25km in length each. The Rhie model is first interpolated to the
domain geometry and then both ruptures and the Rhie model are interpolated
to a regular grid for the dissimilarity analysis.

Figure 7 shows two examples of rupture models that are considered realistic.
The first rupture (Figure 7c) has a large slip patch of similar magnitude as
the Rhie model and dispersed smaller slip (10m and below) throughout the
rest of the model. The second rupture shown has a slightly larger dissimilarity
value. The rupture is smaller than the Rhie model. Its dominant slip patch
is located further south but close to the Rhie model and has more dispersed
larger slip throughout the model. There are 79 out of the 2,500 ruptures that
have dissimilarity values below the threshold, which is greater than any of the
rupture classes for Japan or Chile. So, even though the Sumatra rupture is
spatially larger and has relatively more dispersed slip throughout, stochastic
modeling is still able to reproduce the rupture well.
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Figure 7: (a) Dissimilarity histogram distribution with a bin width of 2.5 for the 2004 Sumatra rupture. Red

4. Discussion

The three recorded earthquakes chosen for this study are all M9+ events that
each are characterized by a unique coseismic slip distribution. The 2011 Tohoku
rupture experienced near-trench slip over 70m, which had not been seen prior
and was thought to be highly unlikely. The 1960 Chile event is the largest
earthquake that has occurred during instrumental times, with three large slip
asperities throughout the rupture area. Lastly, the 2004 Sumatra event rup-
tured a portion of the Sumatra-Andaman subduction zone over 1,300km long, a
length that had never been observed before. The stochastic modeling approach
can, at least to first order, reproduce realistic ruptures for all the three events
we observed, without using coupling as an a priori constraint. With this in
consideration, the stochastic slip modeling approach does have the capability
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to represent large magnitude ruptures and therefore can be considered a viable
option for certain rupture modeling applications such as probabilistic hazard
analyses.

Small & Melgar (2021) argued that including coupling as a way to inform slip
in the stochastic workflow has the potential to impact the technique’s ability to
create realistic ruptures. The analyses shown here argue that this can be true.
The trench-locking class of Tohoku ruptures produces a greater percentage of
ruptures below the dissimilarity threshold and generally leads to a tsunami
inundation pattern that more closely replicates what was seen in the post-event
survey. Compared to the homogeneous class, the trench-locking class has a
probability of creating a “Tohoku-like” rupture that is 4 times more likely (57
total ruptures compared to 14 in the homogeneous class). Meanwhile for the
trench-creeping class, no ruptures below the desired threshold are produced.
This can be interpreted as the trench-creeping class has less ability to produce
realistic ruptures. While including the “correct” coupling model has generally
positive effects, including the “wrong” model can have very negative effects as
well. So, a key finding in this work is that unless coupling is known with some
certainty, for example, because it was obtained by including offshore geodetic
measurements, it is safer to assume a homogenous distribution.

The drastic difference in the results of the two coupling models highlights the
fundamental difference between them and the key characteristic of the Minson
model. The 2011 Tohoku-Oki rupture was uncharacteristic when it first oc-
curred because of the presence of large slip (~60-80 m) in the shallowest portion
of the megathrust (Lay et al., 2018) (Figure la). In this model, the large slip
asperity occurs below 20km in depth, with slip occurring up to the trench. The
presence of shallow slip here is directly in contrast to the fundamental assump-
tion of the trench-creeping class. Another direct result of the trench-creeping
pattern of coupling is apparent in the tsunami inundation results. At interme-
diate dissimilarity values (35-50), the trench-creeping class has more accurate
inundation results than the other two classes at the same dissimilarity values
(Figure 5). For dissimilarity values where the other classes have inundation per-
centages less than 80%, most of the trench-creeping ruptures are greater than
80% inundated. This discrepancy is due to the location of dominant slip for
the trench-creeping class ruptures. The region of largest slip deficit rate (and
coupling ratio) is present is directly offshore of the Miyagi Prefecture along the
Sanriku Coast (38.2°N). Because of this, the megathrust in this region typically
has the largest slip in the hypothetical ruptures. Although slip occurring here
is at depths greater than 25km, its proximity to the coast with enough ampli-
tude can still create devastating tsunamis. So, even though a given rupture for
the trench-creeping class has a larger dissimilarity value, it may still produce
tsunami amplitudes that are similar to those of the real rupture.

The trench-locking class, on the other hand, is defined by a coupling pattern
that correlates well with the Minson model. The trench-locking class has SDR
accumulating all along the Japan trench, with over 40mm/yr of slip accumula-
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tion occurring in the same location as the dominant slip patch in the Minson
model. Since there are high SDR rates that correlate with areas of high slip
in the Minson model, these areas will have a greater probability of producing
higher slip in the calculated rupture models. When we are modeling ruptures,
if the correct rupture geometry and magnitude are picked from the scaling laws,
the trench-locking class will have the highest probability of reproducing the
ruptures.

By adding the right coupling model, we can more likely produce “Tohoku-like”
or realistic ruptures. This can be very helpful for future hazard studies in that
we may be able to better produce realistic ruptures by including a model for
coupling. However, as we have seen, the impact of choosing one model over the
other produces drastically different results. Determining which coupling model
is a difficult problem as it will require extensive seafloor instrumentation (e.g.,
Yokota et al., 2016). Luckily, the homogeneous class which does not utilize
the coupling pattern still produces realistic ruptures as seen by all three of the
example global earthquakes we calculated dissimilarity for. Although this pro-
duced fewer ruptures under the dissimilarity threshold than the trench-coupling
class, it still has the capability to reproduce the slip models. So, rather than
potentially misrepresenting the pattern of coupling, it is best to utilize the ho-
mogeneous method for stochastic modeling unless there is more certainty in the
pattern of coupling.

Conclusion:

We tested whether the slip distributions calculated using stochastic slip rup-
ture modeling are “realistic” by attempting to reproduce slip distributions that
match what is seen in M9+ events recorded in instrumental time. We first
started with the 2011 M9.1 Tohoku-Oki earthquake and tsunami where we
tested both a stochastic method with a homogeneous background mean model
and a method where slip is informed by an additional interseismic coupling
constraint. We quantified the dissimilarity of slip distribution between the mod-
eled ruptures and a slip inversion for the event. In addition to the slip pattern,
we modeled high resolution tsunami inundation for 330 ruptures and compared
the results to an inundation survey along the eastern coastline of Japan. We
found that both the homogeneous and trench-locking classes could reproduce
the 2011 Tohoku-Oki slip distribution defined by the Minson model and could
model tsunami inundation results matching the post-earthquake tsunami sur-
vey. The trench-creeping class, however, could not produce any ruptures that
qualified as “Tohoku-like,” highlighting the varying effect a coupling constraint
holds on the stochastic methodology. Because of the variable influence that
either coupling model has on the output ruptures, we note that without strong
reason to favor one coupling model over another, coupling should be excluded
from the stochastic slip process to not introduce inaccurate biases. We also
showed that for other great earthquakes such as the 1960 M9.4-9.6 Chile and
2004 M9.1-9.3 Sumatra stochastic slip modeling has the capability to produce
realistic ruptures. So, although the trench-locking class outperformed the ho-
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mogeneous class for the Tohoku earthquake, all three earthquakes studied here
were able to be reproduced using the homogeneous background slip method for
stochastic slip modeling. So, the traditional method for stochastic modeling
is a viable option for further use. To end, we note that by increasing seafloor
GNSS instrumentation at subduction zones, we may remedy the uncertainty of
the coupling patterns in the shallow most portions of subduction zones so we
can utilize the coupling constraint more confidently in future studies.

Data Availability

All synthetic ruptures for the three rupture groups (Tohoku, Chile, and Sumatra)
are available for download on zenodo (DOI 10.5281/zenodo.6348094).
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