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Abstract

In the last decades, the urbanization process and population growth resulted in a substantial increase of water consumption for

agricultural, industrial, and residential purposes. The characterization of the interplay between environmental variables and

water resources plays a critical role for establishing effective water management policies. In this paper, we apply the Canonical

Correlation Analysis (CCA) in a set of climate and hydrological indicators to investigate the behavior of these environmental

variables over time in different geographical regions of California, as well as the relationship among these regions. CCA served

as base to establish a temporal graph that models the relation between the stations over time, and advanced graph visualization

techniques are used to produce patterns that aids in the comprehension of the underlying phenomena. Our results identified

important temporal patterns, such as heterogeneous behavior in the dry season and lower correlation between the stations in

La Niña years. We show that the combination of CCA and visual analytics can assist water experts in the identification of

important climate and hydrological events in different scenarios.
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Abstract16

In the last decades, the urbanization process and population growth resulted in a17

substantial increase of water consumption for agricultural, industrial, and residential pur-18

poses. The characterization of the interplay between environmental variables and wa-19

ter resources plays a critical role for establishing effective water management policies.20

In this paper, we apply the Canonical Correlation Analysis (CCA) in a set of climate21

and hydrological indicators to investigate the behavior of these environmental variables22

over time in different geographical regions of California, as well as the relationship among23

these regions. CCA served as base to establish a temporal graph that models the rela-24

tion between the stations over time, and advanced graph visualization techniques are used25

to produce patterns that aids in the comprehension of the underlying phenomena. Our26

results identified important temporal patterns, such as heterogeneous behavior in the dry27

season and lower correlation between the stations in La Niña years. We show that the28

combination of CCA and visual analytics can assist water experts in the identification29

of important climate and hydrological events in different scenarios.30

1 Introduction31

Water is the one of the most important natural resources, with a significant irreg-32

ular availability distribution around the planet. Several regions experienced in the last33

decades a urbanization process and population growth which resulted in an substantial34

increase of water consumption for agricultural, industrial and residential purposes (Bekchanov35

et al., 2017). The consequent social and economic impacts brought by this consumption36

increasing lead to the urgency in developing effective and sustainable water management37

policies and strategies. That is the case of the California state, located in a mountain38

region in arid and semi-arid climates, in which drought periods frequently occurs. Since39

2012, and specially in 2014-2016, the state witnessed the worst drought in more than a40

century, with low precipitation and extreme high temperatures values (AghaKouchak41

et al., 2015, 2014). The consumed water in this state is mostly from surface sources, and42

comes from Colorado River and lake Oroville via a system of rivers and aqueducts. As43

the largest agricultural producer in the United States by value (Qin & Horvath, 2020),44

and at the same time having the country larger population area (Bureau, 2021), it is cru-45

cial to maintain an effective water management planning in California, as well as to com-46

prehend one of the most extensive and complex water infrastructure system in the world (Stewart47

et al., 2020), in order to grant water distribution in all economic sectors.48

A variety of water related data is collected by several institutions and governmen-49

tal agencies in California, and publicly available in portals such as California Open Data50

Portal1, California Water Data Consortium2, California Water Boards3, among others.51

These data provide information about several climatic and hydrological indicators, such52

as streamflow, precipitation, runoff, mountain snowpack, evapotranspiration and soil mois-53

ture (Chang et al., 2015; Kasiviswanathan & Sudheer, 2016), and are applied in scenar-54

ios such as climate changes analysis (Oo et al., 2020), streamflow (Alipour & Kibler, 2019),55

flood and drought prediction (Ouarda et al., 2001; Forootan et al., 2019), among other56

tasks.57

Canonical correlation analysis (CCA) is a statistical tool for multivariate data anal-58

ysis which investigates relationships among multiple sets of variables. The multivariate59

distributions and analyses of sets of hydrological random variables represent the best ap-60

proach in deriving hydrological relationships of a probabilistic type (RICE, 1972). Sev-61

1 https://data.ca.gov/
2 https://cawaterdata.org/
3 https://www.waterboards.ca.gov/
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eral works can be found applying Canonical correlation for the analysis of climate change62

patterns (Zhang et al., 2020), droughts evolution (Forootan et al., 2019), as well as for63

droughts/flood frequency analysis and estimation (Ouarda et al., 2001), specially in re-64

gional frequency analysis (RFA), to delineate hydrological neighborhoods at ungauged65

sites (Ouali et al., 2016; Desai & Ouarda, 2021). However, most of the works apply CCA66

in a single water related indicator, using or climate or hydrological ones, thus captur-67

ing only one perspective of the scenario. These works also do not consider the tempo-68

ral aspect associated with these indicators, in the sense that they often employ summa-69

rization strategies that may hide important evolution patterns associated with these mea-70

sures.71

In this sense, this paper proposes to apply the Canonical Correlation Analysis (CCA)72

in a set of climate and hydrological indicators to investigate the relationship among these73

indicators and among different geographical regions of California, as well as how these74

relationships behave over time. Our study employs 17 hydrological and climate variables,75

daily collected over 40 years from over 130 stream gauging stations in California, mea-76

suring CCA in each day to verify similar behavior among them. We believe that employ-77

ing a set of distinct indicators combines information from complementary aspects related78

to water availability and distribution, which may capture particular aspects from differ-79

ent geographic regions and thus improve the scenario comprehension by water manage-80

ment experts when making decisions.81

However, the amount of data generated from daily measurements over 40 years is82

huge. So, in this paper we propose to model the relationship between gauge stations us-83

ing temporal graphs. Each station is represented by a graph node, and the graph edges84

connecting two stations represent statistical significant CCA values regarding their be-85

havior. Then, we employ a set of temporal graph visualization strategies proposed in (Linhares86

et al., 2017) to support an interactive visual analysis. By exploring the number and dis-87

tribution of edges in each timestamp, this visualization strategy is able to reveal strate-88

gic temporal patterns which may represent seasonal and abnormal events, as well as struc-89

tural patterns associated with geographical locations, such as similar behavior associ-90

ated with geographical distances. We believe that CCA coupled with a temporal graph91

visual analytics strategy is a potential tool for providing a simple yet effective analysis92

of geographical locations behavior regarding water related indicators. This analysis can93

provide a better comprehension of the water scenario in California, and foster the cre-94

ation and application of private and/or government policies which grant an efficient wa-95

ter management and help to better forecast extreme periods, mitigating their social and96

economic effects.97

Our contributions are listed as follows:98

• Application of Canonical Correlation Analysis in climate and hydrological indi-99

cators to identify similarities among geographic locations in California;100

• A visual analysis strategy to: (i) Support and enhance the CCA analysis over dif-101

ferent geographic California regions; (ii) Explore the evolution of CCA analysis102

results over time;103

• A detailed discussion of the results obtained with the proposed approach, focus-104

ing on guiding water management experts in their decision making process.105

The following sections describe related work, our approach to calculate the CCA106

and visually explore the results, as well as the discussion of the results of applying the107

proposed strategy to California scenario.108
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2 Related Work109

In this section we discuss the related works that uses CCA or graph modeling in110

the study of water resources. We also present a brief description of visual analysis of tem-111

poral graphs.112

2.1 Canonical correlation analysis113

The analysis and comprehension of how water related indicators behave in differ-114

ent scenarios is important to guide the creation of policies aiming to grant water avail-115

ability for citizens, as well as in predicting the occurrence of natural disasters, mitigat-116

ing its negative effects, among other tasks. Several water related analysis strategies can117

be found in the literature, focused in a variety of research topics which include climate118

changes (AghaKouchak et al., 2014; Stewart et al., 2020), droughts/flooding analysis (AghaKouchak119

et al., 2015; Papaioannou et al., 2015; Vicente-Serrano et al., 2018), water management (Lund120

et al., 2018; Kamienski et al., 2019) or streamflow prediction (Li et al., 2018; Alipour &121

Kibler, 2019; Meng et al., 2019). These works use different water indicators as input for122

different computational strategies, in order to reveal interesting patterns to water ex-123

perts and assist their decision making. In this sense, Canonical correlation analysis (CCA)124

in multivariate statistics can be useful to highlight the interrelations that may exist be-125

tween two groups of variables by providing the general theoretical framework for the tech-126

niques of factorial discriminant analysis, multivariate regression and correspondence anal-127

ysis (Ouarda et al., 2001).128

A variety of works employ CCA in water related research, such as the analysis of129

multi predictor-rainfall relationships (Tukimat et al., 2019). They showed that the CCA130

is sufficient to show the predictors’ capability and reliability based on the percentages131

of variance. In (Zhang et al., 2020), CCA is applied to link all the hydrological variables132

to El Niño Southern Oscillation (ENSO) Index through SST to identify the implicit re-133

lationship between the hydrological cycle on land and ENSO, based on the fact that pre-134

cipitation’ changes on land and ocean is related to Sea Surface Temperature (SST).135

To study the correlation structure between two sets of variables represented by wa-136

tershed characteristics and flood peak in a regional flood frequency analysis, CCA is used137

to determine the homogeneous hydrologic neighborhoods (Ouarda et al., 2001). Also for138

flood-risk management, Aguilar et al. (Schanze, 2006) used CCA to find the correlation139

between the prioritized variables that have an important role in dams operation with the140

precipitation intensities and flow rates during hurricanes in the Mexican coast. Desai et141

al. (Desai & Ouarda, 2021), used CCA to select the optimal hydrological neighborhoods142

for each hydrometric site located in the southern part of the province of Quebec, Canada.143

After selecting the optimal sites, multiple regression models, including non-linear/non-144

parametric methods and Artificial Neural Network (ANN) were used for regional flood145

estimation. Finally, a comparison between different methods for regional flood estima-146

tion, based on multiple regression models on data from the Balsas, Lerma and The Pánuco147

River Basins located in Mexico, showed that CCA-based estimations outperformed other148

techniques in identification of the exploratory tropical climate variables (Ouarda et al.,149

2008).150

We use CCA to delineate homogeneous California watershed stations taking into151

account different sets of hydrological and climatic variables that are explained in Sec-152

tion 3.1.153

2.2 Graph modeling154

In recent years, several studies concentrated on the use of graphs modeling for wa-155

ter related research, specially for analysis of precipitation and streamflow dynamics. In156

this section, we briefly review some of these proposals, focusing on how the graphs are157

–4–



manuscript submitted to Water Resources Research

built and how the data were analyzed. Some of the works described in this section use158

the terminology from the complex network theory in their text. However, here we will159

employ the term graphs instead of networks for all papers.160

(Sivakumar & Woldemeskel, 2014) used graph modeling to examine the connec-161

tions in streamflow dynamics. Monthly streamflow data were collected over a period of162

52 years from a large network of 639 monitoring stations in the United States (US). Each163

station is a node in the graph and the connections between the nodes are defined using164

a threshold on the linear cross-correlation streamflow values between stations.165

In (Sivakumar & Woldemeskel, 2015), the authors analyzed monthly rainfall data166

recorded over a period of 68 years (1940-2007) at 230 rain gauge stations across Australia.167

Each station was represented by a node in the graph and the connections were estab-168

lished by analyzing the correlation between the nodes based on rainfall data. A corre-169

lation threshold is considered to identify the neighbors and clustering coefficient and de-170

gree distribution are used to analyze the network.171

In the work by (Halverson & Fleming, 2015), a total of 127 hydrometric stations172

on the Canadian west coast from 2000–2009 was selected. Each station is considered a173

node and the links are generated based on a threshold on the correlation coefficient com-174

puted from the stations’ streamflow data. They analyzed the community structure and175

betweenness of the graph.176

Graph modeling was used by (Xu et al., 2020) to investigate the spatial connec-177

tions and architecture of precipitation networks in the Yellow River Basin in China. The178

graph is built considering 379 stations as nodes and links are defined by correlation co-179

efficients computed from rainfall data during a period of 56 years (1956-2012).180

(Braga et al., 2016) investigate the dynamics of river flows by mapping daily time181

series from 141 different measuring stations of 53 Brazilian rivers from the period of 1931–182

2012. For each year, a graph is constructed using horizontal visibility graph approach.183

They analyzed the degree distribution and clustering coefficient of the 81 networks to184

study the evolution of flow fluctuation. Horizontal visibility graphs were also employed185

by (Serinaldi & Kilsby, 2016) in the analysis of the dynamics of streamflow fluctuations186

in the continental US. They used a data set consisting of 699 daily time series from 743187

gage stations spanning up to 114 years.188

In (Fang et al., 2017), the authors use the concept of community structure in graphs189

to classify catchments of the Mississippi river basin in the US. A community in this con-190

text is a group of individuals that connect more among themselves than to other groups.191

To construct the network, they use daily streamflow data from a network of 1663 gaug-192

ing stations from 2008 to 2013. Six community structure methods were evaluated and193

have shown a high degree of consistency between them. They have shown that the cor-194

relation threshold influences the size and number of communities found. A similar ap-195

proach using community structure was used in the analysis of US and Australian basins196

in the work by (Tumiran & Sivakumar, 2021).197

In (Han et al., 2018), the temporal dynamics of streamflow are analyzed using graphs198

measures as degree centrality, clustering coefficient, and degree distribution. Each node199

here represents an year, and consists of a time series of (365 daily) streamflow values over200

a period of 151 years (1862-2013) from the Mississippi River basin.201

(Yasmin & Sivakumar, 2018) proposed a different approach to construct the net-202

work that employs coupled phase space reconstruction for examining the temporal con-203

nections in streamflow data from each of 639 stations across the contiguous US. In an-204

other study, (Yasmin & Sivakumar, 2020) also examined clustering properties of the tem-205

poral dynamics of streamflow using the same coupled phase space reconstruction–network.206

–5–
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In (Agarwal et al., 2020), rainfall event series in 1229 stations across Germany are207

compared with each other using event synchronization. The employed data covers 110208

years at a daily resolution from the period of 1901-2010. If two stations are significantly209

synchronized, a link between them is established. The authors proceed the analysis us-210

ing several network measurements.211

In summary, the proposals discussed in this section use different approaches to build212

the graphs and analyze the water related phenomena. Although temporal features were213

considered in the definitions of the graphs (especially to decide the links between the nodes),214

none of these works has modeled the underlying phenomena as a temporal graph. In ad-215

dition, only few hydrological and climate variables are considered in each analysis, and216

most of the works concentrate in the analysis of only one feature (e.g. streamflow data,217

rainfall events). Finally, although several figures and maps are shown in these papers,218

most of these graphical elements are used only to map the features to the geographical219

location of the events. There is no deep visual analysis of the derived graphs, restrict-220

ing the analysis to traditional graph measurements. The area of Information Visualiza-221

tion provides several methods and tools for graph visualization and analysis, and it can222

provide, by means of visual analysis, new insights for the phenomenon under study. In223

the next section we discuss about some of these methods.224

2.3 Visual analysis of temporal graphs225

Visualization techniques allow users to gain insights, generate knowledge, find pat-226

terns, trends, and anomalies in the data that were usually not expected. Moreover, graph227

visualization allows finding different structural, topological and temporal behaviors in228

the data, such as group formation and graph evolution, while preserving the user’s men-229

tal map. We follow the visualization mantra of “Overview first, zoom, details on demand”,230

which lead us to discoveries in global and local perspectives (Shneiderman, 1996). To231

gain insights and ideas that lead to global discoveries, we analyze the data in overview232

representations. With the use of interactive tools, we can identify more local patterns233

and investigate in external sources how to interpret them, speeding up the analysis pro-234

cess and generating more reliability in the results.235

There are several visualization strategies to visualize temporal graphs. We use the236

Dynamic Network Visualization (DyNetVis) software in our analysis, which is freely avail-237

able interactive software that contains several state-of-the-art techniques for temporal238

visualization (Linhares et al., 2017, 2020). DyNetVis provides four types of visualiza-239

tion techniques: structural (node-link diagram), temporal (TAM – Temporal Activity240

Map), matrix, and community layouts. It offers several state-of-the-art methods to in-241

teract with each of these layouts.242

3 Methodology243

In this paper, we propose a novel methodology for the analysis of water resources244

based on CCA and visual analytics. The methodology consists of four major steps, il-245

lustrated in Figure 1: (i) collect a set of climate and hydrological indicators over time246

from stations located in different geographical regions of California; (ii) compute the Canon-247

ical Correlation Analysis (CCA) between the collected indicators; (iii) based on CCA re-248

sults, establish a temporal graph to model the relation between the stations; and (iv)249

perform a visual analysis using graph visualization strategies to identify temporal pat-250

terns between the stations. The following sections describe the details of each step.251

3.1 Data Collection252

For the analysis, we employ 17 hydrologic and climatic features; streamflow, which253

is one of the essential hydrological features, a group of primary climate variables: max-254
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17 hydrologic and 
climatic features

Canonical Correlation Analysis

Temporal Graph Construction

streamflow
temperature
precipitation 
accumulation
shortwave
radiation 
wind-velocity
humidity 
etc.

Visual Analytics using 
Temporal Activity Map

Data Collection

Figure 1. Major steps of the methodology used to analyse the relationship between water

resource stations.
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imum temperature, minimum temperature, precipitation accumulation, downward sur-255

face shortwave radiation, wind-velocity, humidity (maximum and minimum relative hu-256

midity and specific humidity; a group of derived variables: Reference evapotranspiration257

(ASCE Penman-Montieth), Energy Release Component, Burning Index, 100-hour and258

1000-hour dead fuel moisture and mean vapor pressure deficit. Daily streamflow data259

is extracted from USGS using the dataRetrieval R package (DeCicco & Hirsch, 2016).260

The daily data is the average of streamflow values for the same day that has been cal-261

culated by USGS (California Water Data Maintainer, 2021-05-13). Other climatic fea-262

tures have been derived from The climatology lab from the University of Idaho (Abatzoglou263

J. et al., 2017).264

First, the daily streamflow dataset for all the stations was retrieved. The ones with265

at least 80% daily streamflow data available from Oct 1979 to Sept 2019 were chosen to266

be considered for further analysis. At this step, we had over 300 streamflow stations, di-267

vided in reference stations, which are non-human-impacted stations, and non-reference268

stations, which are the ones that have been human-impacted, either by building a dam,269

agriculture field, or urban area. The locations information, such as coordinates and whether270

they are reference or non-reference, were extracted from the GAGES-II dataset given in271

USGS (Falcone, 2011).272

The other variables extracted from the climatology lab were chosen from a grid-273

MET dataset with average daily values for 4km square areas. For our analysis, we di-274

vided the experiments in two parts. First, we picked a sample of 15 stations containing275

both reference and non-reference stations from different California hidrological regions.276

For our second analysis, we picked all the 131 reference stations.277

For each of the hydrologic and climatic features, we have standardized the daily278

values throughout the 40 years as it is the form required for CCA. As explained in (Uurtio279

et al., 2017), the variables, which in this case is a vector of length 17 for each station,280

are assumed to be jointly sampled from a multivariate normal distribution (each station281

has its own multivariate normal distribution) – we used z-score normalization for this282

task.283

3.2 Canonical Correlation Analysis284

Calculation details: use of time series comprising all years, sampling strategy, group-285

ing strategy, etc.286

We follow the notation of (Uurtio et al., 2017) to describe this two-view multivari-287

ate statistical method, and divide the features of the variable into two sections which we288

call views. We denote two views a and b with two matrices Xa and Xb having dimen-289

sions n×p and n×q respectively. The rows of those matrices show measurements for290

multivariate observations, which are assumed to be jointly sampled from a multivariate291

normal distribution. In this method, using some linear transformations, we try to find292

linear relations between variables of Xa and Xb. We use Xa ∈ Rn×p and Xb ∈ Rn×q293

as the linear transformations of positions wa ∈ Rp and wb ∈ Rq. As a result, we get294

their images za and zb in Rn. In order to compute CCA, the angle θ ∈ [0, π2 ] between295

za and zb must be minimized. This is equivalent to maximizing the cosine of the angle.296

In this case, the cosine of θ is equal to dot product of za and zb, since they are already297

mapped into an n-dimensional unit ball and ||za|| = ||zb|| = 1. The cosine of the an-298

gle is called the first canonical correlation, which is the only canonical correlation we con-299

sider in our study.300

Let r = 1, · · · , q where p > q. The first r canonical correlation values can be found
by recursively finding the next minimum enclosing angle. The general formula for canon-
ical correlation values is

cos θr = max
za,zb∈Rn

< zra, z
r
b >,
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||zra||2 = 1 ||zrb ||2 = 1

< zra, z
j
b >= 0 < zrb , z

j
b >= 0,

∀j 6= r : j, r = 1, · · · ,min(p, q).

For solving CCA in Xawa = za and Xbwb = zb, the standard method of Singu-
lar Value Decomposition (SVD) is used. CCA can also be considered as a dimension-
ality reduction technique. One of the ways to determine the relevant number of positions
or canonical correlation values is by applying statistical significance tests. In our case,
we used the Bartlett-Lawley test to determine if the first canonical correlation is rele-
vant or not. The statistical significance conveys the importance of the detected pattern.
In fact, the statistical significance tests of canonical correlation values evaluate whether
the obtained pattern can be considered to occur non-randomly (Uurtio et al., 2017). The
sequential test procedure of Bartlett (Bartlett, 1938) determines the number of statis-
tically significant canonical correlation values in the data. In fact, the hypothesis tested
is

H0 : min(p, q) = k against H1 : min(p, q) > k,

in which k = 0, 1, · · · , p and p < q. The number of statistically significant canonical
correlation values will be considered k if the null hypothesis H0 : min(p, q) = j is re-
jected for j = 0, 1, · · · , k − 1 but accepted for H1 : min(p, q) > k − 1. Bartlett-Lawley
statistic is used for the test

Lk = −(n− k − 1

2
(p+ q + 1) +

k∑
j=1

r−2j ) ln(

min(p,q)∏
j=k+1

(1− r2j )).

Here rj is the j′th canonical correlation. The asymptotic null distribution of Lk is the301

χ2 with (p− k)(q − k) degrees of freedom. First, we check to see if no canonical rela-302

tions exist between two views and then continue with more. In our case, we only checked303

the first step of the sequential test to see if the pattern detected by CCA was statisti-304

cally significant or not, and we did not continue to check the rest of the sequential pro-305

cess. We follow this procedure because we only want to see if the pattern detected from306

CCA is non-random to consider those stations connected in the corresponding graph.307

Thus, if there is at least one statistically significant canonical correlation, we would ac-308

cept that the pattern detected is not random, and consider those two stations to have309

similar behavior.310

3.3 Temporal Graph Construction311

We have made two groups of graph experiments. First, a small experiment using
a 15-node graph corresponding to 15 reference stations (see Fig. 3), and a second exper-
iment with 131 node graph corresponding to all the reference stations (131 reference sta-
tions in total). Here are how the nodes are connected. We denote the two stations (nodes)
with X and Y in this way

X = &


x1
x2
.
.
.
x18

 , Y = &


y1
y2
.
.
.
y18


where xi shows the i’th hydrological/climatic feature for station X and yi shows the same312

for station Y. Canonical correlation values using all the values for each month of each313

year has been calculated. Two nodes are connected if they pass the hypothesis test of314

Bartlett-Lawley, as explained in Section 3.2. In this case, if the p-value for the χ2 dis-315

tribution is less than 0.05, we consider that it has passed the hypothesis test. If they pass316
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the hypothesis test, they have a statistically significant canonical correlation and, there-317

fore, have similar hydrological and climatic patterns. So we connect those two stations318

(nodes) by an edge. For each month of each year (479 months in total), canonical cor-319

relation values between each pair of 15 stations have been calculated. The same method320

is used for a larger graph, including all 131 reference stations.321

3.4 Visual Analytics322

Using Canonical Correlation Analysis, we produce a graphical structure with sta-323

tions as nodes and edges showing similarities between hydrological/climatic features of324

the stations. In order to better comprehend, analyze and find the underlying patterns325

in the graphical structure, we employ recent visualization techniques available in DyNetVis326

(Linhares et al., 2017).327

Among the available techniques, we used the node-link diagram (also called struc-328

tural layout) to represent the structure and relation of the canonical network (Fig. 2(a)).329

This representation maps the nodes (stations) as circular shapes and edges (related sta-330

tions) as straight lines. To represent the temporal evolution and the node correlation (ac-331

tivity), we use the Temporal Activity Map (TAM), which is a matrix-based layout that332

represents the nodes in the rows and timestamps in the columns (Linhares et al., 2017).333

As illustrated in Fig. 2(b), each square of the TAM layout is mapped using a different334

color, that represents the low (blue) or high (yellow) correlation between stations of the335

watersheds. White squares represents no activity during that time period, i.e. no sig-336

nificant correlation between the respective stations. To organize the nodes in TAM, we337

use the Community-based Node Ordering (CNO), wherein the nodes are approximated338

and grouped according to the community relationships among the elements (Linhares339

et al., 2019). This layout is used to identify the stations state changes over time (rep-340

resented by a color scale), and also group then into communities with similar correla-341

tion pattern.342

Timestamp

N
o

d
e

s

1 2 3

A

B

C

D

E

(a) (b)41 2 3

Timestamp 1 Timestamp 2 Timestamp 3

A

B

C

D

E
A

B

C

D

E
A

B

C

D

E

Figure 2. Visual representations used to represent the canonical correlation of the watershed

stations: (a) node-link diagram and (b) Temporal Activity Map (TAM). The node-link diagram

was divided into three timestamps and the respective timestamps are also shown in the TAM

layout. Each node represent a station and the colors represent the correlation level of the station,

which varies from blue (low) to yellow (high). In this example we can verify that station A has

the highest correlation with other stations over time. Also, in Timestamp 3, nodes B–E show low

correlation.
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4 Results and Discussion343

We applied the proposed methodology for two groups: (i) 15-node graph correspond-344

ing to 15 reference stations, and (ii) 131-node graph, considering all stations.345

4.1 15-stations graph346

1

2,3,4 5

6,7,8

9

10

11
12

13

14

15

Station ID Mapped ID

10257600 1

11141280 15

11120500 13

11098000 11

10343500 9

10336660 7

10259200 5

10258500 3

610336645

10258000 2

10259000 4

10336676 8

11015000 10

11111500 12

11124500 14

Figure 3. Reference stations that compose our 15-stations graph. To improve the readability

of some figures in this section, we will refer to these stations using a small incremental ID instead

of the original station ID.

Fig. 3 shows the reference stations considered in our graph. To improve the read-347

ability of some figures in this section, we refer to these stations using a small incremen-348

tal ID instead of the original station ID, as depicted in the figure. Different patterns re-349

garding the correlation between stations may be observed when analyzing its evolution350

throughout the almost 40 years of collected data (1980 to 2018). We can see, for instance,351

a great discrepancy when analyzing different months of the year. There is a high cor-352

relation among almost all stations in the first four or five months in most of the years,353

as shown in Fig. 4, in a period that is often associated with high precipitation and stream-354

flow values. On the other hand, there is low or no correlation in particular months, es-355

pecially in the dry season, e.g. middle months of 1985 and 2010 in Fig. 4. Although low356

or no correlation in middle months can be perceived in most of the years, in some of them357

this period is extended or transferred to the fourth trimester, as shown in Fig. 4 for 1990358

and 2000.359

As mentioned, the degree of correlation involving different stations varies a lot over360

time, from moments with high correlation to moments with no correlation at all. Fig-361

ure 5 shows a set of consecutive years (from 1997-2002), highlighting a station (id 12)362

that correlates with no other station in this entire period.363

Despite no correlations involving station 12 are noticed from middle/1997 to mid-364

dle/2002, station 14 is the one that presents the lowest correlation overall (Figure 6). When365

analyzing all years’ data, one notice that this station ends up eventually correlating with366
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Figure 4. TAM layout for the 15-stations graph. Blue and yellow nodes indicate low and high

correlation, respectively. Stations’ ids omitted. As illustrated, each column (vertical line) in a

year (matrix) corresponds to a month.

1997 20001999 200220011998

12

HighLow

Figure 5. TAM layout for the 15-stations graph highlighting the absence of station 12 be-

tween 1997 and 2002, which indicates no correlation involving this station in the represented

period. Blue and yellow nodes indicate low and high correlations, respectively.

all the others (Figure 6(a)), even though it has no correlation at all in almost half of the367

time (notice the absence of this station in several months of the years in Figure 6(b)).368

1980 1981 1982 1983 1984 1985 1986

1987 1988 1989 2010 2011 2012

2013 2014 2015 2016 2017 2018

...

5
2

9

11

10

12

8

157

4

3

6

13

1

14

(a)

HighLow

(b)

14

14

Figure 6. Node-link diagram and TAM layout for the 15-stations graph highlighting the node

activity from node 14, which represents the node with the lowest activity among others.

The obtained results can also be related to climatic trends, as in the case of La Niña,369

an event that affects water levels. It is caused by the ocean surface cooling in the cen-370
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tral and eastern tropical Pacific Ocean, leading to dry winters in Southern California.371

according to (Null, 2018), strong La Niña events occurred in 1988-1989, 1999-2000, 2007-372

2008, 2010-2011, and a moderate event occurred in 2011-2012. In Fig. 7, we notice the373

same years having more blue colors in the corresponding graph, showing fewer similar-374

ities between stations. The graph confirms La Niña events causing dry winters only for375

southern California. Different patterns in northern and southern California are appar-376

ent in the graphs by more blue pixels in the corresponding years. According to377

HighLow
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1991
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2001
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2012

2002

1993
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2013

2003

1994

1984

2014

2004

1995

1985

2015

2005

1996

1986

2016

2006

1997

1987

2017

1998

20182010

2000

2011

2007

1988

2008

1999

1989

2009

Figure 7. TAM layout for 15-stations graph. La Niña years (1988, 1989, 1999, 2000, 2007,

2008) have more blue pixels indicating less similarities (correlation) between different stations.

This is caused by northern and southern regions having different patterns. Strong La Niña years

are highlighted in bold.

According to Allan and Komar (Allan & Komar, 2002), in 1999 the Pacific North-378

west witnessed successive El Niño and La Niña winters. As a result, between 1999 and379

2000 the storms offshore from the Pacific Northwest generated waves that exceeded 33380

feet, which increased the water levels and caused substantial coastal erosion. As can be381

seen in Figure 8, the average streamflow difference between 1999-2000 and previous years382

between January to April is higher in the north of California (e.g. stations no.6-9), ap-383

prox. 0.50–0.90) than in the south of California (e.g. stations no.1-5 & 10), less than 0.10.384

The number of stations whose streamflow difference from previous years is less than 0.10385

is greater in January when compared to July. Our Dynetvis visualization method shows386

there are higher strength of association between canonical variates (linear combination387

of variables) of stations in January to April based on the Canonical Correlation Coef-388

ficient measures. It means that climate and hydrological variables show higher correla-389

tions in January compared to July in 2000, and demonstrates how employing only stream-390

flow values in the analysis of this scenario may hide interesting patterns produced by other391

variables. Our layout applied to a combination of variables is able to show patterns re-392

lated to a broader range of aspects, which may better guide the analysts into a more cri-393

terious investigation.394
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According to NOAA results, the La Niña Winter of 1999-2000 was the warmest win-395

ter on record since 1900 in the southeastern United States and a colder winter from the396

Pacific Northwest to the Great Lakes. Therefore, the sea surface temperatures in the trop-397

ical Pacific fell below normal. La Niña caused an increasing in the precipitation in the398

Pacific Northwest and below normal precipitation in the Southern California.399

Because of the lack of research addressing the effects of La Niña on winter temper-400

atures, drawing a conclusion based only in these observations is rather complex. How-401

ever, some studies show (Pierce, 2005) that a strong and intense La Niña can cause a402

below normal temperatures across most of the California state. Also this phase is char-403

acterized by above-average precipitation in the pacific Northwest and far Northern Cal-404

ifornia and below-average precipitation in Southern California.405

Figure 8. Monthly changes of streamflow in 2000 La Niña

4.2 131-stations graph406

We have focused so far on local behaviors involving a small sample of stations. Now,407

we aim at identifying global patterns that can be noticed when analyzing different wa-408

tersheds and geographical regions. For this purpose, we consider a set of 131 stations be-409

longing to different watersheds.410

As discussed in Section 2.2, community detection is an important and widely adopted411

strategy that allows the identification of meaningful groups of nodes on a given graph.412

In the context of this paper, this strategy is used to group watersheds and stations with413

similar overall behaviors. As illustrated in Fig. 9(a), three communities are obtained af-414
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ter applying Louvain (Blondel et al., 2008) community detection algorithm on the ag-415

gregated graph, thus considering the entire observation period at once to focus on over-416

all patterns. By comparing the detected communities (Fig. 9(a)) with the actual water-417

sheds (Fig. 9(b)), we can extract two relevant information. First, each community spreads418

over different geographical regions and is composed of stations belonging to various wa-419

tersheds. As a consequence, we can notice stations with overall similar behavior geograph-420

ically far from each other. Second, particular watersheds may contain stations catego-421

rized into different communities, so we can also observe stations with different overall422

behavior geographically near to each other.423

Even though characteristics of specific periods of time may greatly affect tempo-424

ral behaviors, as we will discuss later, geographical proximity is not mandatory for hav-425

ing similar behavior when considering the entire observation period.426

(a) (b)

1 2 3Communities 1 2 3 4 5 6 7 8 9 1110 11 12Watersheds

Figure 9. Geographical positioning of the 131 stations. Stations colored according to (a) com-

munities, (b) watersheds. There are 56 stations in community C1 (blue), 49 in C2 (green), and 26

in C3 (red).

Figure 10 shows a TAM layout reorganized such that (i) the same months of dif-427

ferent years are grouped, and (ii) the stations are grouped according to the underlying428

graph community structure detected by Louvain. Communities C1, C2, and C3 refer to429

the blue, green, and red communities from Fig. 9, respectively. By analyzing this TAM430

layout, we can now generalize the perception that Jan-Apr and Nov-Dec are the months431

with the highest correlation degrees, while Jun-Sept are those with the lowest degrees.432

In this latter period, it is also possible to identify several stations with low correlation433

– mainly concentrated in C1 –, and several stations with no correlation at all – mainly434

spread over C2 and C3.435

Fig. 11 presents an analogous TAM layout, but now grouping the stations accord-436

ing to the associated watersheds. For almost all watersheds, variations over time in the437

degree of correlation among their stations follow the expected behavior, varying accord-438

ing to the characteristics of the season (see, e.g., watersheds W1 and W2). One excep-439

tion, however, occurs with watershed W3: if we consider July and August of all years,440

we notice a correlation in only 13 months. Despite belonging to the same watershed and441
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HighLow

DecNovOctSepAugJulJan Feb Mar Apr May Jun

C3

C2

C1

Figure 10. TAM layout for the 131-stations graph, considering all years. Communities C1,

C2, and C3 are the same as those from Fig. 9(a). Blue and yellow nodes indicate low and high

correlation, respectively.

being relatively close to each other, these locations are poorly correlated during this pe-442

riod of the year. Additionally, Fig. 11 shows that locations in watersheds W1 and W2443

are more correlated then locations in W3. When comparing the two maps from Fig. 9,444

one sees that all stations from W1 are in C1, as well as the majority of stations from W2,445

which may justify this behavior. Stations from W3 are however split into C2 and C3,446

representing a heterogeneous watershed, and that is reflected in the poor correlation ob-447

served among its stations.448

DecNovOctSepAugJulJan Feb Mar Apr May Jun

W3

W2

W1

HighLow

Figure 11. TAM layout for the 131-stations graph. Watersheds W1, W2, and W3 are the

same as those from Fig. 9(b). Blue and yellow nodes indicate low and high correlation, respec-

tively.

5 Conclusion449

In this paper we applied Canonical Correlation Analysis (CCA) in a combination450

of climate and hydrological indicators to investigate behavior relationships among Cal-451

ifornia water stations over time. Our analysis was supported by a set of temporal graph452

visualization approaches that provided means to explore temporal and structural aspects453

of these relationships, including the concentration of the analysis in specific time peri-454

ods, or considering specific geographical regions.455

Most of the related works employ a single variable, or a single category of variables456

to perform the analysis, and our experiments showed that such strategy may hide spe-457

cific patterns and limit the comprehension of specific phenomena and their impacts. In458

this sense, our decision to apply CCA in this novel combination of climate and hydro-459

logical variables provided a broader view of multiple natural aspects and a better com-460
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prehension of the scenario. In addition, the layouts produced by the employed visual strate-461

gies provided an effective view of the CCA distribution over the regions and over time.462

We were able to notice general patterns, such as a discrepant behavior in specific months/years,463

including a significant heterogeneous behavior in the dry season, represented by low cor-464

relation values among the stations in these period. We could also identify stations with465

few or no correlation, representing regions with peculiar behavior. In this sense, our strat-466

egy is capable of guiding experts in make a deeper investigation in these stations, as it467

can represent abnormal natural events related or not to human intervention, or even rep-468

resent stations in which the collection process was wrongly performed. We have found469

no significant correlation between the stations geographical location and their behavior,470

but we could notice that in general the stations located in a specific watershed present471

homogeneous behavior, and each watershed present a particular behavior over time, al-472

though they present similarities among each other. Although we were not able to jus-473

tify all the produced patterns, we believe they may guide water experts into a more care-474

ful investigation.475

We were able to identify some limitations in the data collection, as well as in our476

proposed analysis strategy. The data collected from the stations is deficient for some lo-477

cations, due to stations technical issues and/or malfunctions, which resulted in missing478

data for some of them, and for some time periods. Although we considered only a sub-479

set of reference stations, this deficiency may influence the results of this analysis, spe-480

cially if the aim is to investigate human intervention effects. We also considered the en-481

tire time period to compute the communities, which may hide behavior evolution pat-482

terns related to specific time periods and influence the communities identification. We483

intend to employ time windows to capture these localized behavior and enhance the anal-484

ysis.485

For future work, besides addressing the aforementioned limitations, it would be in-486

teresting to apply this analysis to other geographical regions, in order to identify spe-487

cific behaviors. It would be also good to perform user experiments with water experts488

and managers, in order to collect feedback regarding other interesting behavior patterns,489

as well as possible modifications in the analysis process to enhance these and other find-490

ings.491

6 Open Research492

The network data used for all visualization in the study are available at https://493

www.dynetvis.com/datasets. The software used for analysis and visualization of the494

networks is freely available at https://www.dynetvis.com. DyNetVis website started495

in 2017 and it is a constant update to include new features (Linhares et al., 2020). The496

software is developed openly at https://github.com/travencolo/DyNetVis497
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