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Abstract

Discretized numerical models of the atmosphere are usually intended to faithfully represent an underlying set of continuous

equations, but this necessary condition is violated sometimes by subtle pathologies that have crept into the discretized equations.

Such pathologies can introduce undesirable artifacts, such as sawtooth noise, into the model solutions. The presence of these

pathologies can be detected by numerical convergence testing. This study employs convergence testing to verify the discretization

of the Cloud Layers Unified By Binormals (CLUBB) model of clouds and turbulence. That convergence testing identifies

two aspects of CLUBB’s equation set that contribute to undesirable noise in the solutions. First, numerical limiters (i.e.

clipping) used by CLUBB introduce discontinuities or slope discontinuities in model fields. Second, this noise can be amplified

by an advective term in CLUBB’s background diffusion. Smoothing the limiters and removing the advective component of

the background diffusion reduces the noise and restores the expected first-order convergence in CLUBB’s solutions. These

model reformulations improve the results at coarser, near-operational grid spacing and time step in cumulus cloud and dry

turbulence tests. In addition, convergence testing is proved to be a valuable tool for detecting pathologies, including unintended

discontinuities and grid dependence, in the model equation set.
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Abstract18

Discretized numerical models of the atmosphere are usually intended to faithfully rep-19

resent an underlying set of continuous equations, but this necessary condition is violated20

sometimes by subtle pathologies that have crept into the discretized equations. Such patholo-21

gies can introduce undesirable artifacts, such as sawtooth noise, into the model solutions.22

The presence of these pathologies can be detected by numerical convergence testing. This23

study employs convergence testing to verify the discretization of the Cloud Layers Uni-24

fied By Binormals (CLUBB) model of clouds and turbulence. That convergence testing25

identifies two aspects of CLUBB’s equation set that contribute to undesirable noise in26

the solutions. First, numerical limiters (i.e. clipping) used by CLUBB introduce discon-27

tinuities or slope discontinuities in model fields. Second, this noise can be amplified by28

an advective term in CLUBB’s background diffusion. Smoothing the limiters and remov-29

ing the advective component of the background diffusion reduces the noise and restores30

the expected first-order convergence in CLUBB’s solutions. These model reformulations31

improve the results at coarser, near-operational grid spacing and time step in cumulus32

cloud and dry turbulence tests. In addition, convergence testing is proved to be a valu-33

able tool for detecting pathologies, including unintended discontinuities and grid depen-34

dence, in the model equation set.35

Plain Language Summary36

In order to detect pathologies in a numerical model of the atmosphere, a diagnos-37

tic test is used here that has been widely adopted in the applied mathematics commu-38

nity. The diagnostic test, if set up properly, proves to be effective at detecting the patholo-39

gies. Both the method of testing and the particular pathologies detected are expected40

to be relevant to other atmospheric models.41

1 Introduction42

An important aspect of numerical modeling of the atmosphere is developing phys-43

ical understanding of model solutions. Understanding helps us to formulate new scien-44

tific hypotheses and to build confidence in the model. Our intuition about nature comes45

from continuous equations, the first principles behind those equations, and the obser-46

vations that result from those equations. However, our ability to apply our intuition to47

a model’s behavior may be confounded if the discretized model equations do not faith-48

fully represent the continuous equations. The solutions from such improperly discretized49

model equations may contain numerical artifacts that lead to confusing model behav-50

ior, such as spurious intermittent spikes. Those solutions may also be more sensitive to51

grid or timestep refinement than solutions from properly discretized model equations.52

In such cases, the sensitivity of the improperly discretized model will require more labor-53

intensive retuning, compared to a properly discretized model, whenever the grid or timestep54

is refined (Wan et al., 2021).55

A standard tool for identifying improperly discretized model equations is conver-56

gence testing (e.g. Roache, 1998; Knupp & Salari, 2002; Oberkampf et al., 2004). If the57

solutions from a discretized model do not converge to a reference solution at a theoret-58

ically determined rate, e.g. proportional to grid spacing and timestep, the test confirms59

the presence of one or more pathologies in the discretized equation set. Those patholo-60

gies will certainly damage the solutions at fine resolution, and can damage the solutions61

at operational resolution, including significantly affecting clouds in a global simulation62

(Wan et al., 2020; Vogl et al., 2020). Other pathologies may not damage the solution in63

particular simulations at operational resolution; however, they may later manifest them-64

selves under unpredictable circumstances. Therefore, convergence testing is a valuable65

verification tool to build confidence in overall model performance.66
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Convergence testing is indeed commonly utilized for verification of the discretized67

model equations in the dynamical cores of atmospheric general circulation models (AGCMs)68

used in climate predictions (Ŕıpodas et al., 2009; Stuhne & Peltier, 1999; Taylor et al.,69

1997). The same has not been true for physics parameterizations, where the verification70

of the discretized model equations is rarely completed in lieu of directing efforts instead71

towards the reformulation of the physics parameterizations. The motivation is typically72

that the error from the assumptions and simplifications is more significant than the er-73

ror from the discretization. It is important to note that, as stated above, verification by74

convergence testing is less about decreasing discretization error and more about deter-75

mining if the discrete model equations improperly represent the continuous model equa-76

tions. Therefore, convergence test verification should be viewed not as a distraction from77

the reformulation of physics parameterizations, but instead as a way to ensure that the78

benefits of improved continuous model equations are realized in the corresponding dis-79

cretized equations.80

There is some momentum in utilizing convergence test verification to identify im-81

properly discretized equations in physical parameterization (K. Zhang et al., 2012; Sti-82

nis et al., 2020; Wan et al., 2020; Vogl et al., 2020). Wan et al. (2020) identified improp-83

erly discretized equations using timestep convergence testing in a simplified atmospheric84

model that couples the dynamical core with a simplified parameterization for large-scale85

condensation processes. That result enabled improved discretization approaches in Wan86

et al. (2020) and Vogl et al. (2020) that enhance the trustworthiness of the physics pa-87

rameterization as well as the weather and climate predictions from the AGCMs. Inspired88

by the success in those studies, this paper seeks to identify any improperly discretized89

equations in the Cloud Layers Unified by Binormals (CLUBB) model (Larson, 2017). Ver-90

sions of CLUBB serve as the operational parameterization of clouds and turbulence in91

various AGCMs, including the Energy Exascale Earth System Model Atmosphere Model92

(EAM) (Xie et al., 2018; Rasch et al., 2019).93

This paper begins by developing a convergence test environment for the CLUBB94

single-column model (CLUBB-SCM) that includes stratocumulus, two cumulus, and clear95

convective test cases. This environment is discussed in Section 2, followed by a discus-96

sion in Section 3 of modifications of CLUBB necessary to enable the convergence tests.97

Section 4 details the sources of pathologies identified both by convergence testing and98

the presence of nonphysical solution features. Suggested remedies to those pathologies99

are also presented. The impact of all suggested remedies on qualitative solution qual-100

ity is discussed in Section 5. A summary of all conclusions and potential future work is101

found in Section 6.102

2 Model and convergence testing103

CLUBB is a unified parameterization of turbulence and cloud processes in the Earth’s104

atmosphere (Larson, 2017). CLUBB contains 14 equations (c.f. the third column of Ta-105

ble A1) that prognose the grid-box mean state, turbulent fluxes, second- and third-order106

moments of vertical velocity(w), liquid water potential temperature (θl), total water mix-107

ing ratio (rt), and horizontal winds (u and v). The dissipation and pressure terms in the108

prognostic equations are closed either by standard higher-order turbulence closures or109

by an assumption about the shape of the multivariate probability density function (PDF)110

of subgrid fluctuations in θl, rt, and w (Golaz et al., 2002; Larson et al., 2007). The CLUBB-111

SCM solves these equations numerically over time for a one-dimensional vertical column.112

CLUBB’s equations are discretized using semi-implicit time stepping and centered or up-113

wind spatial differencing, which is expected to lead to an overall first-order accuracy in114

space and time. More details on CLUBB’s equations and discretization can be found in115

Larson (2017).116
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Table 1. List of test cases for CLUBB-SCM used in this study

Cases Long name Regime References

Wangara Wangara Field Experiment Dry convective boundary layer Clarke (1971)

DYCOMS RF02 Dynamics of Marine Stratocumulus Stratocumulus cloud Wyant et al. (2007)
Stevens et al. (2003)

BOMEX Barbados Oceanographic and Trade-wind cumulus Holland and Rasmusson (1973)
Meteorological Experiment under steady-state conditions Siebesma et al. (2003)

RICO Rain in Cumulus over the Ocean Trade-wind cumulus and Rauber et al. (2007)
maritime shallow convection vanZanten et al. (2011)

In this study, we analyzed one stratocumulus case, two shallow-cumulus cases, and117

one dry turbulence case. Details for these cases can be found in Table 1 and the refer-118

ences therein. The configuration of CLUBB-SCM for each case is outlined in Table 2.119

The initial conditions and the atmospheric state at the surface (e.g. surface tempera-120

ture and pressure) are prescribed using observed information from the appropriate field121

campaign (Table 1). The time-dependent surface moisture and heat fluxes from the large-122

eddy simulations (LES) are used to provide boundary conditions for Wangara, BOMEX123

and DYCOMS RF02 cases, while the boundary conditions for RICO case is derived from124

a surface flux scheme (more discussion will be presented in Section 3). The large-scale125

dynamics, microphysics, and radiation are treated as forcing terms on the right-hand side126

of CLUBB’s prognostic equations. The forcing of large-scale dynamics is prescribed, while,127

for simplicity, the forcing terms of microphysics and radiation are set to zero in the sim-128

ulations discussed in Sections 3-4 by turning off the microphysics and radiation param-129

eterizations. We note that if CLUBB were coupled to other parameterizations (e.g. ra-130

diation), then there would be effects on CLUBB’s convergence properties, which is briefly131

discussed in Section 5

Table 2. List of configurations for CLUBB standalone model used in this study

Cases initial conditions boundary conditions CLUBB configuration other parameterizations large-scale forcing

Wangara prescribed prescribed time-dependent Table A2 None None
sounding profile surface fluxes (Golaz et al., 2002)

DYCOMS RF02 case-specific prescribed time-dependent Table A2 None case-specific
(see Section 3) surface fluxes (Stevens et al., 2003) (Stevens et al., 2003)

BOMEX prescribed prescribed time-dependent Table A2 None case-specific
sounding profle surface fluxes (Siebesma et al., 2003) (Siebesma et al., 2003)

RICO prescribed case-specific time and resolution dependent Table A2 None case-specific
sounding profle surface fluxes (see Section 3) (vanZanten et al., 2011)

132

Our CLUBB-SCM simulations for each case were run on a stretched grid. The de-133

fault setup for the model grid (referred to as ∆z0) is shown in Figure 1. The vertical res-134

olution varies from 30m to 250m as one moves from the surface to the model top at around135

10 km height (Figure 1). The grid type and resolution are similar to those for the lower-136

resolution configuration of the EAM model (see Figure 1 in Xie et al., 2018). The dif-137

ferent levels of grid refinement with respect to the default grid in Figure 1 were used to138

construct space-time convergence test in this study. Specifically, a series of simulations139

were conducted by proportionally refining the vertical resolution (∆z) and model time140

step size (∆t) from (∆z0, ∆t0) to (∆z0, ∆t0)/ 27 in steps with a refinement factor of 2.141

Here, ∆z0 is the default model grid as shown in Figure 1, while ∆t0 = 4 s is selected to142

avoid the violation of the Courant–Friedrichs–Lewy (CFL) convergence condition for sim-143
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Figure 1. Reference vertical grid used for the test simulations with CLUBB-SCM. The total

number of vertical levels is 58 (L58). The grid spacing varies from about 30 m near the surface to

250 m at the 6-km model height, while it is a constant of 250 m above 6-km model height. The

grid type and resolution are similar to those in the lower-resolution configuration of E3SM model

(see Figure 1 in Xie et al., 2018).

ulations with ∆z0. Also, ∆t is refined such that ∆t
∆z in each grid cell remains constant144

(i.e. ∆t0
∆z0

) in order to avoid numerical instabilities associated with violation of the CFL145

condition. The simulation with (∆z0, ∆t0)/ 27 in which the vertical resolution varies from146

0.2 m to 2.0 m is used as the reference solution to evaluate the solution errors in the sim-147

ulation with coarser resolutions and large time step sizes. For a physical quantity X in148

CLUBB at any time t, the average of root-mean-square solution error (RMSE) of the149

simulation with ∆z is calculated with respect to the reference solution as:150

RMSE(X,∆z) =

[∑N
k=1 (X(k)−Xref (k))

2

N

] 1
2

(1)151

Where Xref (k) with a subscript ref denotes the value of X in layer k from the simu-152

lation with (∆z0, ∆t0)/ 27. The convergence rate (order of convergence) p can be ob-153

tained from the slope of the curve of log(RMSE) versus log(∆z). In this study, as a con-154

stant grid refinement ratio (i.e. 2) is used, p is evaluated with155

p =
log [RMSE(X,∆z2)− RMSE(X,∆z1)]

log(2)
(2)156

Where the RMSEs for ∆z1 and ∆z2 are derived from the simulations with (∆z0, ∆t0)/157

25 and (∆z0, ∆t0)/ 24, respectively.158

The convergence rate p indicates how fast the computed solution converges to the159

reference solution or the true solution. Ideally, p will equal the order of accuracy for the160

discretization scheme, and recall that the expected value of p is 1 (i.e. first-order) for CLUBB-161

SCM. However, for the four cases with the default setups of CLUBB (first column in Ta-162

ble 1), the convergence tests (Figure 2) indicate that p values (numbers on the right cor-163

ner of each panel) are less than 1 for the liquid water potential temperature (θl, panels164

a–d) and the third-order moment of vertical velocity (w′3) in most of the time periods165

during the 6-h simulation. The degradation of convergence is also observed in other prog-166

nostic variables (figures not shown). As will be discussed in the follow sections, the poor167

convergence are coincident with pathological behaviors of the discretized equations in168

CLUBB-SCM.169

–5–



manuscript submitted to Journal of Advances in Modeling Earth Systems (JAMES)

2.0 1.5 1.0 0.5 0.0 0.5 1.0
log10 (normalized grid spacing)

3.0

2.5

2.0

1.5

1.0

lo
g1

0 
(R

M
SE

)

(a) convg. of θl for bomex

t=1.0h (0.78)
t=2.0h (0.76)
t=3.0h (0.77)
t=4.0h (0.61)
t=5.0h (0.49)
t=6.0h (0.73)

2.0 1.5 1.0 0.5 0.0 0.5 1.0
log10 (normalized grid spacing)

2.5

2.0

1.5

1.0

0.5

0.0

lo
g1

0 
(R

M
SE

)

(b) convg. of θl for rico

t=1.0h (0.38)
t=2.0h (0.33)
t=3.0h (0.36)
t=4.0h (0.38)
t=5.0h (0.40)
t=6.0h (0.37)

2.0 1.5 1.0 0.5 0.0 0.5 1.0
log10 (normalized grid spacing)

3.0

2.5

2.0

1.5

1.0

0.5

0.0

0.5

lo
g1

0 
(R

M
SE

)

(c) convg. of θl for dycoms_rf02

t=1.0h (1.10)
t=2.0h (1.07)
t=3.0h (1.10)
t=4.0h (0.79)
t=5.0h (0.78)
t=6.0h (0.93)

2.0 1.5 1.0 0.5 0.0 0.5 1.0
log10 (normalized grid spacing)

3.5

3.0

2.5

2.0

1.5

1.0

0.5

lo
g1

0 
(R

M
SE

)

(d) convg. of θl for wangara

t=1.0h (1.24)
t=2.0h (0.29)
t=3.0h (0.72)
t=4.0h (0.23)
t=5.0h (0.92)
t=6.0h (1.52)

2.0 1.5 1.0 0.5 0.0 0.5 1.0
log10 (normalized grid spacing)

4.0

3.5

3.0

2.5

2.0

1.5

lo
g1

0 
(R

M
SE

)

(e) convg. of w ′ 3 for bomex

t=1.0h (1.29)
t=2.0h (1.23)
t=3.0h (1.01)
t=4.0h (0.26)
t=5.0h (0.98)
t=6.0h (0.76)

2.0 1.5 1.0 0.5 0.0 0.5 1.0
log10 (normalized grid spacing)

2.5

2.0

1.5

1.0

0.5

0.0

lo
g1

0 
(R

M
SE

)

(f) convg. of w ′ 3 for rico

t=1.0h (0.27)
t=2.0h (0.37)
t=3.0h (0.44)
t=4.0h (0.41)
t=5.0h (0.44)
t=6.0h (0.37)

2.0 1.5 1.0 0.5 0.0 0.5 1.0
log10 (normalized grid spacing)

4.0

3.5

3.0

2.5

2.0

1.5

1.0

lo
g1

0 
(R

M
SE

)

(g) convg. of w ′ 3 for dycoms_rf02

t=1.0h (1.25)
t=2.0h (0.64)
t=3.0h (1.09)
t=4.0h (0.50)
t=5.0h (-0.06)
t=6.0h (1.14)

2.0 1.5 1.0 0.5 0.0 0.5 1.0
log10 (normalized grid spacing)

4.0

3.5

3.0

2.5

2.0

1.5

1.0

0.5

lo
g1

0 
(R

M
SE

)

(h) convg. of w ′ 3 for wangara

t=1.0h (1.13)
t=2.0h (1.06)
t=3.0h (0.92)
t=4.0h (0.81)
t=5.0h (1.02)
t=6.0h (0.89)

Figure 2. Space-time convergence with respect to the reference solution for liquid water

potential temperature (θl, top row) and third-order moment of vertical velocity (w′3, bottom

row) from the simulations for BOMEX (panels a and e), RICO (b,f), DYCOMS RF02 ( panels

c and g), and Wangara (panels d andh) cases. The simulations were conducted with the default

configuration in Table A2, in which the setups, including the initial and boundary conditions,

follow the current operational CLUBB standalone model. To derive the convergence plot, sim-

ulations were run with various refinements of the vertical grid spacing and time step from the

coarse values (∆z0,∆t0) to values as fine (∆z0,∆t0)/27. The reference solution is derived from

the simulation with (∆z0,∆t0)/27. The root-mean-square errors (RMSE) shown in the panels

were calculated with respect to the reference solution following the method in Eq. (2). The con-

vergence rates given in the parentheses are derived with Eq. (2). We note that the desired

first-order convergence is not usually achieved with CLUBB’s default setups.
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3 Ensuring smooth initial conditions and grid-independent boundary170

conditions171

In general, CLUBB’s equations attempt to solve mixed initial boundary value prob-172

lems. Table 3 lists the variables used in CLUBB’s initial and boundary conditions to fa-173

cilitate the discussion below.174

The initial and boundary conditions in atmospheric models ought to be formulated175

properly in order to avoid unexpected effects on the numerical solution. For example,176

CLUBB parameterizes the surface fluxes for the RICO cumulus cloud case. The formu-177

lations for the surface fluxes can be written as:178 [
w′θ′l

]
sfc

= −Ch||U ||(θl0 − θl|z=0) (3)[
w′r′t

]
sfc

= −Cq||U ||(rt0 − qsat|z=0) (4)[
u′w′

]
sfc

= −Cm||U ||u0 (5)[
v′w′

]
sfc

= −Cm||U ||v0, (6)

where Ch, Cq, Cm, ||U ||, θl|z=0 and qsat|z=0 denote the exchange coefficients of heat, mois-179

ture, momentum fluxes, mean wind speed, liquid water potential temperature, and sat-180

uration mixing ratio at the surface, respectively. The physical quantities θl0, rt0, u0, and181

v0 denote the liquid water potential temperature, total water mixing ratio, zonal and merid-182

ional wind components at the near-surface layer. Detailed descriptions can be found in183

Stevens et al. (2001) and vanZanten et al. (2011).

Table 3. List of variables in the initial and boundary conditions for CLUBB standalone model

Group name Variables Vertical levels

Initial condition Liquid potential temperature (θl)
Total water (rt)
Zonal wind (u) All model levels
Meridional wind (v)
Vertical velocity wind (w)

Boundary condition Heat flux ([w′r′t]sfc)

Moisture flux ([w′θ′l]sfc) Surface layer
Momentum fluxes ([u′w′]sfc and [v′w′]sfc)

184

In the default setup for CLUBB, the bottom model level is treated as the near-surface185

layer to derive the surface fluxes. In this way, the surface fluxes are formulated in terms186

of model levels instead of physical altitude. To calculate the surface fluxes, the default187

vertical grid, as shown in Figure 1, CLUBB will use the near-surface quantities at 25 m.188

However, the near-surface level will be changed to 0.2 m when the resolution is refined189

by a factor of 27. This leads to an undesirable dependence of surface fluxes on the ver-190

tical resolution (c.f. Figure 3a for heat flux, and Figure B1 in appendix for momentum191

and moisture fluxes). As a result, the timing and the strength of the simulated clouds192

show substantial differences as the vertical resolution is refined (Fig. 3b–d). Because of193

this, the very poor convergence for RICO case (Figures 4a–b) are expected. Following194

these analyses, we revise the code to calculate the surface fluxes using the surface quan-195

tities at a fixed 20-m model level for all of the simulations, which reduces the dependence196

of the surface fluxes on the change of model resolution (Fig. 3e). As expected, the so-197

lution dependence on the change of model resolution are eliminated (Fig. 3f–h), and the198

solution convergence in RICO case are substantially improved (Fig. 4c–d).199

–7–
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Figure 3. Time evolution of surface heat flux ([w′θ′l]sfc , unit: K m h−1, first row), and

Hovmöller diagram of cloud fraction (unit: %, second–fourth rows) in the simulations for the

RICO cumulus cloud case during the 6-h period. The simulations were conducted with the

default configuration in Table A2, except with “l bc at constant height = .false.” for the first

column (panels a–d) and “l bc at constant height = .true.” for the second column (panels e–h).

The former represents the default setup of surface fluxes in which the bottom model level changes

with the resolution, while the latter represents the revised setup in which the surface fluxes are

calculated at a constant model level located at 20 m. With the default setup of bound-

ary condition (BC) with grid-dependent surface fluxes (panel a), the cloud fraction

evolves undesirably with increasing resolution (panels b–d).
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(d) convg. of w ′ 3 for revised BC
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Figure 4. Space-time convergence with respect to the reference solution for liquid water po-

tential temperature (θl, first column) and third-order moment of vertical velocity (w′3, second

column) from the simulations for RICO cumulus cloud case. The simulations were conducted

with the default configuration in Table A2, except with “l bc at constant height = .false.” for the

first column (panels a–b) and “l bc at constant height = .true.” for the second column (panels

c–d). The former represents the default setup of surface fluxes in which the bottom model level

changes with the resolution, while the latter represents the revised setup in which the surface

fluxes are calculated at a constant model level located at 20 m. The convergence test was con-

ducted as in Figure 2, and the RMSE and convergence rates shown in this figure are defined as

in Figure 2. We note that the revised boundary condition (BC) lead to noticeable

improvements of convergence in the RICO case (panels c–d) , as compared with the

results for default setups (panels a–b).
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A careful formulation of the initial condition is also important. For example, the200

initial state for DYCOMS RF02 is idealized as a two-layer structure in liquid water po-201

tential temperature (θl, unit: K)and total-water specific humidity (rt, unit: g kg−1) ac-202

cording to203

θl =

{
288.3 z < zi

295 + (z − zi)
1
3 z ≥ zi

(7)

rt =

{
9.45 z < zi

5− 3
(

1− e z−zi
500

)
z ≥ zi.

(8)

Here z is model height, and zi denotes the top of boundary layers where capping inver-204

sion happens in a stratocumulus cloud. Eqs. (7) and (8) were derived loosely from ob-205

servations from the field campaign (Wyant et al., 2007).206

Figure 5a shows the profiles of θl for DYCOMS RF02 from Eq.(7) with different207

vertical resolutions. The capping inversion is located at zi = 750 m for this case. The208

inversion strength at z = zi in the simulations with default vertical resolution (i.e. Fig-209

ure 1) is about 0.1 K m−1, while it is increased to about 5 K m−1 when the resolution210

is refined by a factor of 27 (Fig. 5b). The large gradient of θl in the high-resolution sim-211

ulations coincides with the formation of spikes in the turbulent advection of the third-212

order moments (i.e. w′3, Figure 5c).213

The formation of spikes in the turbulent advection of w′3 (Fig. 5c) is likely unphys-214

ical because the sharp jump in temperature gradient at the inversion layer in Fig. 5a is215

not seen in the atmosphere. In addition, consider a centered finite difference approxi-216

mation for the inversion strength at zi from Eq. (7): dθldz ≈
288.3−(295+∆z1/3)

2∆z . The value217

of this approximation will grow, without bound, like −6.7/∆z with vertical grid refine-218

ment. Even worse, the centered finite difference approximation for d2θl
dz2 at zi will grow219

like −6.7/∆z2 with vertical grid refinement. Thus, the discontinuous initial conditions220

prescribed by Eq. ( 7) can invalidate the results of CLUBB’s finite-difference discretiza-221

tion, and lead to the poor convergence seen in the dyncoms rf02 case (Fig. 2c, g).222

In this study, we addressed the issues in initial conditions for DYCOMS RF02 case223

by reformulating Eq. (7) and Eq. (8) as:224

θl =

{
288.3 +Hε(z − zi)

(
6.7 + ∆z0

1
3

)
z − zi < ∆z0

295 + (z − zi)
1
3 z − zi ≥ ∆z0

(9)

rt =

9.45−Hε(z − zi)
[
4.45 + 3

(
1− e

∆z0
500

)]
z − zi < ∆z0

5− 3
(

1− e z−zi
500

)
z − zi ≥ ∆z0.

(10)

Where ∆z0 is a constant of 20 m. Hε(z−zi) is a smoothed version of Heaviside func-225

tion (Sussman et al., 1994; Lin et al., 2005) that smoothly varies from 0 to 1 in an in-226

terval of ε around z = zi:227

Hε(z − zi) =


0 z − zi < −ε
1
2

[
1 + z−zi

ε + 1
π sin

(
z−zi

ε π
)]

|z − zi| ≤ ε
1 z − zi > ε,

(11)

The smoothed Heaviside does not introduce jumps from 0 and 1 when z = zi, as com-228

pared with the results from the standard definition of the Heaviside:229

H(z − zi) =

{
0 z − zi < 0

1 z − zi ≥ 0.
(12)230

Figures 5d-f illustrate the results from the simulations that are initialized with the231

profiles from Eq. (9) and Eq. (10). Here, ε = ∆z0 = 20 m is selected empirically for232
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Figure 5. Initial profile of liquid water potential temperature (θl, panels a and d); the vertical

gradient of θl ( dθl
dz

, panels b and e); and turbulent advection of w′3 (panels c and f) from the sim-

ulations for DYCOMS RF02 stratocumulus cloud case. The simulations were conducted with the

default configuration in Table A2, except with “l new dycoms2 sounding = .false.” for the first

row (panels a–c), while “l new dycoms2 sounding = .true.” for the second row (panels d–f). The

former represents the default setup that initializes θl using Equation (7), while the latter repre-

sent the revised setup that initializes θl using Equation (9). Various refinements of the vertical

grid are shown in the first two columns, and the finest refinement with (∆z0,∆t0)/27 at various

times is shown in the third column. The default initialization of θl for DYCOMS RF02

causes strong dependence of ∂θl/∂z on vertical resolution, which leads to the forma-

tion of spikes near the inversion in panels b–c.
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the smoothed Heaviside function in all simulations. We can see that the initial profile233

of θl in Fig. 5d is still very close to that in Fig. 5a; however, the simulations of DYCOMS RF02234

show smoothed profiles of dθl
dz (Fig. 5e) and the turbulent advection of w′3 (Fig. 5f).235

We point out that the interpolation method for the remapping of the coarser-resolution236

sounding profile to the finer-resolution model grid can also invalidate the result of finite237

difference schemes. For instance, linear interpolation only ensures the C0 continuous (the238

interpolated variable itself is continuous in space and time), which can result in unbounded239

derivatives. In this scenario, a high-order interpolation method such as cubic spline can240

be a better choice to reduce the impact of interpolation on the initial condition. As we241

found in this study, the solution convergence of θl (Fig. 6a) and rt (Fig. 6b) at hour 1242

in the BOMEX case is restored to the expected first order when we changed the linear243

interpolation (blue lines) to cubic-spline interpolation (orange lines). In addition, the con-244

figuration with all the revisions in the initial and boundary conditions are used as the245

baseline (referred to as “baseline configuration” in Table A2) to discuss the problems in246

CLUBB’s discretized equations. Figure B2 in appendix shows the space-time convergence247

of θl and w′3 from the simulations with the baseline configuration; and the expected first-248

order convergence in these quantities are still not achieved in most of time for the four249

cases.250
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(a) convg. of θl for BOMEX

linear (0.78)
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(b) convg. of rt for BOMEX

linear (0.78)
cubic spline (0.94)

Figure 6. Space-time convergence with respect to the reference solution for (a) liquid water

potential temperature (θl), and (b) total water mixing ratio (rt) at hour 1 in the BOMEX cumu-

lus cloud case. The simulations were conducted with the default configuration in Table A2 with

linear interpolation (blue lines) and cubic spine interpolation (orange lines) for the remapping

of the coarser-resolution sounding profile to the finer-resolution model grid, respectively. The

convergence test was conducted as in Figure 2, and the RMSE and convergence rates shown in

this figure are defined as in Figure 2. We note that the cubic spine interpolation (orange

lines) leads to noticeable improvements of convergence in the BOMEX cases in the

first hour simulation, as compared with the results from linear interpolation (blue

lines).

4 Causes of nonphysical features and degradation of convergence251

Apart from the initial and boundary conditions, problems in CLUBB’s discretized252

equations themselves are found to result in nonphysical features and, consequently, degra-253

dation of convergence. Two aspects of defects in CLUBB equations are identified and254

discussed in this section. First, limiters used in CLUBB’s dissipation time scale with the255

intention of keeping certain quantities bounded are found to have unintentional effects256

on solution profiles. Second, CLUBB’s formulation of dissipation terms is found to add257
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to nonphysical oscillations and gradients instead of decreasing or smoothing such fea-258

tures. Because CLUBB’s use of limiters and formulation of dissipation terms is common259

to other parameterizations, the lessons learned herein are important for the wider pa-260

rameterization community.261

4.1 Limiters and discontinuities262

The CLUBB moisture flux equation (i.e. w′r′t) has the following turbulent sink:263

∂w′r′t
∂t

= ...+
C

τ
w′r′t, (13)264

where C is tunable parameter and τ is an eddy turnover timescale. That timescale is for-265

mulated as (Guo et al., 2021)266

1

τ
=

C0
1

τ0
+ C1

√(
∂u

∂z

)2

+

(
∂v

∂z

)2

+ C3

√
N2

[1 +H(N2 −N2
0 )C4

√
Ri

]
, (14)267

where Ci and τ0 are constants and N2 denotes the Brunt-Väisälä frequency, which mea-268

sures the stability of atmospheric flow. CLUBB approximates N2 as269

N2 =
g

θl

dθl
dz
, (15)270

where θl is the liquid water potential temperature and g is the gravitational accelera-271

tion. The H(N2−N2
0 ) term is a Heaviside function Eq. 12 that activates when N2 is272

greater than a threshold value N2
0 . The quantity Ri denotes the Richardson number, which273

is an index of stability and is defined as the square of the ratio of Brunt-Väisälä frequency274

to the shear production of turbulence (the generation of turbulence kinetic energy caused275

by wind shear). It is implemented in CLUBB as276

Ri =
min{N2, Nmax}

max
{[(

∂u
∂z

)2
+
(
∂v
∂z

)2]
, fmin

} , (16)277

where Ri is limited by the minimum function in numerator and the maximum function278

in the denominator. In the default setup of CLUBB, fmin is set to a constant value of279

1E − 7, and Nmax is empirically defineed as Nmax = |N2|3 × 1E8.280

Limiters with minimum and maximum functions281

Limiters with minimum and maximum functions such as those in Eq. (16) are fre-282

quently seen in the physics parameterizations for AGCMs. While such limiters are typ-283

ically meant to clip the numerical solution back to physical values (e.g., clipping a slightly284

negative density back to zero), they can also push the numerical solution to nonphys-285

ical profiles. As an example, Figure 7 shows the profiles of the Ri at the end of a 5-h model286

integration for the BOMEX and DYCOMS RF02 cases. The profiles with the Nmax lim-287

iter show the sawtooth-shaped oscillation of Ri seen at the 500-1000m region in BOMEX288

case and the non-smoothness of Ri seen at the 400-800m region in the DYCOMS RF02289

case. The numerical solutions without the Nmax limiter exhibit smoother, more phys-290

ical profiles.291

We note that the nonphysical features in Ri will feed into the prognostic equations292

of w′r′t via Eq. (14) and Eq. (13). Indeed, the formation of nonphysical sawtooth-shaped293

oscillation coincides with poor convergence of w′r′t in the four cases with different cloud294

regimes shown in Fig. 8. The convergence of all cases improves at least somewhat when295

the Nmax limiter in the numerator term is removed from Eq. (16). In this study, we re-296

move the limiter Nmax from Eq. (16) in order to eliminate its impact on Ri and the model297
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Figure 7. Profiles of Richardson number (Ri, unitless) from the simulation for BOMEX

cumulus cloud (first row) and DYCOMS RF02 stratocumulus cloud (second row) cases. The

instantaneous model output at the end of hour 5 is plotted. The simulations were conducted with

baseline configuration in Table A2, except with “l bvf max limiter = .true.” for the first column

(panels a and c), while “l bvf max limiter = .false” for the second column (panels b and d). The

former represents the default setup with Nmax limiter in Eq. (16), while the latter represents

the revised setup that turns off Nmax limiter in Eq. (16). The use of the Nmax limiter leads

to non-smoothness (i.e. sawtooth-shaped oscillations) of Ri at 400-800m region in

BOMEX case (panel a versus panel b ) and at 600-700m region in DYCOMS RF02

case (panel c versus panel d).
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(b) RICO w/ Nmax limiter
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(c) DYCOMS_RF02 w/ Nmax limiter
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(h) Wangara w/o Nmax limiter

t=1.0h (1.21)
t=2.0h (1.12)
t=3.0h (1.39)
t=4.0h (2.28)
t=5.0h (1.62)
t=6.0h (1.24)

Figure 8. Space-time convergence with respect to the reference solution for turbulence mois-

ture flux (w′r′t) from the simulation for BOMEX (first column), RICO (second column), DY-

COMS RF02 (third column) and Wangara (fourth column) cases. The simulations were con-

ducted with the baseline configuration in Table A2, except with “l bvf max limiter = .true.” for

the first row (panels a–d), while “l bvf max limiter = .false.” for the second row (panels e–h).

The former represents the default setup with Nmax limiter in Eq. (16), while the latter represents

the revised setup that turns off Nmax limiter in Eq. (16). The convergence test was conducted as

in Figure 2, and the RMSE and convergence rates shown in this figure are defined as in Figure 2.

We note that the revised setups without the Nmax limiter substantially improves the

solution convergence in all four cases.
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solution of CLUBB:298

Ri =
N2

max
{[(

∂u
∂z

)2
+
(
∂v
∂z

)2]
, fmin

} . (17)299

We simply remove it because the Nmax limiter has little theoretical justification and pro-300

vides relatively little benefit in global simulations. However, if retaining the Nmax lim-301

iter is desired, one could attempt to smooth the corresponding minimum function. We302

have not explored that option here.303

Discontinuities in formulation304

Sharp changes in terms, such as the Heaviside function in Eq. (14), are also frequently305

seen in the physics parameterizations for AGCMs. The Heaviside function H(N2−N2
0 )306

is used to apply an amplification factor to 1
τ when N2 is greater than N2

0 . We note that307

this function, defined as in Eq. 12, jumps from 0 and 1 wherever N2 = N2
0 (3.3E − 4308

in the default setup of CLUBB), which introduces jumps in 1/τ or one of its derivatives.309

Such jumps may be not only nonphysical, but they can also invalidate the use of finite-310

difference approximations for spatial derivatives. Even if there is no spatial derivative311

where the jump is introduced, as is the case with Eq. (13), the jumps can propagate through312

the prognostic equations to a spatial derivative elsewhere in the equation set, leading to313

nonphysical solution profiles. A smoothed version of Heaviside formulated as in Eq. (11)314

is a commonly used alternative to the standard Heaviside. As mentioned in Section 3,315

the magnitude of the smoothing parameter ε > 0 needs to be determined. For the prob-316

lem discussed here, the value of ε is restricted to values less than N2
0 in order to prevent317

the amplification factor to 1/τ from being applied when N2 < 0.318

Figure 9 shows the profiles of N2, the standard Heaviside function (12), the smoothed319

Heaviside function (11) with ε = 0.1N2
0 = 3.3E−5, and 1/τ at the end of 3-h simula-320

tions of DYCOMS RF02 case. We can see that the Heaviside functions are triggered within321

the 500-1200m region (Fig. 9b) as N2 > N2
0 (Fig. 9a). The sharp transition from 0 to322

1 for H(N2−N2
0 ) happens at cloud bottom (around 600m) and cloud top (around 950m)323

(Fig. 9b), which accounts for the formation of a jump and nonphysical overshoot in the324

vertical profile of 1
τ at around 950m in the high-resolution simulations (black line, Fig. 9c).325

The profiles of Hε(N
2−N2

0 ) generated with Eq. (11) show overall similar shape as in326

Fig. 9b; however, the small overshoot at 950 m in 1
τ shown in Fig. 9c is effectively elim-327

inated by using smoothed Heaviside function (Fig. 9f). The use of the smoothed Heav-328

iside function Hε instead of H also coincides with the restoration of first-order conver-329

gence of w′r′t in the BOMEX, DYCOMS RF02, and Wangara cases (comparing Fig. 10330

with Fig. 8e-h). We note that the smoothed Heaviside might be generally considered as331

a replacement for problematic Heaviside functions provided the value for ε can be de-332

termined from physical intuition.333

4.2 Improper treatment of dissipation terms334

Background eddy diffusion was introduced into the CLUBB equations not to rep-335

resent the physical transport of fluxes but rather to provide numerical smoothing (Larson,336

2017). The corresponding terms are of the form337

∂X

dt
=

1

ρ

∂

∂z

(
ρK

∂X

dz

)
︸ ︷︷ ︸

diffusion

, (18)338

where X denotes the high-order moments in CLUBB parameterization, K is the diffu-339

sion coefficient that typically depend on X, and ρ is air density.340
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Figure 9. Profiles of the Brunt-Väisälä frequency (N2, unit: s−2, first column), Heaviside

function (H(N2-N2
0), unitless, second column) and inverse of eddy turnover time scale ( 1

τ
, unit:

s−1, third column) from the simulations for DYCOMS RF02 stratocumulus cloud case. The

instantaneous model output at the end of hour 3 is used to derive the plots. The simulations

were conducted using “l smth Heaviside tau wpxp = .false.” for the top row (panels a–c) and

“l smth Heaviside tau wpxp = .true.” for the bottom row (panels d–f), with all other configu-

ration values from baseline configuration in Table A2 except with “l bvf max limiter = .false”.

The former represents the default setup with the unsmoothed Heaviside function of Eq. (12),

while the latter represents the revised setup with the smoothed Heaviside function of Eq. (11).

Smoothing the Heaviside function as in Eq. (11) leads to smoother profiles of 1
τ

in

the bottom row (panel f versus panel c at around 950 m).
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(b) RICO w/ Nmax limiter
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(d) Wangara w/ Nmax limiter
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Figure 10. Space-time convergence with respect to the reference solution for turbulence mois-

ture flux (w′r′t) from the simulation for (a) BOMEX, (b) RICO, (c) DYCOMS RF02 and (d)

Wangara cases. The simulations were conducted with the baseline configuration in Table A2,

except with “l bvf max limiter = .false.” and “l smth Heaviside tau wpxp = .true.”. In con-

trast with the model setups in Fig. 8e–h, the configuration here uses the smoothed Heaviside

function of Eq. (11). The convergence test was conducted as in Figure 2, and the RMSE and

convergence rates shown in this figure are defined as in Figure 2. Smoothing the Heaviside

function as in Eq. (11) leads to the expected first-order convergence in BOMEX,

DYCOMS RF02 and Wangara cases.
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To better understand the behavior of Eq. (18), it can be rewritten as341

∂X

dt
= K

∂2X

dz2︸ ︷︷ ︸
dissipation

+
1

ρ

∂ρK

∂z

∂X

dz︸ ︷︷ ︸
advection

. (19)342

In this way, the diffusion can be separated into a dissipation component (as K ≥ 0) and343

an advection component with advection velocity ∂ρK
∂z . The dissipation component will344

damp spatial oscillations with a strength proportional to the frequency of the oscillation.345

The advection component will either compress and extend spatial oscillations depend-346

ing on the profile of the advection velocity. Therefore, the advection component can ac-347

tually sharpen features that perhaps the eddy diffusion term was intended to smooth.348

Figure 11 shows the profiles of w′3 and K in the BOMEX cumulus cloud case both349

using the full numerical diffusion (18) and using just the dissipation term in (19). Note

Figure 11. Profiles of non-linear diffusion coefficient (K, unit: m2 s−1, panels a and c ),

and the third-order moment of vertical velocity (w′3, unit: m3s−3, panels b and d ) from the

simulation for BOMEX cumulus cloud case. The instantaneous model output at hour 4 of the

simulation with the finest resolution (first row) and the coarsest resolution (second row) are used

to derive the plots. The simulations were conducted with the baseline configuration in Table A2,

except with “l pure diffusion = .false.” for the black lines, while “l pure diffusion = .true.” for

the red lines. The former represents the default setup with diffusion formulated as in Eq. (18),

while the latter represents the revised setup by change the diffusion to dissipation formulated as

the first righthand term in Eq. (19). Changing the diffusion to dissipation eliminate the

unphysical sawtooth-shaped oscillation in the non-linear diffusion coefficients K and

w′3 caused by numerical diffusion (panels e–h versus panels a–d).

350

the appearance of nonphysical, small-scale features in the high resolution solutions when351

the full numerical diffusion is used. Such small-scale features are not seen when only dis-352

sipation is used. Additionally, the profile for K identifies multiple regions where the ad-353
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vection component will be compressing features (regions of positive slope below nega-354

tive slope). Note that the coarser resolution solutions do not show the same formation355

of nonphysical small-scale features, because the coarser resolution cannot resolve such356

scale lengths. That said, the introduction of nonphysical features to the model equations357

at any scale should be avoided.358

Figure 12 shows the effects of the formation of the nonphysical features on the con-359

vergence of w′3. Note the degradation in convergence in the solution after 4 hours and360

after 6 hours is consistent with unresolved, small-scale features in the model equations.361

The use of the dissipation in Eq. (19) instead of the diffusion in Eq. (18) is found to avoid362

nonphysical, small-scale features, as well as the convergence issues they can cause, in other363

cases as well. With these findings, we believe that the dissipation term in Eq. (19) would364

be a better choice to fulfill the purpose of eddy diffusion in CLUBB, namely to stabi-365

lize the numerical solutions. In many models, eddy diffusivity is used not merely to smooth366

solutions but also to parameterize fluxes (e.g. Holtslag & Moeng, 1991; Stevens, 2000;367

Nakamura, 2001; Siebesma et al., 2007; Suselj et al., 2019). In those models, one can-368

not simply delete the advection term. However, preventing the advection from introduc-369

ing sawtooth noise is a problem that is beyond the scope of this paper.
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(b) dissipation
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Figure 12. Space-time convergence with respect to the reference solution for the third-order

moment of vertical velocity (w′3) from the simulation for the BOMEX cumulus cloud case.

The simulations were conducted with the baseline configuration in Table A2, except with “

l pure diffusion = .false.” for panel (a) and “l pure diffusion = .true.” for panel (b). The former

represents the default setup with diffusion formulated as in Eq. (18), while the latter represents

the revised setup by changing the diffusion to dissipation formulated as the first right-hand term

in Eq. (19). The convergence test was conducted as in Figure 2, and the RMSE and convergence

rates shown in this figure are defined as in Figure 2. Changing the diffusion to dissipation

restores the expected first-order convergence of w′3 during the hour 4 to hour 6

period in panel (b) for BOMEX case.

370

5 Comparison of Solutions from Revised and Baseline CLUBB371

In this section, we compare the solutions from CLUBB that are produced with the372

baseline and revised configurations listed in Table A2. The baseline configuration largely373

follows the default setups in the current operational CLUBB except that initial and bound-374

ary conditions are revised as described in Section 3. This is done to avoid the strong de-375

pendence of the solution on the initial and boundary conditions and thereby focus on376

the discretization of CLUBB’s prognostic equations themselves. In contrast to the base-377

line configuration, the revised configuration contains all the code changes that are pro-378

–19–



manuscript submitted to Journal of Advances in Modeling Earth Systems (JAMES)

posed in Section 4 to eliminate the unphysical oscillations, as well as restoring conver-379

gence.380

To observe whether the reference solution or physical processes in CLUBB are sig-381

nificantly different, Figure 13 shows the Hovmöller diagrams of cloud fraction field in the382

simulations for BOMEX, RICO, and DYCOMS RF02 case with the finest resolution (i.e.383

refining of the vertical resolution and model time step by a factor of 27). The develop-384

ment and the structure of the cumulus (BOMEX and RICO) and stratocumulus (DY-385

COMS RF02) cloud are still well captured by the revised configuration (Fig. 13d-f) com-386

pared to the baseline configuration (Fig. 13a-c). The intensity of the cloud ( magnitude387

of cloud fraction) in three cases with revised configuration is also similar to those in the388

baseline configuration, except that the revised configuration produces about 2% reduc-389

tion of cloud fraction in RICO case at around 1 km region (Fig. 13b versus Fig. 13e).390

The simulated features of physical quantities (e.g. w′3) in the dry turbulence case (i.e.391

Wangara) were also checked (Fig B4), and we conclude that the revised configuration392

overall produces qualitatively similar solutions compared to the baseline configuration393

in all four cases.

Figure 13. Hovmöller diagrams of cloud fraction (unit: %, first column) and turbulence

length scale (unit: m, second column) from the simulation for BOMEX cumulus cloud case. The

simulations were conducted with (∆z0,∆t0)/27 using the baseline configuration for the first row

(panels a–c), and the revised configuration for the second row (panels d–f). The details of base-

line and revised configuration can be found in Table A2. ∆z0 is the reference model grid in Fig 1,

and ∆t0 = 4 s. We note that the development of cloud in three cases is qualitatively

similar in the simulations with baseline and revised configurations.

394

The revised configuration eliminates the unphysical oscillations in high-resolution395

simulations, enhancing our confidence in the trustworthiness of solutions from CLUBB.396

Figure 14 shows the Hovmöller diagrams of turbulence length scale (Lscale) field in the397

simulations for the three cases in Fig. 13. Here, Lscale is derived from the eddy turnover398

time scale τ discussed in Section 4.1 and the turbulence kinetic energy, which can be used399

to reveal the quality of solutions from CLUBB’s prognostic equation. As shown in Fig. 14a-400

b, oscillatory features in Lscale were pronounced at 0.5–1.0 km region in the simulation401

with baseline configuration for BOMEX (after 3–h in Fig. 14a) and RICO (after 4–h in402

Fig. 14b). As the vertical resolution and model time step in this simulation is sufficiently403

small, smoother temporal and spatial variations in the physical quantities are expected.404

The oscillatory features in Lscale are likely unphysical by intuition. With the revised con-405
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figuration, the unphysical oscillations of Lscale are not seen in the simulations for BOMEX406

and RICO cases (Fig. 14d-e). In addition, smoother vertical variation of Lscale are also407

achieved by the revised configuration in DYCOMS RF02 case. The periodical appear-408

ance of local maxima within 0.5–0.7 km region during 2–6 h period in Fig. 14c are elim-409

inated with the revised configuration ( Fig. 14e).410

Figure 14. As in Figure 13 but showing Hovmöller diagrams of turbulence length scale

(Lscale, unit: m) from the simulations with baseline (first row) and revised (second row) con-

figurations in Table A2, respectively. With the revised configuration, the development

of unphysical oscillations in Lscale in the simulations with baseline configuration are

effectively mitigated.

The revised configuration that eliminates the unphysical oscillations of the solu-411

tion from CLUBB (see Section 4) leads to the restoration of the expected first-order con-412

vergence in the four cases with different cloud regimes, as compared with the results from413

the baseline configuration. This is evidenced in Fig. 15 for the third order moments of414

vertical velocity (w′3) and Figure B5 in the appendix for the liquid potential temper-415

ature (θl). The expected first-order convergence in the revised configuration increases416

our confidence in the model fidelity and trustworthiness.417

CLUBB is typically limited to using a larger time step size in practical implemen-418

tations because of computational cost restrictions, despite the consequent loss in accu-419

racy. We discover that the improved discretization in CLUBB that address the unphys-420

ical oscillations and improve the solution convergence in high-resolution simulations can421

be also beneficial for the simulations with large time step sizes. Figure 16 compares the422

6-h mean profile of the third-order moments of vertical velocity (w′3) from the simula-423

tions with three different resolutions using baseline and revised configurations in Table A2.424

The black lines denote the high-resolution simulation (labeled as “reference”) that re-425

fine the reference model grid (Fig. 1a) and time step size (4 s) by 27. The colored lines426

represent the simulations using the reference model grid with 300 s (∆t = 300 s, red lines)427

and 600 s (∆t = 600 s, blue lines) time steps (∆t) . The ∆t = 300 s simulation closely428

represents the operational configuration of CLUBB in the EAM model. Compared to429

the baseline configuration (Fig. 16a-d), the revised configuration improves the agreement430

between the simulations with lower spatial and temporal resolutions (blue and red lines)431

and the reference solution (black lines) with high spatial and temporal resolution (Fig. 16e-432

h). Other physical quantities are also checked, and we found that significant improve-433

ments are observed in most of the physical quantities for BOMEX (Fig. B6 in appendix)434
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(b) w ′ 3 for RICO (baseline)

t=1.0h (1.26)
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(c) w ′ 3 for DYCOMS_RF02 (baseline)

t=1.0h (1.63)
t=2.0h (1.28)
t=3.0h (1.43)
t=4.0h (0.52)
t=5.0h (0.38)
t=6.0h (0.85)
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(d) w ′ 3 for Wangara (baseline)
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(e) w ′ 3 for BOMEX (revised)
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(f) w ′ 3 for RICO (revised)
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(g) w ′ 3 for DYCOMS_RF02 (revised)
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(h) w ′ 3 for Wangara (revised)
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Figure 15. Space-time convergence with respect to the reference solution for the third-order

moment of vertical velocity (w′3) from the simulations for BOMEX (panels a and e), RICO

(panels b and f), DYCOMS RF02 (panels c and g), and Wangara (panels d and h). The sim-

ulations were conducted with the baseline configuration for the first row (panels a–d), and the

revised configuration for the second row (panels e–h) in Table A2. The revised configuration

combines all the changes in CLUBB discussed in Section 4. The convergence test was conducted

as in Figure 2, and the RMSE and convergence rates shown in this figure are defined as in Fig-

ure 2.Compared to the baseline configuration (panels a–d), the revised configuration

with the proposed code changes in CLUBB restores the expected first-order conver-

gence in all four cases (panels e–h).
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Figure 16. Mean profiles of the third order moments of vertical velocity (w′3, unit: m3 s−3)

from the simulations for BOMEX (first column) and RICO (second column) cumulus cloud

cases, DYCOMS RF02 stratocumulus cloud (third column) and Wangara dry turbulence (fourth

column) cases. The mean quantities are derived by averaging the instantaneous model output

during the first 6-hr period. The simulations were conducted with the baseline configuration

in Table A2 for the first row (panels a–d), and the revised configuration in Table A2 for the

second row (panels e–h). The solid black lines (“reference” in the legend) in panels (a-h) use

(∆z0,∆t0)/27 with ∆z0 refers to as the reference model grid in Fig 1 and ∆t0 = 4 s. The red

lines use (∆z0, 300 s) that is closed to the vertical resolution and time step size for CLUBB in the

EAM model. The revised configuration improves the agreement of solutions between

low-resolution (∆z0, 300 s) and high-resolution (∆z0,∆t0)/27) simulations in panels

e–h.
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and Wangara (Fig. B9 in appendix) cases. However, the improvements are relatively weak435

in RICO (Fig. B7 in appendix) and DYCOMS RF02 (Fig. B8 in appendix).436

Finally, the code changes in the revised configuration are also beneficial for the so-437

lution convergence in the simulations with the coupling of CLUBB with other param-438

eterizations. Here, we show an example of space-time convergence from a simulation that439

couples CLUBB with a simplified radiation parameterization (see Eq.(13) of Larson et440

al. (2007)). The key radiative processes including cloud-top radiative cooling and cloud-441

based radiative heating in the radiation parameterization are important for the devel-442

opment of stratocumulus (e.g. DYCOMS RF02 case) and boundary layer turbulence as443

they promote a sharp inversion, downward motions, and turbulent convective overturn-444

ing (Guo et al., 2019). Compared to the baseline configuration (Fig. 17a–b), substan-445

tial improvements in the space-time convergence of θl and w′3 during the 6-h period are446

achieved by the revised configuration (Fig. 17c–d), as well as other prognostic variables447

not shown here. Overall, we conclude that the better discretization in CLUBB can be448

also advantageous for the simulation with the radiation coupling, despite the fact that449

it does not always lead to first-order convergence (see w′3 at hour 2 and hour 3 of Fig. 17d).450

The lack of convergence in all variables and time periods suggest that pathologies do still451

remain in the revised configuration of CLUBB that will be addressed in future work.
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(b) cnvg. of w ′ 3 (baseline)
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(c) cnvg. of θl (revised)
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(d) cnvg. of w ′ 3 (revised)
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Figure 17. Space-time convergence with respect to the reference solution for (a–b) liquid

potential temperature (θl) and (c–d) third order moments (w′3) from the simulations for DY-

COMS RF02 stratocumulus cloud case. All simulations were conducted with the revised configu-

ration in Table A2, and CLUBB is coupled with a simplified radiation parameterization proposed

by Larson et al. (2007) (see Eq.(13) in their paper). The reference solution is derived from the

simulation that refines the reference model grid in Fig. 1a and time step (4 s) by a factor of 27.

The convergence test was conducted as in Figure 2, and the RMSE and convergence rates shown

in this figure are defined as in Figure 2. Compared to the baseline configuration, the re-

vised configuration also restores the expected first-order convergence of prognostic

variables when CLUBB is coupled with a radiation parameterization.

452
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6 Conclusion and discussion453

In this study, self-convergence testing with respect to time step and vertical grid454

spacing is employed to verify the discretization of the CLUBB parameterization of clouds455

and turbulence. The convergence testing has identified two general sources of discretiza-456

tion issues in CLUBB that may also exist in other parameterizations:457

1. Unintended solution behavior can be introduced when a field is limited by a min-458

imum function, a maximum function, or a Heaviside function. For instance, lim-459

iting a field using a max statement may lead to a discontinuity or slope discon-460

tinuity in that field (Section 4.1). If and when the limit is hit, then unphysical os-461

cillations will be injected abruptly into the solution. The issue is exacerbated by462

CLUBB’s use of centered finite difference schemes that are not well suited for sharp463

and discontinuous features. The presence of such pathologies will usually degrade464

self-convergence, and hence self-convergence testing provides a valuable diagnos-465

tic. Developers should be aware that introducing a limiter into a physics param-466

eterization may alter solution behavior in a nonphysical way that is amplified when467

model resolution is changed.468

2. Numerical diffusion of the kind shown in Eq. (18) can be decomposed into a pure469

diffusion term and an advection term. The advection term will either compress470

or extend profile features, depending on the profile of the advection velocity. Thus,471

the advection can actually sharpen features that perhaps the eddy diffusion term472

was intended to smooth. The sharpening can trigger spurious oscillations that de-473

grade the solution fidelity and self convergence (see discussion in Section 4.2). These474

pathological features can be avoided by omitting the advection term and retain-475

ing only the pure diffusion term. This better fulfills the intended smoothing ex-476

pected from numerical diffusion in CLUBB.477

In addition, our analysis indicates that the initial and boundary conditions in at-478

mospheric models ought to be formulated in terms of altitude rather than vertical grid479

spacing. Otherwise, the initial and boundary conditions can lead to unintended sensi-480

tivity of the model solution as the model resolution is refined (see results in Section 3).481

In addition, such an inappropriate formulation can prevent self-convergence even if the482

model equations in themselves are convergent. This can mislead us into thinking that483

a model implementation is defective when in fact it is not.484

When the aforementioned problems are fixed in CLUBB, the unphysical oscilla-485

tions are reduced (see Fig. 14) and the expected first-order convergence is achieved (see486

Figs. 15 and B5). Satisfyingly, the improvements in the solutions from the finer reso-487

lution simulations with small time-step sizes are also beneficial for the solutions at coarser488

resolution and large time step (see Fig. 16). Although the improvements at coarse res-489

olution do not appear in all cases, our results indicate that understanding and improv-490

ing the solution convergence can be a useful practice for model development of atmo-491

spheric parameterizations in climate models.492
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Appendix A Prognostic variables and namelist configurations in CLUBB-493

SCM494

Table A1. Description of prognostic variables in CLUBB-SCM.

Variable Description Model level Prognostic equations
in Larson (2017)

rt Total water content thermodynamic Eq. (4.1)

θl Liquid water potential temperature thermodynamic Eq. (4.2)
u Zonal wind thermodynamic Eq. (4.3)
v Meridional wind thermodynamic Eq. (4.4)

w′r′t Turbulent heat flux momentum Eq. (4.5)

w′θ′l Turbulent water flux momentum Eq. (4.6)
u′w′ Turbulent momentum flux (u) momentum Eq. (4.7)
v′w′ Turbulent momentum flux (v) momentum Eq. (4.7)

r′2t Variance of rt momentum Eq. (4.8)

θ′2t Variance of θl momentum Eq. (4.9)

r′tθ
′
l Covariance between rt and θl momentum Eq. (4.10)

u′2 Variance of u momentum Eq. (4.13)

v′2 Variance of v momentum Eq. (4.14)

w′2 Variance of vertical velocity momentum Eq. (4.11)

w′3 Third-order moments of vertical velocity thermodynamic Eq. (4.12)

Table A2. List of the key namelist variables that were changed and/or added by this study to

achieve the first order convergence in CLUBB-SCM simulations for the cases of BOMEX, RICO,

DYCOMS RF02 and Wangara. The setups in the default configuration are the same as the op-

erational CLUBB-SCM that is available at https://github.com/larson-group/clubb release.

The baseline configuration is the same as the default configuration, except with the changes in

the initial and boundary conditions (the flags in olive colors) that are discussed in Section 3.

The code with all changes for the revised configuration can be found in https://github.com/

zhangshixuan1987/clubb release/tree/best convergence fnl. The flags in blue colors are re-

lated to the changes for the limiters and Heaviside function in turbulence moisture flux equation

discussed in Section 4.1, while flags in red color related to the changes for the numerical diffusion

terms discussed in Section 4.2. See the main text for the detailed descriptions of the related code

changes and their impacts.

&configurable clubb flags nl Default configuration Baseline configuration Revised configuration

l standard term ta .True. .True. .True.
l bc at constant height .False. .True. .True.
l mono cubic sounding .False. .True. .True.
l new dycoms2 sounding .False. .True. .True.
l smth Heaviside tau wpxp .False. .False. .True.
l bvf max limiter .True. .True. .False.
l pure diffusion .False. .False. .True.
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Appendix B Supplemental figures495

Figure B1. Time evolution of surface moisture ([w′r′t]sfc, unit: kg kg−1 m h−1, panels a

and d), zonal momentum ([u′w′]sfc, unit: m2 s−2, panels b and e) and meridional momentum

([v′w′]sfc, unit: m2 s−2, panels c and f) fluxes during the 6-h period of simulations for RICO

cumulus cloud case using various vertical resolutions. The simulations were conducted with the

default configuration in Table A2, except with “l bc at constant height = .false.” for the first col-

umn (panels a–d) and “l bc at constant height = .true.” for the second column (panels e–h). The

former represents the default setup of surface fluxes in which the bottom model levels changes

with the resolution, while the latter represents the revised setup in which the surface fluxes are

calculated at a constant model level located at 20 m. With the default setup of boundary

condition (BC), the surface fluxes vary with resolution (panels a–c).
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Figure B2. Space-time convergence with respect to the reference solution for liquid water po-

tential temperature (θl, first row) and third-order moment of vertical velocity (w′3, second row)

from the simulations for BOMEX (panels a and e), RICO ( panels b and f), DYCOMS RF02

(panels c and g), and Wangara (panels d and h). The simulations were conducted with the base-

line configuration in Table A2, in which the revised initial and boundary conditions are activated

in the CLUBB standalone model. The convergence test was conducted as in Figure 2, and the

RMSE and convergence rates shown in this figure are defined as in Figure 2. We note that

the revised initial and boundary conditions lead to noticeable improvements of con-

vergence in the RICO and dycoms2 rf02 cases, as compared with the operational

results shown in Fig. 2.
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Figure B3. Profiles of the non-linear diffusion coefficient (K, unit: m2 s−1, first column),and

the third-order moment of vertical velocity (w′3, unit: m3 s−3 , second column) from the sim-

ulation for BOMEX cumulus cloud case. The instantaneous model output at hour 4 of the

simulation is used to derive the plots. The simulations were conducted with the baseline con-

figuration in Table A2, except with “l pure diffusion = .false.” for the first row (panels (a–d)),

while “l pure diffusion = .true.” for the second row (panels (e–h)). The former represents the

default setup with diffusion formulated as in Eq. (18) which contains both dissipation and ad-

vection components, while the latter represents the revised setup by changing diffusion to dis-

sipation that is formulated as the first right-hand term in Eq. (19). Changing the diffusion

to dissipation leads to similar vertical variations of Kh and w′3, while the unphysi-

cal sawtooth-shaped oscillation of Kh at 400–800 m region is eliminated (panel (a)

versus panels (c)).
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Figure B4. Hovmöller diagrams of the third order moments of vertical velocity (w′3, unit:

m3 s−3, first column) and turbulence length scale (Lscale, unit: m, second column) from the

simulation for Wangara dry turbulence case. The simulations were conducted with (∆z0,∆t0)/27

using the baseline configuration in Table A2 for the first row (panels (a–b)), and the revised

configuration in Table A2 for the second row (panels (c–d)). ∆z0 is the reference model grid

in Fig 1, and ∆t0 = 4 s. The simulated w′3 and Lscale in the Wangara case show very

similar features in the simulations with the baseline and revised configurations in

Table A2.
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Figure B5. As in Figure 15 but showing the results for the liquid water potential tempera-

ture (θl) from the simulations with baseline (panels a–d) and revised (panels e–h) configurations

in Table A2. Compared to the baseline configuration (panels a–d), the revised config-

uration with the proposed code changes in CLUBB restores the expected first-order

convergence in all four cases (panels e–h).
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Figure B6. Mean profiles of cloud fraction (unit: %, first column), turbulence moisture fluxes

(w′r′t, unit: g kg−1 m s−1, second column) and variance of total water (r′t
2, unit: g2 kg−2, third

column) from the simulation for BOMEX cumulus cloud. The mean quantities are derived by

averaging the instantaneous model output during 0–6 h period. The simulations were conducted

with the baseline configuration in Table A2 for the first row (panels (a–d)), and the revised con-

figuration in Table A2 for the second row (panels (e-h)). The solid black lines (“reference” in

the legend) in panels (a-h) use (∆z0,∆t0)/27 with ∆z0 refers to the model grid in Fig 1, and

∆t0 = 4 s. The blue and red lines use (∆z0, 600 s) and (∆z0, 300 s), respectively. The latter is

similar to the vertical resolution and model time step for CLUBB in the EAM model. The re-

vised configuration substantially reduces the discrepancies between simulations with

lower temporal and spatial resolutions (red and blue lines) and simulations with

high spatial and temporal resolutions (black lines) in panels (d–f).
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Figure B7. As in Figure B6 but showing the results for the RICO cumulus case. The agree-

ment between simulations with lower temporal and spatial resolutions (red and blue

lines) and simulations with high spatial and temporal resolutions (black lines) are

not significantly improved by the revised configuration for the physical quantities in

panels (d–f).

–32–



manuscript submitted to Journal of Advances in Modeling Earth Systems (JAMES)

Figure B8. As in Figure B6 but showing the results for the DYCOMS RF02 stratocumulus

case. The agreement between the simulation with ∆t = 300 s (red lines) and the

truth (black lines) are not significantly improved with the revised configuration, but

the revised configuration with better solution convergence increase our confidence

on these numerical results from CLUBB.
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Figure B9. As in Figure B6 but showing the results for the Wangara dry turbulence case.

Compared to the baseline configuration, the revised configuration leads to improved

agreement between the simulations with ∆t = 600 s (red lines) and ∆t = 300 s (blue

lines) and the truth (black lines).
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