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Abstract

We describe the model performance and simulation characteristics of a new global coupled climate model configuration, CM4-

MG2. Beginning with the Geophysical Fluid Dynamics Laboratory’s fourth-generation physical climate model (CM4.0), we

incorporate a two-moment Morrison-Gettelman bulk cloud microphysics scheme with prognostic precipitation (MG2), and a

mineral dust and temperature-dependent cloud ice nucleation scheme. We then conduct and analyze a set of fully coupled

atmosphere-ocean-land-sea ice simulations, following Coupled Model Intercomparison Project Phase 6 (CMIP6) protocols.

CM4-MG2 generally captures CM4.0’s baseline simulation characteristics, but with several improvements, including better

marine stratocumulus clouds off the west coasts of Africa and North and South America, a reduced bias toward “double”

Intertropical Convergence Zones south of the equator, and a stronger Madden-Julian Oscillation (MJO). Some degraded features

are also identified, including excessive Arctic sea ice extent and a stronger-than-observed El Nino-Southern Oscillation (ENSO).

Compared to CM4.0, the climate sensitivity is reduced by about 10\% in CM4-MG2.

1



manuscript submitted to Journal of Advances in Modeling Earth System

Two-moment bulk cloud microphysics with prognostic1

precipitation in the GFDL CM4.0 model: Performance2

and simulation characteristics3

Huan Guo1, Yi Ming1, Songmiao Fan1, Andrew T. Wittenberg1, Rong Zhang1,4

Ming Zhao1, Linjiong Zhou2
5

.6

1NOAA/OAR/Geophysical Fluid Dynamics Laboratory, Princeton, NJ, USA7
2Cooperative Institute for Modeling the Earth System, Program in Oceanic and Atmospheric Sciences,8

Princeton University, Princeton, NJ, USA9

Key Points:10

• Two-moment cloud microphysics with prognostic precipitation, and an ice nucle-11

ation scheme, have been incorporated in CM4.0, named CM4-MG2.12

• The overall performance of CM4-MG2 is comparable to or better than CM4.0.13

• Notable improvements include enhanced coastal stratocumulus and a stronger MJO.14

CM4-MG2 also has a lower climate sensitivity than CM4.0.15
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Abstract16

We describe the model performance and simulation characteristics of a new global cou-17

pled climate model configuration, CM4-MG2. Beginning with the Geophysical Fluid Dy-18

namics Laboratory’s fourth-generation physical climate model (CM4.0), we incorporate19

a two-moment Morrison-Gettelman bulk cloud microphysics scheme with prognostic pre-20

cipitation (MG2), and a mineral dust and temperature-dependent cloud ice nucleation21

scheme. We then conduct and analyze a set of fully coupled atmosphere-ocean-land-sea22

ice simulations, following Coupled Model Intercomparison Project Phase 6 (CMIP6) pro-23

tocols. CM4-MG2 generally captures CM4.0’s baseline simulation characteristics, but24

with several improvements, including better marine stratocumulus clouds off the west25

coasts of Africa and North and South America, a reduced bias toward “double” Intertrop-26

ical Convergence Zones south of the equator, and a stronger Madden-Julian Oscillation27

(MJO). Some degraded features are also identified, including excessive Arctic sea ice ex-28

tent and a stronger-than-observed El Niño-Southern Oscillation (ENSO). Compared to29

CM4.0, the climate sensitivity is reduced by about 10% in CM4-MG2.30

Plain Language Summary31

A sophisticated cloud microphysical scheme, along with a mineral dust and temperature-32

dependent ice nucleation scheme, have been implemented in a new configuration of the33

Geophysical Fluid Dynamics Laboratory’s most recent climate model (CM4.0). This mi-34

crophysical scheme predicts both mass and number concentrations of cloud drops, ice35

crystals, rain, and snow, and treats aerosol-cloud interactions more consistently. The ice36

nucleation on mineral dust aerosol in large-scale clouds is represented more realistically.37

Centennial-scale global coupled atmosphere-ocean-land-sea ice simulations from this new38

configuration compare favorably with observations — with improved subtropical stra-39

tocumulus clouds and better tropical intraseasonal variability (i.e. the 30- to 90-day Madden-40

Julian Oscillation). The new configuration also reduces the magnitude of future global41

warming in response to anthropogenic emissions.42

1 Introduction43

CM4.0 is the Geophysical Fluid Dynamics Laboratory (GFDL)’s fourth-generation44

physical general circulation model (GCM), participating in the Coupled Model Intercom-45

parison Project Phase 6 (CMIP6) (Eyring et al., 2016). With successive upgrades in its46

model components (M. Zhao et al., 2018a, 2018b; Adcroft et al., 2019; Milly et al., 2014;47

Shevliakova et al., 2009), CM4.0 presents high-fidelity simulations of top-of-atmosphere48

(TOA) radiative fluxes, mean atmospheric state, Intertropical Convergence Zone (ITCZ),49

El Niño-Southern Oscillation (ENSO), ocean boundary currents, among others (Held et50

al., 2019).51

However, there have been limited upgrades in the cloud microphysics of the atmo-52

spheric component since GFDL’s second-generation model (CM2) (Delworth et al., 2006).53

The cloud microphysics parameterization in CM4.0 is the Rotstayn-Klein (RK) scheme,54

which is a one-moment+ bulk scheme with diagnostic precipitation (L. D. Rotstayn, 1997;55

L. Rotstayn et al., 2000; Jakob & Klein, 2000; GFDL Global Atmosphere Model Devel-56

opment Team, 2004; Donner et al., 2011; Golaz et al., 2011). The RK scheme prognoses57

the mass mixing ratios of cloud water and ice as well as cloud droplet number concen-58

tration (i.e., one-moment+ or partially two-moment), while the mass mixing ratios of rain59

and snow are diagnosed. The diagnostic precipitation treatment is efficient computation-60

ally, but there are a few issues. First, it distorts the relative importance of autoconver-61

sion and accretion for rain formation. Rain is diagnosed and removed in a single model62

time step, artificially suppressing accretion that depends on existing rain water and shift-63

ing the rain formation towards autoconversion. This does not conform to the observa-64

tional constraint on the process level (Gettelman et al., 2013, 2015b). Second, the bias65
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towards autoconversion likely amplifies aerosol indirect effects, because the autoconver-66

sion strongly depends on droplet size distribution and/or number concentration. The over-67

estimate of autoconversion is one reason why the response of liquid water path (LWP)68

to aerosols is too strong (positive) in many GCMs (Quaas et al., 2009; M. Wang et al.,69

2012). Recent satellite observations and global cloud-resolving model simulations have70

also suggested that aerosol indirect effects might have been overestimated because the71

response of LWP to aerosols could be either positive or negative or neutral (Sato et al.,72

2018; Toll et al., 2019). Third, the neglect of precipitation advection is problematic in73

high-resolution atmospheric models. For example, given a 10 m s−1 horizontal wind speed74

and a 1 m s−1 fall velocity, falling 2 km means that precipitation has been advected to75

another grid box for horizontal grid spacing finer than 20 km. Hence the advection of76

precipitation is important as model resolution becomes more and more refined.77

Furthermore, the RK scheme does not treat ice crystal number concentration (Ni)78

explicitly. Instead, it approximates Ni based on Meyers et al. (1992) in parameterizing79

Wegener–Bergeron–Findeisen (WBF) process. The concerns about the Meyers scheme80

are mainly two-fold in GFDL’s Atmosphere Model version 4.0 (AM4.0). First, the Mey-81

ers ice nucleation scheme depends on temperature or ice supersaturation, not on aerosols.82

Hence the aerosol effects on ice clouds are missing. Second, the annual mean Ni estimated83

with the Meyers scheme is likely biased high, leading to a fast WBF conversion of su-84

percooled liquid to ice. As a result, the supercooled liquid cloud fraction in the mixed-85

phase cloud regime is biased low when compared to satellite observations (Fan et al., 2019).86

As pinpointed by Tan et al. (2016), the supercooled fraction is closely linked to cloud-87

phase feedback via glaciation rate, and thus impacts the estimate of climate sensitivity88

and the fidelity of current and future climate simulations.89

In order to address these issues and represent the aerosol indirect effects more re-90

alistically, Guo et al. (2021) implemented the two-moment Morrison-Gettelman cloud91

microphysics with prognostic precipitation (MG2 hereafter) and a temperature- and dust-92

dependent ice nucleation scheme into AM4.0 (Gettelman & Morrison, 2015a; Gettelman93

et al., 2015b; Fan et al., 2017, 2019). This configuration is termed AM4-MG2. MG2 is94

a bulk scheme by assuming that cloud particles follow a gamma distribution. It explic-95

itly predicts the mass mixing ratios and number concentrations (two moments) of cloud96

water, ice, rain, and snow. Therefore, it is expected to treat the aerosol-cloud interac-97

tions more consistently. Moreover, the temperature- and dust-dependent ice nucleation98

parameterization is obtained by fitting air parcel model results, which agree well with99

laboratory experiments and in situ aircraft measurements. The air parcel model consid-100

ers deposition nucleation, condensation nucleation, and immersion freezing on mineral101

dust particles. It turns out that AM4-MG2 simulations show weaker (less negative) aerosol102

radiative effects, more realistic supercooled liquid fraction, and improved stratocumu-103

lus clouds.104

As a follow-up, we have applied the AM4-MG2 configuration under the coupled model105

framework of CM4.0, referred to as CM4-MG2. This paper aims to document the model106

performance and simulation characteristics of CM4-MG2. We give brief descriptions of107

the model components in Section 2. Section 3 discusses the CM4-MG2 fully coupled atmosphere-108

ocean-land-sea ice global simulation results, including pre-industrial control simulation,109

model mean climate of recent decades (1980-2014), climate variability, the twentieth cen-110

tury warming, and climate sensitivity and cloud feedback, as well as comparison to the111

base model CM4.0. Finally, a summary of results is given in Section 4.112
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2 Model description of CM4-MG2113

2.1 Atmospheric component114

The atmospheric component of CM4-MG2 is based on AM4.0 (M. Zhao et al., 2018b,115

2018a). It uses the hydrostatic version of the GFDL Finite-Volume Cubed-Sphere (FV3)116

Dynamical Core (FV3) (Lin, 2004; Putman & Lin, 2007; L. Harris et al., 2020). The long-117

wave radiation code adopts the simplified exchange approximation (SEA) with updated118

spectral information and inclusion of CO2 10 µm band (Fels & Schwarzkopf, 1975; Schwarzkopf119

& Fels, 1991). The shortwave code employs the 18-band formulation with updated H2O,120

CO2 and O2 formulations and inclusion of the shortwave water vapor continuum and CH4121

and N2O absorption (Freidenreich & Ramaswamy, 2005; Paynter & Ramaswamy, 2012,122

2014). With these updates, the shortwave absorption error is reduced down to 1% within123

the line-by-line benchmark calculation (M. Zhao et al., 2018a). Both shallow convection124

and deep convection are uniformly treated by a “double-plume” scheme (M. Zhao et al.,125

2016, 2018b). Orographic gravity wave drag parameterization allows for arbitrary topog-126

raphy and considers nonlinear effects (Garner, 2005, 2018). Nonorographic gravity wave127

drag is parameterized following Alexander and Dunkerton (1999). The turbulent diffu-128

sivities in the planetary boundary layer (PBL) are parameterized following Lock et al.129

(2000). The large-scale cloud fraction (or cloud macrophysics) is prognosed according130

to Tiedtke (1993). The bulk aerosol scheme, including 17 transported aerosol tracers,131

is similar to that in GFDL’s Atmosphere Model version 3 (AM3) (Donner et al., 2011),132

but with a “light” chemistry that turns off photochemistry and stratospheric chemistry133

(M. Zhao et al., 2018a; Salzmann et al., 2010). Aerosols are simulated from emissions134

using prescribed ozone and other oxidants (e.g., OH), and are linked to the cloud mi-135

crophysics through the parameterization of droplet activation. The droplet activation136

depends on aerosol mass, chemical composition, and vertical velocity, following the pa-137

rameterization detailed in Ming et al. (2006, 2007). Important changes in the atmospheric138

component from CM4.0 to CM4-MG2 include:139

1. the replacement of the RK cloud microphysics with the MG2 microphysics.140

2. the incorporation of the mineral dust and temperature-dependent ice nucleation141

parameterization.142

3. the inclusion of rain and snow radiation effects. The shortwave radiative proper-143

ties of rain are based on the Mie theory (Savijarvi, 1997), while the shortwave ra-144

diative properties of snow are parameterized following Fu et al. (1995). The long-145

wave properties of rain and snow are derived assuming that rain and snow are spher-146

ical particles.147

More details on the atmospheric component of CM4-MG2 are available in the AM4-MG2148

documentation paper by Guo et al. (2021).149

2.2 Land, ocean, and sea ice components150

The remaining components in CM4-MG2 are identical to those in CM4.0 (Held et151

al., 2019). The land component is referred to as LM4.0.1, which is similar to LM4.0 as152

documented in M. Zhao et al. (2018a, 2018b) but with dynamic vegetation, enhanced153

snow-covered glacial albedo, and tiling structure interacting with atmosphere. The ocean154

component: OM4p25, is described in Adcroft et al. (2019). It uses a hybrid depth-isopycnal155

coordinate (Bleck, 2002; Adcroft & Hallberg, 2006), and about 25 km horizontal reso-156

lution without mesoscale eddy parameterization. The sea ice component adopts the Sea157

Ice Simulator version 2 (SIS2) (Adcroft et al., 2019), which is based upon the earlier sea158

ice model version employed in CM2 (Delworth et al., 2006). But the code was completely159

rewritten and contains many ice physics changes. SIS2 shares the same horizontal grid160
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layouts (i.e., the Arakawa C-grid) as OM4p25, but with four sea ice layers and one snow161

layer vertically. There are 5 sea ice thickness categories bounded at 0.1, 0.3, 0.7, and 1.1162

m. The thinnest category extends down to zero and the thickest is unbounded. These163

5 categories are concentrated in the low sea ice thickness categories, because of the lack164

of a subgrid ice ridging scheme (Adcroft et al., 2019).165

3 Model simulations and results166

With CM4-MG2, we have conducted a suite of fully coupled atmosphere-ocean-land-167

sea ice CMIP6 Diagnosis, Evaluation, and Characterization of Klima (DECK) and his-168

torical simulations (Eyring et al., 2016), including 500-year pre-industrial control (pi-169

Control), 150-year CO2 concentration increasing 1% per year (1pctCO2), 150-year abruptly170

quadrupled CO2 (abrupt-4XCO2), and three historical ensemble (1850-2014) simulations171

(Table 1). The piControl experiment was initialized from the piControl spinup run at172

year 151, and was driven by the fixed forcing levels at 1850. The piControl spinup fol-173

lows the same procedure as in CM4.0 where atmosphere and land states were from a 700-174

year piControl simulation with prototype configurations, and ocean and sea ice were based175

on the World Ocean Atlas January climatology (Antonov et al., 2006; Locarnini et al.,176

2006; Held et al., 2019). The 1pctCO2 and abrupt-4XCO2 experiments were branched177

off the piControl at year 101. The three historical ensemble simulations share the same178

ocean, sea ice, and land initial conditions spun off the piControl at year 101; but differ179

in the atmosphere initial condition which came from the piControl restart files at year180

101, 140, and 182, respectively. Note that in order to have an apple-to-apple compar-181

ison, the CM4-MG2 fully coupled simulations were configured as close as possible to the182

CM4.0 simulations (Held et al., 2019).183

All coupled simulations discussed in this study were run at nominal 1.0o horizon-184

tal resolution (or about 100 km) for atmosphere and land, and 0.25o horizontal resolu-185

tion for ocean and sea ice. The atmospheric component uses 33 levels with a relatively186

“low top” of about 1 hPa in the vertical, while the ocean component has 75 vertical lay-187

ers with about 2 m vertical spacing near the ocean surface and 250 m below 5000 m. The188

atmosphere physics time step is 30 min, and ocean baroclinic and barotropic time steps189

are 15 min and about 19 sec, respectively. The coupling frequency for all components190

is every 30 min.191

3.1 Pre-industrial Control Experiment192

In this section we will discuss the global-scale evolution of the CM4-MG2 piCon-193

trol simulation. Figure 1(a) provides the net downward radiative flux at TOA. The TOA194

radiative flux generally fluctuates between -1.0 and +1.0 W m−2 with little model drift.195

Its 500-yr average is about 0.22 W m−2. We also calculate the net heat flux out of the196

atmosphere at the surface, which is stable with an average of about 0.17 W m−2 over197

the 500-yr period. The non-zero difference between the TOA and surface fluxes suggests198

an artificial energy sink of 0.05 W m−2 in the CM4-MG2 model atmosphere (vs. 0.08 W m−2
199

in CM4.0). This sink stems from the inconsistent definitions of energy conservation be-200

tween model dynamics and physics. For example, the atmospheric dynamic core consid-201

ers the heat capacity for the total air (including condensed water) and the temperature202

dependence of latent heat, but atmospheric physics does not (Lin, 2004; Putman & Lin,203

2007; Yano & Maarten, 2017; Zhou et al., 2019). An energy fix term for this inconsis-204

tency has been introduced in the AMIP (Atmospheric Model Intercomparison Project)205

mode, but gives rise to an energy sink (or imbalance) in the fully coupled mode (Held206

et al., 2019). However, the energy imbalance here is small relative to the radiative forc-207

ing caused by anthropogenic emissions, so we do not expect it would impose significant208

impacts on the model climate (Golaz et al., 2019).209
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Figures 1(c) and (d) present the time evolution of the global mean surface air tem-210

perature at 2 m (Tair) and sea surface temperature (SST) from the OM4p25 outputs.211

Both Tair and SST show slightly warming trends (+0.018oC/century for Tair and +0.015oC/century212

for SST). This is partly associated with the Southern Ocean that has not reached the213

equilibrium or steady state in the CM4-MG2 piControl, similar to what is reported in214

Held et al. (2019). Compared to the HadISST over 1880-1900 (18.00±0.06oC), the CM4-215

MG2’s SST (17.42±0.10oC) is biased low by about 0.58oC (vs. 0.62oC low bias in CM4.0).216

In the AMIP simulations where the SST is prescribed (M. Zhao et al., 2018a), Tair is colder217

than the observation (Climatic Research Unit TS data-set version 4.01) by 0.62oC over218

the land (I. Harris et al., 2014), and colder than the ERA-Interim reanalyses (European219

Center for Medium Range Weather Forecasting Re-Analysis Interim) by 0.30oC over the220

ocean (Dee et al., 2011). Hence Tair in the CM4-MG2 piControl (12.78±0.14oC ) is likely221

biased cold by 0.58oC or more (Figure 1 (c)). One reason for the temperature cold bias222

is the snow-covered glacial albedo that has been purposely tuned higher during the CM4.0223

development, in order to encourage the formation of Antarctic bottom water (Held et224

al., 2019).225

3.2 Historical Experiments226

3.2.1 Atmosphere Climatology227

We evaluate the atmosphere climatology over the period of 1980–2014. Three en-228

semble members of CM4-MG2 historical experiment are examined and compared to the229

CM4.0 counterpart experiments.230

Figure 2(a) shows the global map of annual mean net downward shortwave flux or231

shortwave absorption (SWABS) at TOA from three CM4-MG2 historical ensemble mean.232

The observational reference is the Clouds and the Earth’s Radiant Energy System-Energy233

Balanced and Filled climatology Edition 4.1 (CERES-EBAF-Ed4.1) shown in Figure 2(b)234

(Loeb et al., 2009, 2018). Model bias patterns are qualitatively similar between CM4-235

MG2 and CM4.0 (Figures 2(c)(d)). Negative biases are seen in the sub-Saharan Africa,236

western Indian Ocean, western Pacific storm track regions, tropical Atlantic, and near237

the Arctic (north of ∼60oN). Positive biases occur in the Southern Ocean (south of 60oS)238

and equatorial Pacific, and along the west coasts of South America, Africa, and North239

America, suggesting a lack of cloudiness. The lack of subtropical stratocumulus clouds240

off the west coasts have been a long-standing problem in the GFDL GCMs (Donner et241

al., 2011; M. Zhao et al., 2018a; Held et al., 2019; Dunne, Horowitz, et al., 2020).242

This problem of coastal stratocumulus has improved noticeably with the introduc-243

tion of the MG2 cloud microphysics in the AMIP mode simulations (Guo et al., 2021).244

More importantly, the fully coupled CM4-MG2 simulations successfully maintain this245

improvement (Figure 2(c)). Over three representative stratocumulus regions near Peru246

[80-90W, 10-20S], Namibia [0-10E, 10-20S], and California [120-130W, 20-30N] (Klein247

& Hartmann, 1993), the annual mean SWABS biases are 5.88, 10.72, and 7.30 W m−2
248

in CM4-MG2, about 10 W m−2 smaller than those in CM4.0 (16.10, 18.30, and 17.44 W m−2).249

This indicates that the enhanced subtropical stratocumulus is a robust feature when MG2250

is active. This enhancement is likely due to the Seifert and Beheng (2001) autoconver-251

sion scheme and the prognostic precipitation treatment, which suppress the autoconver-252

sion of cloud water to rain at low liquid water paths and help sustain the subtropical stra-253

tocumulus. The improvement in the shortwave off the west coasts is not only a signif-254

icant regional improvement, but also has important implications especially for coupled255

simulations. It could reduce the warm SST biases of the underlying ocean and poten-256

tially alleviate the double ITCZ bias (Large & Danabasoglu, 2006), which will be dis-257

cussed later.258

An analogous figure for outgoing longwave radiation (OLR) is provided in Figure 3.259

The OLR spatial pattern at TOA from CM4-MG2 closely resembles the CERES-EBAF-260
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Ed4.1 observation. Comparison of two model biases gives an overall improvement in root-261

mean-square-error (RMSE, 5.75 vs. 6.31 W m−2 in CM4.0), and similar global mean bias262

(-2.19 vs. -2.37 W m−2 in CM4.0). Regionally, the OLR biases are closely correlated with263

convective precipitation biases in the tropics (M. Zhao et al., 2018a). Excessive OLR are264

present over the equatorial Pacific and Atlantic, and Amazon where dry biases are seen.265

Insufficient OLR occurs over West Indian Ocean, the Maritime continent, the tropical266

Pacific, and tropical South Atlantic, where wet biases are significant. As shown in Fig-267

ures 3 and 4, the OLR biases appear to be larger where the precipitation biases are stronger,268

and vice versa. In the extratropics, the OLR tends to be underestimated in both mod-269

els, but the underestimate is amplified in CM4-MG2 especially over the Arctic.270

Both SWABS and OLR biases suggest too much cloudiness over the Arctic in CM4-271

MG2 (Figures 2 and 3). One reason is that the atmosphere is more humid (Figures 7(c)(d)),272

which favors more cloudiness since the large-scale cloud cover is parameterized as a func-273

tion of relative humidity (Tiedtke, 1993). Table 2 provides the global annual means and274

RMSEs of clear-sky SWABS (SWABS clr) and OLR (OLR clr) at TOA, as well as short-275

wave and longwave radiative effect (SWCRE, LWCRE). CM4-MG2 shows lower OLR clr276

and LWCRE than CM4.0 by about 1 W m−2. Given higher water vapor content in CM4-277

MG2 (Figure 6), OLR clr is effectively from the emissions at higher altitude (or colder278

temperature), and therefore lower.279

Annual precipitation is exhibited in Figure 4 compared to Global Precipitation Cli-280

matology Project (GPCP) V2.3 (Adler et al., 2003, 2016). The global mean precipita-281

tion rates from both models are higher than the GPCP reference by ∼6-7%. Note that282

there exist systematic underestimations in the satellite retrievals, and the GPCP esti-283

mate may be biased low by ∼10% (Wild et al., 2013). As confirmed by Stephens et al.284

(2012), the GPCP precipitation is probably underestimated by ∼10% over tropical oceans,285

and by a larger percentage over mid-latitude oceans. The global mean precipitation rates286

of CM4-MG2 and CM4.0 (2.85 vs. 2.89 mm day−1) differ by about 0.04 mm day−1, sim-287

ilar to what is reported in the AMIP simulations (Guo et al., 2021). The lower precip-288

itation rate in CM4-MG2 is likely associated with precipitation efficiency, defined as the289

ratio of surface precipitation rate to the sum of column-integrated vapor condensation290

and deposition rates (Sui et al., 2005, 2007). As discussed in Guo et al. (2021), the MG2291

cloud microphysics shows lower precipitation efficiency than the RK microphysics. Be-292

cause of the less efficient depletion of water vapor by precipitation, more vapor is present293

in CM4-MG2 (Figure 6).294

Regional precipitation biases comprise dry Amazon and equatorial Pacific, wet trop-295

ical Africa and West Indian Ocean and tropical Pacific, as well as biases typically de-296

veloped in the coupled simulations: wet maritime continent and double ITCZ. Double297

ITCZ is a common bias persisting in a number of state-of-the-art fully coupled GCMs298

(Held et al., 2019; Golaz et al., 2019; Voldoire et al., 2019; Kelley et al., 2020; Dunne,299

Horowitz, et al., 2020). It is manifested as a zonal band of excessive precipitation across300

the Southern Hemisphere tropics at about 8oS. One notable achievement of CM4.0 is the301

reduced double ITCZ bias compared to GFDL’s previous-generation GCMs (Held et al.,302

2019). It is encouraging that CM4-MG2 further reduces it, with smaller wet biases (less303

reddish) in the Indian Ocean, the South Pacific Convergence Zone, and the tropical At-304

lantic Inter-Tropical Convergence Zone (Figures 4(c)(d)). To highlight the ITCZ improve-305

ment, we compare the zonal mean precipitation over the eastern Pacific (150W-90W).306

As shown in Figure 5, three CM4-MG2 ensemble members are closer to the GPCP ob-307

servation over 2oS-10oS than the CM4.0 counterparts, indicating the reduced wet biases308

by this measure. This improvement is partly related to the enhanced subtropical stra-309

tocumulus clouds (Figure 2). The enhanced stratocumulus reflects more shortwave ra-310

diation back to space, and cools the underlying sea surface along the eastern boundaries311

of the subtropical ocean basins. The cooler SST might suppress local convection and re-312

sult in less rainfall.313
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Figure 7 illustrates the model biases of surface air temperature and relative humid-314

ity at 2 m, and surface zonal wind at 10 m compared to ERA-Interim (Dee et al., 2011).315

The simulated surface air temperature appears to be biased cold, with a global mean value316

lower than the reanalysis by about 1.11 K. The cold bias partially arises from the boost317

of snow-covered glacial albedo, alleviating (or delaying) unrealistic superpolynya behav-318

ior in the Southern Ocean (Held et al., 2019). Albeit the cold bias is prevalent, the warm319

bias is present along the eastern boundaries of the subtropical ocean basins, as well as320

in the Ross Sea and Weddell Sea. Relative to CM4.0, CM4-MG2 shows marked improve-321

ments along the eastern boundaries largely due to the enhanced subtropical stratocu-322

mulus, but moderate degradation in the Southern Ocean. Comparison of 2 m relative323

humidity reveals positive biases in both models, especially in the high latitudes (Figures 7(c)(d)).324

CM4-MG2 shows larger biases there. One reason is possibly due to the less efficient pre-325

cipitation formation and thus more humid atmosphere when MG2 is effective, as sup-326

ported by higher water vapor path in CM4-MG2 (22.96 vs. 22.06 g m−2 in CM4.0) (Fig-327

ure 6). The surface zonal wind biases at 10 m in CM4-MG2 and CM4.0 exhibit similar328

geographical patterns: positive biases over the Antarctic and negative biases over the329

Indian Ocean and equatorial Pacific (Figures 7(e)(f)). CM4-MG2 shows slightly larger330

global mean bias (-0.12 vs. -0.09 m s−1 in CM4.0), but slightly smaller RMSE (0.63 vs.331

0.67 m s−1 in CM4.0). Additionally, Table 2 presents the global biases of surface wind332

stress (tau x, tau y), surface latent and sensible heat fluxes (LH flx, SH flx), and sea level333

pressure in the Northern and Southern Hemispheres (SLP NH, SLP SH). Both CM4-334

MG2 and CM4.0 show comparable global means and RMSEs, and are close to the ERA-335

Interim reanalyses.336

We further examine the vertical profile of annually and zonally averaged zonal wind337

(Figure 8). Both CM4-MG2 and CM4.0 show the shift of midlatitude westerlies toward338

the equator, which is a common deficiency developed in the coupled GCMs (M. Zhao339

et al., 2018a; Held et al., 2019; Golaz et al., 2019). Both models underestimate the west-340

erly throughout the midlatitude troposphere, and overestimate the trade winds in the341

tropics. Nevertheless the underestimate of the westerly and the overestimate of of trade342

winds are alleviated to some degree in CM4-MG2, leading to overall smaller RMSE (Fig-343

ures 8(c)(d)). The corresponding temperature profile is shown in Figure 9. Both mod-344

els share cold biases throughout the troposphere, consistent with the colder-than-observed345

SST discussed in Section 3.2.2. The cold bias is reduced in CM4-MG2, by about a fac-346

tor of 2 in mid-upper troposphere over the tropical and mid-latitude regions, which is347

perhaps associated with more water vapor there (Figure 6). The positive biases are present348

in the stratosphere in both models, but reduced noticeably in CM4-MG2. Consequently,349

the RMSE of the CM4-MG2’s temperature profile is smaller than that of CM4.0 (Fig-350

ures 9(c)(d)).351

3.2.2 Ocean and Sea Ice Climatology352

The SST biases, relative to the Hadley Centre Sea Ice and Sea Surface Tempera-353

ture (HadISST) data set over 1980-2014, averaged over three historical ensemble mem-354

bers for both CM4-MG2 and CM4.0 are displayed in Figure 10. The global mean biases355

(-0.64 vs. -0.63 K) and RMSEs (0.96 vs. 0.97 K) are comparable between CM4-MG2 and356

CM4.0. The geographical patterns of SST biases, to a large extent, are similar to sur-357

face air temperature biases (Figures 7(a)(b)). There are prevailing cold biases in the sub-358

tropical highs and their poleward margins, with warm anomalies in the Northwest At-359

lantic Ocean and oceanic upwelling regions along the west coasts of Africa, North and360

South America. Due to the enhanced coastal stratocumulus clouds, the warm biases along361

the west coasts are (marginally) improved in CM4-MG2, which is one of the possible rea-362

sons for the reduced double ITCZ bias (Figures 4(c)(d)). But this improvement is less363

significant than what is found in the surface air temperature, suggesting that lack of sub-364

tropical stratocumulus clouds are only part of the reasons for the SST warm biases along365
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the west coasts. Other factors, for example, insufficient ocean upwelling, are likely con-366

tributors, too.367

The seasonal cycle of sea ice extent (SIE) is shown in Figure 11. Both CM4-MG2368

and CM4.0 agree favorably with passive microwave satellite observations from the Na-369

tional Snow and Ice Data Center (NSIDC) (Cavalieri et al., 1996). Both models well rep-370

resent the magnitude and timing of Pan-Arctic SIE, with maxima in March and min-371

ima in September. But they both tend to overestimate the SIE, and CM4-MG2 further372

amplifies it, especially during the boreal winter and summer. Since both models adopt373

the same SIS2 code and tunings (Adcroft et al., 2019), we speculate that the overesti-374

mate amplification might be related to ice nucleation and cloud microphysical param-375

eterizations, and more humid atmosphere in CM4-MG2, and thus excessive clouds over376

the Arctic as well as their interactions with the coupled system (Figures 2, 3, and 6).377

The overestimate of the Arctic sea ice is expected to enhance sea ice feedback, leading378

to higher climate sensitivity, which will be discussed in Section 3.5. Both CM4-MG2 and379

CM4.0 magnify the seasonal cycle of Pan-Antarctic SIE, with positive biases in the aus-380

tral winter and negative biases in the austral summer (Figure 11(b)). These Pan-Antarctic381

SIE biases are also present in the GFDL SPEAR (Seamless System for Prediction and382

EArth System Research) simulations, and are suspected to be associated with too much383

shortwave absorption in summer or a missing subgrid ice ridging (dynamical thickening)384

scheme in SIS2 (Adcroft et al., 2019; Delworth et al., 2020).385

3.3 Climate Variability386

The evaluations so far have been mainly focused on the mean model climate. In387

this section, we will assess the model performance from the climate variability perspec-388

tive.389

3.3.1 Madden–Julian Oscillation (MJO)390

The Madden-Julian Oscillation (MJO) is a key climate variability mode (Madden391

& Julian, 1971, 1972). It is the largest component of the intraseasonal (30- to 90-day)392

variability and a key feature of moist convection in the tropical atmosphere. Recent stud-393

ies have shown that lower tropospheric moisture and its advection play a key role for the394

propagation and magnitude of the MJO (Benedict et al., 2014; Pritchard & Bretherton,395

2014; Adames & Wallace, 2015; X. Jiang, 2017; H.-M. Kim, 2017; X. Jiang et al., 2020).396

The atmospheric moisture has increased remarkably in CM4-MG2 (Figure 6). More mois-397

ture may favor the development of convection due to the moisture-convection feedback398

(X. Jiang et al., 2020). Therefore it is expected that the MJO simulation will be impacted,399

even though the convection parameterization has not changed from CM4.0 to CM4-MG2.400

Figure 12 shows the tropical symmetric power spectrum of OLR from 15oS to 15oN401

to assess the magnitude of MJO (Wheeler & Kiladis, 1999). The color shading regions402

indicate that the spectral power associated with MJO, Kelvin and other convective waves403

are greater than or equal to 1.2, which is significantly above the background noises. CM4-404

MG2 shows clearly stronger tropical wave activity. For example, in zonal wave number405

1-3 (or frequency∼0.025 day−1), there is enhanced MJO. CM4-MG2 shows stronger east-406

ward propagating OLR signals than CM4.0, and thereby agrees better with the AVHRR407

(Advanced Very High Resolution Radiometer) observation (Liebmann & Smith, 1996).408

Further analyses are conducted by evaluating the life cycle of MJO. Figure 13 dis-409

plays the composites of 20-100 day band-pass filtered daily anomalies in OLR and wind410

vector at 850 hPa (u850, v850) during the boreal winter season (November to April). The411

composites clearly illustrate the eastward propagation of convective signals, represented412

by the OLR anomalies. The negative OLR anomalies (associated with MJO) first de-413

velop over the Indian Ocean, get strengthened and pass through the Maritime Continent,414
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then gradually decay and continue into the western Pacific. Both CM4-MG2 and CM4.0415

well represent the traveling pattern of the MJO, compared to the ERA5 reanalysis. Dur-416

ing the MJO life cycle, CM4-MG2 exhibits a larger magnitude of the OLR anomalies and/or417

stronger convective signals than CM4.0, and shows notable improvements in simulating418

the eastward propagation of the MJO.419

3.3.2 El Niño-Southern Oscillation (ENSO)420

The El Niño-Southern Oscillation (ENSO) is Earth’s strongest year-to-year climate421

fluctuation, involving SST variations in the tropical Pacific that have major impacts on422

the global climate system (McPhaden, M J and A Santoso and W Cai, 2020). Thus it423

is critical for climate models to simulate realistic ENSO variability.424

We conducted wavelet analyses (Torrence & Compo, 1998) for SST averaged over425

the Niño-3 region (150oW–90oW, 5oS–5oN), comparing the power spectra from obser-426

vational reconstructions against those from the CM4-MG2 and CM4.0 piControl and his-427

torical ensemble (Figure 14). The observed spectrum, based on the NOAA Extended Re-428

constructed Sea Surface Temperature, version 5 (ERSSTv5) observational reanalysis (Huang429

et al., 2017), shows a strong annual peak and a broad interannual peak spanning 2–8 years430

(Larkin & Harrison, 2002; Kessler, 2002; Wittenberg, 2009; Wittenberg et al., 2014). For431

CM4.0, the simulated spectra closely resemble the observations, with a broad interan-432

nual peak. For CM4-MG2, the spectra show a stronger ENSO with a somewhat longer433

period than observed. The ENSO period peaks near 3.5-4.0 years for CM4-MG2, while434

it is 3.3 years for observations and CM4.0. In both CM4.0 and CM4-MG2, the simulated435

historical annual cycle of Niño-3 SST is slightly stronger than observed; and moving from436

pre-industrial to historical forcings, in both models the ENSO strengthens while the an-437

nual cycle weakens. Given the excellent spectra in the CM4.0 historical simulations, it438

is somewhat disappointing that the enhanced subtropical stratocumulus in CM4-MG2439

results in an apparent overestimate of the ENSO amplitude. Yet given the numerous com-440

peting coupled feedbacks involved in ENSO, it is often the case that improvements in441

one model component can unmask shortcomings in other components (Wittenberg et al.,442

2018; Guilyardi et al., 2020). These shortcomings will need to be identified and addressed443

via additional iterations of coupled model development.444

3.3.3 Atlantic Meridional Overturning Circulation (AMOC)445

Figure 15 shows the maximum Atlantic Meridional Overturning Circulation (AMOC)446

at 26oN, which was estimated by integrating volume transport down from the ocean sur-447

face. The mean AMOC strengths, from the CM4-MG2 and CM4.0 historical ensemble448

members over the period of 2004–2014, are about 16.38 Sv and 15.82 Sv, which are close449

to the direct observation from the RAPID array (∼16.9±3.35 Sv) (Moat et al., 2020).450

In the historical simulations, the modelled AMOC exhibits a strengthening trend from451

1940 to 1980, but after peaking around 1980, it shows a weakening trend (Figure 15(a)).452

These trends are generally consistent with the simulated AMOC variations in the state-453

of-the-art GCMs from CMIP6 (Hassan et al., 2021; Menary et al., 2020), and are likely454

to be related to the compensating effects between aerosols and greenhouse gases (GHGs)455

(Delworth & Dixon, 2006; Hassan et al., 2021; Menary et al., 2020). Increasing GHGs456

contributes to the weakening of the AMOC, while aerosols impose opposite effects and457

offset the GHG-induced weakening. The build-up of anthropogenic aerosols increases the458

strength of AMOC prior to 1980, and the following AMOC weakening is likely due to459

the reduced aerosol emissions and increasing GHGs.460

Figure 15(b) provides the time series of the 10-yr running average AMOC from the461

piControl simulations. The mean AMOC strengths from both models are comparable462

to the observed mean, with slightly stronger AMOC in CM4-MG2 than CM4.0 (17.26463

vs. 16.71 Sv). But the multidecadal variability of the modelled AMOC is underestimated,464
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evidenced by lower standard deviations of 0.54 Sv for CM4-MG2 and 0.60 Sv for CM4.0465

versus 1.37 Sv for indirectly inferred observations (Yan et al., 2018). Furthermore, the466

simulated forced multidecadal AMOC variations (Figure 15(a)) are opposite to the his-467

torical multidecadal AMOC variations inferred from the observed AMOC fingerprints468

(i.e. a negative phase during 1970s and 1980s and a positive phase during 1960s and post-469

1990), which are more likely dominated by internal variability (Yan et al., 2019). This470

discrepancy with the observational records is consistent with the muted internal mul-471

tidecadal AMOC variability in this model. The lower multidecadal variability might be472

associated with the buoyancy forcing (W. M. Kim et al., 2017), and is also suspected to473

be partially related to the wind forcing (J. Zhao & Johns, 2014; Yan et al., 2018). Re-474

cent reconstructions of the long-term mean AMOC structure suggests that the Arctic475

is the northern terminus of the mean AMOC (Zhang & Thomas, 2021), and the simu-476

lated lower multidecadal AMOC variability is likely related to the underestimated mul-477

tidecadal Arctic salinity variations in climate models due to the model biases in the Arc-478

tic (Rosenblum et al., 2021). Nevertheless, detailed discussion on the underlying reasons479

for the muted multidecadal AMOC variability is beyond the scope of this study.480

3.4 Temperature Evolution and Aerosol Radiative Forcing481

Figure 16(a) provides the time evolution (1850-2014) of the global mean surface482

temperature anomaly from the CM4-MG2 and CM4.0 historical ensembles, as well as483

the comparison against the observational estimate: NASA Goddard Institute for Space484

Studies Surface Temperature product version 4 (GISTEMP v4) (GISTEMP-Team, 2019;485

Lenssen et al., 2019). The temperature anomaly is the 5-year running average relative486

to the 1880–1900 period, which is the first 20-yr of the GISTEMP data. The blue curve487

is the CM4-MG2 three historical ensemble mean, and the shaded region is the ensem-488

ble range. The red curve is the CM4.0 three historical ensemble mean. The black curve489

is the observational estimate. The letters above the x-axis indicate major volcano events.490

Each event results in a dip in temperature. From 1880 to 2014, the overall bulk global491

warming from both models agrees well with observations, although warmer than the ob-492

servation before 1940 and colder after 1960. The cold bias persists until 2010 when it493

is virtually cancelled out by the abrupt warming starting around 1990.494

More details about the warming are displayed in the difference of temperature anomaly495

between the Northern Hemisphere (NH) and the Southern Hemisphere (SH) (Figure 16(b)).496

From 1920 to about 1980, the NH exhibits stronger warming than the SH from the GIS-497

TEMP observation, but neither CM4-MG2 nor CM4.0 captures this hemispheric warm-498

ing asymmetry, suggesting insufficient modelled warming (or too strong cooling) in the499

NH. After 1980, both models (especially CM4.0) show a rapid warming trend in the NH,500

similar to the abrupt warming in the global mean temperature since 1990 (Figure 16(a)).501

The rapid warming trend might be related to aerosol radiative effect and climate sen-502

sitivity.503

The time series of aerosol radiative flux perturbation (RFPs) for the NH and the504

SH are shown in Figure 17. The RFP is estimated as the change in the TOA net radi-505

ation from a pair of climatological simulations with identical SST and sea ice but dif-506

ferent (present-day or pre-industrial) radiative forcing agents and their precursors (Lohmann507

et al., 2010; Golaz et al., 2011; Hansen et al., 2014; Forster et al., 2016). As anthropogenic508

aerosol emissions increase remarkably from 1920 to 1990, the aerosol RFP gets stronger509

(more negative) especially in the NH. During the period of 1970-1990, the RFP in the510

NH reaches -1.41 W m−2 and -1.65 W m−2 for CM4-MG2 and CM4.0, respectively. Such511

strong aerosol cooling is capable of offsetting or partially offsetting the greenhouse warm-512

ing. After 1990, the aerosol RFP declines quickly (or becomes less negative) especially513

for CM4.0. The quick decline in the aerosol cooling, along with the rapid increase in the514

greenhouse warming, leads to an abrupt warming trend as shown in Figure 16. In ad-515
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dition to the aerosol radiative effect, climate sensitivity is another important factor in-516

fluencing the global warming, which will be discussed in Section 3.5.517

3.5 Climate Sensitivity and Cloud Feedback518

Two idealized CO2 forcing simulations: CO2 concentration increasing 1% per year519

(1pctCO2) and abruptly quadrupled CO2 (abrupt-4XCO2) (see Table 1), were conducted520

to evaluate climate sensitivity. Climate sensitivity is an important metric to understand521

the trajectory of the 20th century warming (Figure 16), as well as the climate projec-522

tion and long-term climate outcomes of the 21th century and beyond. A model with a523

higher climate sensitivity is likely to yield a larger temperature change for given anthro-524

pogenic forcing.525

Transient Climate Response (TCR) is a primary measure of climate sensitivity un-526

der increasing CO2 scenario, referring to the warming at the time of CO2 doubling (around527

Year 70) in the 1pctCO2 experiment (Table 3). Figure 18 (a) illustrates the time evo-528

lution of global annual mean surface air temperature change (∆T). In response to in-529

creasing CO2 concentration, CM4-MG2 warms less than CM4.0. The TCR, from the dif-530

ference of 20-year averages (i.e., Year 61-80) between the 1pctCO2 and piControl, is about531

10% lower in CM4-MG2 than that in CM4.0 (1.85 vs. 2.05 K). In Year 140 when CO2532

is quadrupled, the warming is about 4.16 K in CM4-MG2 but reaches 5.10 K in CM4.0,533

although both well above twice their corresponding TCRs. Furthermore, CM4-MG2 ex-534

hibits weaker warming than CM4.0 in the abrupt-4xCO2 experiment (Figure 18 (b)),535

echoing the less warming shown in the 1pctCO2 experiments.536

Another benchmark sensitivity metrics is equilibrium climate sensitivity (ECS), de-537

fined as the equilibrium global surface temperature change in response to CO2 doubling.538

But the evaluation of ECS is usually expensive computationally, because it takes thou-539

sands of model years for a coupled GCM to achieve equilibrium or steady state. As shown540

in Figure 18 (b), the 150-year simulation of the abrupt-4xCO2 is far from equilibrium.541

Nevertheless, Winton et al. (2020) extended the abrupt-4xCO2 experiment to 300 years542

and yielded an estimate of ECS of about 5.0 K for CM4.0. Following Dunne, Winton,543

et al. (2020), we estimated the ECS of 4.52 K and 4.89 K for CM4-MG2 and CM4.0, re-544

spectively. Another comparable and widely used alternative is effective climate sensitiv-545

ity (EffCS), following the method of J. Gregory et al. (2004). This method is to simply546

regress the top of atmosphere net radiative flux change (∆N) against ∆T. From the lin-547

ear regression for all 150 years of the abrupt-4xCO2 experiment, EffCS can be diagnosed548

as the half of the ∆T-axis intercept (i.e., half of x-axis intercept in Figure 18 (c)). The549

half is to evaluate EffCS with respect to a CO2 doubling according to its definition. With550

this method, the estimates of EffCS are 3.31 K and 3.91 K in CM4-MG2 and CM4.0,551

respectively. CM4-MG2’s lower EffCS is consistent with its lower TCR. The introduc-552

tion of the MG2 cloud microphysics appears to reduce climate sensitivity.553

In order to understand why the climate sensitivity is reduced, we diagnose effec-554

tive radiative forcing from a doubling of CO2 (EffF2x) and climate feedback parameter555

(λnet) under the assumption of EffCS=-EffF2x/λnet. Again EffF2x and λnet are derived556

by regression, and calculated as the half of the ∆N-axis intercept and the slope of the557

linear regression line (Figure 18). It is not surprising that lower EffCS in CM4-MG2 re-558

sults from weaker EffF2x, and more importantly from smaller (more negative) λnet (Ta-559

ble 3). This is similar to what is reported for the CMIP6 GCMs (as compared to the ear-560

lier CMIP5 generation GCMs). The combination of feedback and forcing results in higher561

EffCS in CMIP6: higher (less negative) feedback accounts for 60% increase of EffCS while562

stronger forcing only contributes to 20% increase (Zelinka et al., 2020). Hence, λnet is563

a major contributor to the change in EffCS.564

The global map of λnet is displayed in Figures 19(b)(c). The spatial patterns of λnet565

are similar for CM4-MG2 and CM4.0. λnet is mostly negative, and becomes positive in566
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the North Asia, Northern Canada, tropical East Pacific, and Southern Ocean. The zon-567

ally averaged λnet in CM4-MG2 is generally smaller (more negative) than that in CM4.0,568

except for northern subpolar where λnet peaks (Figure 19(a)). The larger λnet around569

70oN in CM4-MG2 is mainly because of shortwave clear-sky feedback (λSWclr), after de-570

composing λnet into longwave and shortwave clear-sky (λLWclr, λSWclr), and cloud ra-571

diative effect (λCRE) components. As shown in Figures 19(d)(e)(f), λSWclr ranges from572

neutral to strongly positive. CM4-MG2 exhibits larger λSWclr, especially poleward of 60oN.573

We attribute the larger λSWclr mostly to the decrease of surface albedo due to changes574

in snow cover and sea ice extent in the Arctic with warming. Both models overestimate575

the Arctic sea ice extent, but CM4-MG2 amplifies the overestimate (Figure 11(a)). This576

amplification further enhances the positive sea ice albedo feedback, and therefore increases577

the feedback in the Arctic. Note that the longwave clear-sky feedback (λLWclr) does not578

differ much between CM4-MG2 and CM4.0 (Table 3). So we will not discuss it further.579

The difference in λnet largely stems from the differences in λSWclr and λCRE.580

The positive λSWclr in the high-latitudes is partly balanced by the cloud radiative581

effect feedback (λCRE) (Figures 19(g)(h)(i)). Both CM4-MG2 and CM4.0 show strong582

negative λCRE in the Arctic and Southern Ocean, counteracting the strong positive λSWclr.583

Although both models share similar spatial patterns, for example, noticeably bimodal584

distribution (i.e., negative peaks at poleward of about 60oS and 70oN), CM4-MG2 over-585

all exhibits weaker or more negative λCRE (with the global mean decreasing from 0.18586

to -0.02 W m−2 K−1). Note that the differences in λCRE cannot be simply ascribed to587

the differences in clouds (or cloud feedback). Some changes in cloud radiative effect come588

from the cloud mask of clear sky fluxes, rather than from cloud changes. So λCRE does589

not truly represent cloud feedback (λCLD). In order to better account for cloud mask-590

ing effects, we then estimate λCLD using the radiative kernels described in Soden et al.591

(2008), instead of the linear regression. These radiative kernels were estimated using a592

control integration of the GFDL AM2 (GFDL Global Atmosphere Model Development593

Team, 2004), whose radiation algorithm is consistent with what is adopted in CM4.0 and594

CM4-MG2. Compared to λCRE, λCLD is systematically more positive. Its global mean595

is enhanced by about 0.5 W m−2 K−1 (Table 3), similar to ∼0.3-0.4 W m−2 K−1 reported596

by Soden et al. (2004). The differences in λCLD between CM4-MG2 and CM4 mainly597

occur in the extratropics (e.g., poleward of 30oS) (Figures 20(a)(b)(c)), and the global598

mean λCLD is reduced in CM4-MG2 (0.49 vs. 0.66 W m−2 K−1 in CM4.0). It is noted599

that given the approximations of the kernel technique, there often exists a residual feed-600

back term, which is the difference between λnet and the sum of kernel-derived compo-601

nents (Table 3). The residual term here is acceptably small (∼0.1-0.2 W m−2 K−1). So602

cloud feedback results are not expected to change qualitatively.603

In order to better understand the reduction in λCLD, we analyze low-level cloud604

amount and liquid water path (LWP) changes against ∆T (Zelinka et al., 2020). The605

low-level cloud amount tends to decrease (positive feedback) while the LWP tends to in-606

crease (negative feedback) as the climate warms. Figures 20(g)(h)(i) show the zonal av-607

erage and geographic distribution of the LWP change. CM4-MG2 exhibits stronger LWP608

increase in the tropical west Pacific. We suspect it might be associated with less efficient609

ice nucleation and more liquid clouds with warming. CM4-MG2 seems to experience weaker610

LWP increase in the extratropics (especially in the Southern Ocean) (Figures 20(h)(i)).611

The weaker increase is probably related to higher liquid fraction (or more super-cooled612

water) in CM4-MG2 (Andrews et al., 2019; Zelinka et al., 2020). When MG2 and dust-613

dependent ice nucleation are active, the supercooled liquid fraction tends to be higher614

especially for the mixed-phase clouds of temperature between -30 oC and -10 oC (See615

Figure 11 in Guo et al. (2021)). The smaller LWP increase is supposed to reduce cool-616

ing, leading to weaker negative (or stronger positive) cloud feedback in CM4-MG2.617

However, the LWP increase with warming is accompanied by low-level cloud amount618

decrease, consistent with what is reported in the AMIP mode simulations (M. Zhao et619
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al., 2016). As shown in Figure 20(d), both CM4-MG2 and CM4.0 exhibit reduced cloud620

amount with warming. But the cloud amount reduction is smaller in CM4-MG2 (-1.62% K−1
621

vs. -2.04% K−1 in CM4.0), and thus less positive cloud feedback. The net cloud feed-622

back turns out to be 0.49 W m−2 K−1 in CM4-MG2, lower than 0.66 W m−2 K−1 in CM4.0623

(Table 3). The decrease in low-level cloud amount is suspected to be related to precip-624

itation efficiency (M. Zhao et al., 2016). In order to explore the impacts of precipitation625

efficiency, we have conducted a pair of present-day simulation and global warming sim-626

ulation with SST uniformly warmed by 2 K following Cess and Coauthors (1990), and627

compared precipitation efficiency changes in a warmer climate. The precipitation effi-628

ciency is calculated as the ratio of surface precipitation rate to the sum of column-integrated629

vapor condensation and deposition rates (Sui et al., 2005, 2007). It is found that clouds630

occur less frequently and precipitation efficiency decreases with warming. The precip-631

itation efficiency is reduced by about 0.72% K−1 with MG2, and by about 0.49% K−1
632

with RK, respectively. The stronger reduction in precipitation efficiency with MG2 re-633

sults in weaker decrease in the low cloud amount (see Figure 4 in M. Zhao et al. (2016)),634

which contributes to less warming (or less positive cloud feedback). This is further sup-635

ported by smaller (more negative) Cess feedback when MG2 is active (-2.02 vs. -1.77 W m−2 K−1
636

in Table 3). Although recent studies showed that the Cess experiments provide useful637

insight on cloud feedback (Ringer & et al., 2006; Ringer et al., 2014; Brient et al., 2015),638

a caveat is that the Cess approach assumes uniform SST warming and ignores impor-639

tant feedbacks, such as sea ice feedback and polar amplification. Hence the Cess feed-640

back might underestimate the feedback of high latitude processes. The impacts of pre-641

cipitation efficiency on cloud feedback (or climate sensitivity) in the fully coupled mode642

need more research in the future.643

4 Summary644

This paper describes the model performance and simulation characteristics of a fully645

coupled atmosphere-ocean-land-sea ice model configuration: CM4-MG2, and compar-646

isons to the base model: CM4.0. CM4-MG2 and CM4.0 share the same ocean, sea ice,647

and land components. They only differ in the atmospheric component, or more specif-648

ically cloud microphysics: two-moment Morrison-Gettelman bulk microphysics with prog-649

nostic precipitation (MG2) vs. one-moment+ Rotstayn-Klein bulk microphysics with di-650

agnostic precipitation (RK), and the mineral dust and temperature-dependent ice nu-651

cleation scheme. Based on a suite of CMIP6 DECK and historical simulations, model652

mean climate, climate variability, the 20th century simulation, and climate sensitivity653

have been examined and evaluated against available observations and reanalyses.654

The CM4-MG2 mean climate is close or better relative to CM4.0 in terms of RMSE655

metrics. For some fields (e.g., OLR, temperature profile), the global RMSE is lower in656

CM4-MG2. The achievements include enhanced subtropical stratocumulus and reduced657

double ITCZ bias. The enhancement is a robust feature in both atmosphere-only and658

coupled simulations when MG2 is active. This is likely attributed to more realistic prog-659

nostic precipitation treatment and autoconversion parameterization (Guo et al., 2021).660

The enhanced stratocumulus also ameliorates the underlying SST warm bias along the661

west coasts of continents, and helps reduce rainfall and double ITCZ bias (Large & Dan-662

abasoglu, 2006). The degradation is the overestimate of the Arctic sea ice extent.663

The simulated climate variability generally compares favorably with observations.664

CM4-MG2 shows stronger eastward propagating MJO signals than CM4.0, and agrees665

better with observations and reanalyses. One plausible reason is that the atmosphere666

is more humid in CM4-MG2 due to lower precipitation efficiency of MG2. The improved667

MJO simulation is expected to benefit the sub-seasonal to seasonal prediction (Xiang668

et al., 2021). Compared to the credible ENSO simulation with CM4.0, CM4-MG2 over-669

estimates the spectral power and period lengths of ENSO. The modelled mean AMOC670

strength is in good agreement with the direct observation of RAPID, although its vari-671
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ability is muted. Both CM4-MG2 and CM4.0 simulate a strengthening trend of AMOC672

from 1940 to 1980 and a compensating reduction thereafter, due to the compensating673

effects between aerosols and GHGs. However, these simulated forced multidecadal AMOC674

variations are opposite to those inferred from the observed AMOC fingerprints over the675

second half of the twentieth century, which show a negative phase during 1970s and 1980s676

and a positive phase during 1960s and post-1990 and are more likely dominated by in-677

ternal variability (Yan et al., 2019). This discrepancy between CM4.0/CM4-MG2 and678

the observational records is consistent with the fact that CM4.0/CM4-MG2 has insuf-679

ficient internal multidecadal AMOC variability.680

Both CM4-MG2 and CM4.0 are capable of simulating the bulk warming of the 20th681

century. But the temporal evolution of historical warming, to some extent, departs from682

the observation: insufficient warming from 1960 to 1990 and too rapid warming from there683

on. An analysis on the hemispheric warming asymmetry between the NH and SH reveals684

the cold bias (or insufficient warming) in the NH prior to 1980 and subsequently abrupt685

warming, especially in CM4.0. The abrupt warming and warming asymmetry are also686

concerns for a number of CMIP6 GCMs (Golaz et al., 2019; Held et al., 2019; Danaba-687

soglu et al., 2020; C. Wang et al., 2021). Likely reasons are associated with aerosol ra-688

diative forcing and climate sensitivity (C. Wang et al., 2021). CM4-MG2 exhibits weaker689

(less negative) aerosol forcing than CM4.0 particularly in the NH, because the prognos-690

tic precipitation treatment in MG2 suppresses the dependency of rain formation on cloud691

drop size or number concentration (Posselt & Lohmann, 2008, 2009; Gettelman et al.,692

2015b; Guo et al., 2021).693

CM4-MG2 exhibits lower climate sensitivity than CM4.0. The transient climate694

response (TCR) is 1.85 K and 2.05 K for CM4-MG2 and CM4.0, respectively. The ef-695

fective climate sensitivity (ECS) is 3.31 K and 3.91 K, which are well within the expert696

estimated range (2.3–4.7 K) (Sherwood et al., 2020). It is not surprising that lower sen-697

sitivity largely results from weaker cloud feedback (Webb et al., 2006; Andrews et al.,698

2012), especially shortwave component (Zelinka et al., 2020; C. Wang et al., 2021). We699

further analyzed the changes of LWP and low-level cloud amount, and found that when700

the climate warms, CM4-MG2 exhibits weaker LWP increase and weaker low cloud amount701

decrease than CM4.0, especially over the Southern Ocean. These changes are related to702

higher liquid fraction and stronger precipitation efficiency reduction with warming in CM4-703

MG2. As demonstrated by M. Zhao et al. (2016), precipitation efficiency could strongly704

affect the model estimate of Cess sensitivity in the AMIP mode. We suspect that the705

lower climate sensitivity in CM4-MG2 is also partly associated with precipitation effi-706

ciency. A more detailed investigation on the impacts of precipitation efficiency in the cou-707

pled mode is beyond the scope of current paper and warrants further research.708

The MG2 cloud microphysics is more expensive computationally than the RK scheme,709

mainly due to additional prognostic tracers (e.g., number and mass of rain and snow,710

ice crystal number concentration) and substepping in cloud microphysics. As a result,711

the overall computational cost increases by about 10% in the AMIP mode simulations712

(Guo et al., 2021). However, in the fully coupled simulations, there are barely any no-713

ticeable slow-down because of the loading balance between different model components.714

In the current configuration of CM4.0, the wall clock time for the ocean/sea ice compo-715

nent is slower than that of atmosphere/land component by 10% or more. This proba-716

bly masks the slowdown caused by the MG2 microphysics in the CM4-MG2 atmospheric717

component.718

While the CM4-MG2 coupled global simulations are promising, there are areas for719

further improvements and/or exploration. The MG2 microphysics enhances the subtrop-720

ical stratocumulus clouds, but there is still lack of stratocumulus especially along the coasts,721

as shown by noticeable positive biases in the shortwave absorption. Refined vertical res-722

olution can better resolve sharp temperature and moisture gradients of inversion, and723

is expected to better represent subtropical boundary layer clouds (Bogenschutz et al.,724
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2021; Lee et al., 2021). The trajectory of the 20th century warming and hemispheric warm-725

ing asymmetry somewhat deviates from the observation. This could be related to aerosol726

effects, climate sensitivity, among others. Given that climate sensitivity in CMIP6 GCMs727

increases substantially and that high sensitivity likely degrades the quality of the 20th728

century simulation and future projection, further research on climate sensitivity or cloud729

feedback is a high priority. Meanwhile, a credible 20th century simulation under the tem-730

perature trend constraint does not necessarily satisfy the “bottom–up” process level con-731

straint such as cloud droplet size and cloud water phase partition (Golaz et al., 2013;732

Suzuki et al., 2013; Bodas-Salcedo et al., 2019). Future model development also needs733

to take the observational constraints on process level into account, in addition to the “top–down”734

constraints such as TOA radiative fluxes, atmospheric state, and temperature trend (Held735

et al., 2019; Mülmenstädt et al., 2020).736
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Figure 1. Time series of annual (a) global mean net radiative flux at top-of-atmosphere

(TOA) (positive down), (b) global mean net heat flux at surface, (c) global mean surface air

temperature, and (d) global mean sea surface temperature (SST). Blue solid lines represent the

500-yr time series of the CM4-MG2 piControl experiment. Blue dashed is the 500-yr average of

the CM4-MG2 piControl. Black solid is the time evolution (1870-2014) of the Hadley Centre Sea

Ice and Sea Surface Temperature data set (HadISST) (Rayner et al., 2003). Black dashed line is

the time average of HadISST over 1880-1990.

737
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Figure 2. Annual-mean net downward shortwave flux or shortwave absorption (SWABS,

W m−2) at top-of-atmosphere (TOA) from (a) three-member ensemble mean of CM4-MG2

historical experiment for 1980-2014, (b) CERES–EBAF Ed4.1 averaged for 2000-2015, (c) CM4-

MG2 model error (CM4-MG2 historical ensemble mean minus CERES), and (d) CM4.0 model

error.
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Figure 3. As in Fig. 2 but for outgoing longwave radiation (OLR, W m−2) at top-of-

atmosphere (TOA)

Figure 4. Annual-mean surface precipitation rate (mm day−1) for (a) three-member ensemble

mean of CM4-MG2 for 1980-2014, (b) GPCP v2.3 averaged for 1980-2015, (c) CM4-MG2 model

error (CM4-MG2 historical ensemble mean minus GPCP), and (d) CM4.0 model error.

–19–



manuscript submitted to Journal of Advances in Modeling Earth System

Figure 5. Annual zonal mean precipitation rate in the tropical Eastern Pacific averaged

over longitudes 150W-90W as a function of latitude: GPCP v2.3 observations (in black), and

three CM4-MG2 (in blue) and three CM4.0 (in red) ensemble members averaged over the years

1980-2014.
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Figure 6. Annual-mean column-integrated water vapor path (WVP, kg m−2) from (a)

three-member ensemble mean of CM4-MG2 for 1980-2014, (b) the NASA Water Vapor Project

(NVAP) total column water vapor data sets (Vonder Haar et al., 2012), (c) CM4-MG2 model

error (CM4-MG2 historical ensemble mean minus NVAP), and (d) CM4.0 model error.
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Figure 7. Model biases for 1980-2014 relative to ERA-Interim of near-surface (2 m) air

temperature (oC) in (a) and (b), near-surface (2 m) relative humidity (%) in (c) and (d), and

near-surface (10 m) eastward component of wind (m s−1) in (e) and (f).
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Figure 8. Annually and zonally averaged zonal wind (m s−1) for (a) three-member ensemble

mean of CM4-MG2 for 1980-2014, (b) ERA-Interim reanalysis averaged over 1980-2014, (c) CM4-

MG2 model error (CM4-MG2 historical ensemble mean minus ERA-Interim), and (d) CM4.0

model error.

Figure 9. As in Fig. 8 but for annually zonally averaged temperature (oC).
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Figure 10. Sea surface temperature biases (K) in CM4-MG2 (a) and CM4.0 (b), from three

historical ensemble members for 1980-2014, relative to the HadISST data set (Rayner et al.,

2003) for the same time period.

Figure 11. Sea ice extent (SIE) monthly climatologies (million km2) for Pan-Arctic in (a)

and Pan-Antarctic in (b) from three CM4-MG2 historical ensemble mean (thick blue), the

spread based on the minimum and maximum values of three CM4-MG2 ensemble members

(gray shaded), three CM4-MG2 historical ensemble mean (thin red), and satellite observations

(black) from the National Snow and Ice Data Center (NSIDC) (Cavalieri et al., 1996). Pan-Arctic

and Pan-Antarctic SIE are defined as the areal sum of all grid points whose sea ice concentration

(SIC) exceeds 15% in the Northern and Southern Hemispheres, respectively.
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Figure 12. Normalized tropical (15oS–15oN) symmetric power spectra of daily outgoing long-

wave radiation (OLR): zonal wavenumber versus frequency, from (a) NOAA AVHRR (Advanced

Very High Resolution Radiometer) observation, (b) CM4-MG2, and (c) CM4.0. Note that color

shading regions of greater than or equal to 1.2 indicate that spectrum power associated MJO,

Kelvin, and other convective waves are significant (above background noise).
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Figure 13. Composites of daily anomalies in OLR (color shaded) and wind vector at 850

hPa (u850, v850) using 20–100 day band-pass filtered data during boreal winter season (Novem-

ber–April) for ERA5 in (a), CM4-MG2 in (b), and CM4.0 in (c).
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Figure 14. Wavelet power spectra of SST averaged over the Niño-3 region (150–90oW,

5oS–5oN), following Figure 2 of Wittenberg (2009). Black curve is the 1880–2014 time-mean

spectrum of the Extended Reconstructed Sea Surface Temperature, version 5 (ERSSTv5) re-

analysis (Huang et al., 2017); Colored curves in (a) are the 1880–2014 time-mean spectra for the

three CM4-MG2 historical ensemble members (blue), and for the three CM4.0 ensemble members

(red). Colored curves in (b) are the time-mean spectra for the corresponding 500-year piControl

simulations.
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Figure 15. Time evolution of maximum Atlantic Meridional Overturning Circulation

(AMOC) at 26oN from three CM4-MG2 historical ensemble mean (thick blue), the spread based

on the minimum and maximum values of three CM4-MG2 ensemble members (gray shaded),

three CM4-MG2 historical ensemble mean (thin red), and the RAPID array measurement over

the period 2004–2015 in (a), and from CM4-MG2 and CM4.0 piControl experiments in (b).

–28–



manuscript submitted to Journal of Advances in Modeling Earth System

Figure 16. Time series of surface air temperature over land/sea ice and sea surface temper-

ature over open ocean anomalies (∆Ts, K) from 1880-1900 (a) for the globe, and (b) for the

inter-hemispheric contrast between the Northern Hemisphere (NH) and Southern Hemisphere

(SH). A 5-year running average is applied to the model results and observations. The obser-

vations are from the NASA Goddard Institute for Space Studies Surface Temperature product

version 4 (GISTEMP v4) (GISTEMP-Team, 2019; Lenssen et al., 2019). Letters above the hor-

izontal axis mark major volcanic eruptions: Krakatoa (K) in 1883, Santa Maŕıa (M) in 1902,

Novarupta (N) in 1912, Agung (A) in 1963, El Chichón (C) in 1982, and Pinatubo (P) in 1991.
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Figure 17. Time series of aerosol radiative flux perturbation (RFP, W m−2) for CM4-MG2

(blue) and CM4.0 (red) in the Northern Hemisphere (NH, solid)) and Southern Hemisphere (SH,

dotted) derived from a pair of long AMIP simulations (1870–2014) with prescribed time-varying

SST and sea ice concentration. One simulation used the fixed aerosol emission levels at 1850 and

the other used the same forcing levels except for time-varying aerosol emissions. Time series are

computed by averaging over 5-year period.
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Figure 18. Time series of global annual mean surface air temperature change (∆T, K) in the

1pctCO2 (a) and abrupt-4xCO2 (b) experiments relative to the pre-industrial control (piControl)

experiment. (c) ∆T versus top-of-atmosphere (TOA) net radiative flux change (∆N,W m−2)

of the abrupt-4xCO2 relative to the piControl. Linear regressions are depicted with solid lines

for CM4-MG2 (blue) and CM4.0 (red), respectively. The effective climate sensitivity (EffCS) is

calculated as the half of the ∆T-axis intercept.
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Figure 19. Zonal mean net climate feedback parameter (λnet, W m−2 K−1) in (a), and its

shortwave clear-sky component (λSWclr) in (d) and cloud radiative effect (CRE) component

(λCRE) in (g), and their geographical distributions from CM4-MG2 in (b), (e), and (h), and from

CM4.0 in (c), (f), and (i). λnet, λSWclr, and λCRE are calculated by regressing the change in net

radiative flux at TOA, and its shortwave clear-sky and cloud radiative effect components against

surface air temperature change (∆T) for all 150 years of the abrupt-4xCO2 simulations.
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Figure 20. Zonal mean cloud feedback parameter (λCLD) in (a), low cloud amount feedback

in (d), and liquid water path (LWP) feedback in (g), and their geographical distributions from

CM4-MG2 in (b), (e), and (h), and from CM4.0 in (c), (f), and (i). λCLD is estimated using the

radiative kernels based on the GFDL model (Soden et al., 2008). The low cloud amount feedback

is calculated by regressing the percentage change in low cloud amount against surface air tem-

perature change (∆T). The liquid water path feedback is calculated by regressing the change in

LWP against ∆T.
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Table 1. Summary of CM4-MG2 fully coupled atmosphere-ocean-land-sea ice simulations

Experiment Description Period Ensemble Initialization
(years) size

piControl Pre-industrial control 500 1 piControl spinup
1pctCO2 CO2 prescribed to 150 1 piControl (101)

increase at 1%/yr
abrupt-4xCO2 CO2 abruptly quadrupled 150 1 piControl (101)

and then held constant
historical Coupled historical 1850-2014 3 piControl (101, 140, 182)

.

738
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Table 2. Global-annual means of three ensemble members of CM4-MG2 and CM4.0 historical

simulations for 1980-2014, and observations: shortwave cloud radiative effect (SWCRE), longwave

cloud radiative effect (LWCRE), clear-sky shortwave absorption (SWABS clr), clear-sky outgoing

longwave radiation (OLR clr) at TOA based on the CERES-EBAF (Loeb et al., 2018); surface

latent heat flux (LH flx), surface sensible heat fluxes (SH flx), surface zonal wind stress (tau x),

surface meridional wind stress (tau y), sea level pressure in the Northern Hemisphere (SLP NH),

sea level pressure in the Southern Hemisphere (SLP SH) based on the ERA-Interim reanalyses

(Dee et al., 2011); convective and stratiform liquid water path (LWPcw) over ocean based on

the Multi-Sensor Advanced Climatology of Liquid Water Path (MAC-LWP) (Elsaesser et al.,

2017); and total ice water path (IWPtot) based on the CloudSat (J. Jiang et al., 2012). Values in

parenthesis indicate root-mean-square-errors (RMSEs).

Variable Observations CM4-MG2 CM4.0

SWCRE (W m−2) 45.39 -48.71 (9.28) -48.74 (9.48)
LWCRE (W m−2) 25.89 22.78 (5.32) 23.65 (5.18)
SWABS clr (W m−2) 286.93 287.37 (7.10) 287.38 (7.20)
OLR clr (W m−2) 268.22 260.80 (8.35) 261.48 (7.70)
LH flx (W m−2) 83.17 82.40 (9.45) 83.64 (9.48)
SH flx (W m−2) 17.48 18.49 (6.34) 18.22 (6.33)
tau x (dPa) 0.12 0.08 (0.18) 0.09 (0.20)
tau y (dPa) 0.02 0.004 (0.17) 0.002 (0.17)
SLP NH (hPa) 1013.62 1013.16 (1.12) 1013.25 (1.00)
SLP SH (hPa) 1009.02 1007.95 (2.57) 1007.72 (2.70)
1LWPcw ocean (g m−2) 81.06 80.53 (16.85) 60.50 (28.78)
2IWPtot (g m−2) 70.14 53.90 (39.78) 52.55 (40.73)

1 LWPcw includes both stratiform and convective cloud water, but not rain.
2 IWPtot includes stratiform and convective cloud ice and snow.
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Table 3. Global mean CO2 effective radiative forcing, sensitivity, and feedback due to CO2

doubling

CM4-MG2 CM4.0
TCR (K) 1.85 2.05
EffCS (K) 3.31 3.91
EffF2x (W m−2) 2.95 3.16
λnet (W m−2 K−1) -0.89 -0.81
λSWclr (W m−2 K−1) 0.95 0.81
λLWclr (W m−2 K−1) -1.82 -1.80
λCRE (W m−2 K−1) -0.02 0.18
λSWCRE (W m−2 K−1) -0.20 -0.06
λLWCRE (W m−2 K−1) 0.18 0.24
λCLD (W m−2 K−1) 0.49 0.66
λSWCLD (W m−2 K−1) -0.04 0.09
λLWCLD (W m−2 K−1) 0.53 0.57
λalbedo (W m−2 K−1) 0.48 0.47
λPlanck (W m−2 K−1) -3.53 -3.55
λLR (W m−2 K−1) -0.25 -0.20
λvapor (W m−2 K−1) 1.73 1.68
Cess feedback (W m−2 K−1) -2.02 -1.77

TCR (transient climate response) is global mean surface air temperature change (∆T, K)
at the time of doubled CO2 (Year 70) in the 1pctCO2 experiment (Table 1), evaluated
as a time-mean over years 61–80 (J. M. Gregory & Forster, 2008). EffCS, EffF2x, and
λnet are the effective climate sensitivity, 2xCO2 radiative forcing, and net climate feed-
back parameter, respectively. They are estimated from a linear regression of net radiative
flux change (∆N,W m−2) at top-of-atmosphere (TOA) against ∆T for all 150 years of
the abrupt-4xCO2 experiment (Table 1). EffCS and EffF2x are the ∆T-axis and ∆N-
axis intercepts divided by 2; λnet is the slope of the linear regression line. λSWclr, λLWclr,
and λCRE are clear-sky shortwave, clear-sky longwave, and cloud radiative effect (CRE)
feedback parameters. The total feedback is also decomposed into cloud (λCLD), surface
albedo (λalbedo), Planck (λPlanck), lapse rate (λLR), and water vapor (λvapor) feedback
components using the radiative kernels based on the GFDL AM2 model (Soden et al.,
2008). The cloud feedback (λCLD) is further decomposed into shortwave (λSWCLD) and
longwave (λLWCLD) cloud feedback. The Cess feedback is calculated as ∆N divided by
the warming of sea surface temperature (SST) from a pair of present-day simulation and
global warming simulation with SST uniformly increased by 2 K.
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Data Availability Statement739

The CM4.0 source codes are available at https://doi.org/10.5281/zenodo.3339397.740

The CM4.0 model data have been deposited in the CMIP6 archive with the identifier741

https://doi.org/10.22033/ESGF/CMIP6.1402 and https://doi.org/10.22033/ESGF/742

CMIP6.8594.743

The original MG2 source code was from the CESM2.1.3 release, which can be down-744

loaded at http://www.cesm.ucar.edu/models/cesm2/release download.html. The745

CM4-MG2 source codes can be found at https://doi.org/10.5281/zenodo.6323646.746

The CM4-MG2 model data is available at ftp://data1.gfdl.noaa.gov/users/huan747

.guo/microphysics/CM4-MG2.748

The radiative kernels for calculating the cloud feedback are accessible via https://749

climate.rsmas.miami.edu/data/radiative-kernels/index.html. The CERES-EBAF750

and GPCP data can be obtained from https://ceres.larc.nasa.gov/data and https://751

psl.noaa.gov/data/gridded/data.gpcp.html, respectively. The GISS Surface Tem-752

perature Analysis (GISTEMP v4) is accessible via https://data.giss.nasa.gov/gistemp.753

The HadISST data set can be downloaded at https://www.metoffice.gov.uk/hadobs/754

hadisst/data/download.html. The NOAA Extended Reconstructed Sea Surface Tem-755

perature (SST) V5 is available at https://psl.noaa.gov/data/gridded/data.noaa756

.ersst.v5.html. Data from the RAPID AMOC monitoring project are freely available757

from www.rapid.ac.uk/rapidmoc (https://doi.org/10.5285/aa57e879-4cca-28b6758

-e053-6c86abc02de5). The ERA-Interim (European Center for Medium Range Weather759

Forecasting Re-Analysis Interim) and ERA5 data are available at https://www.ecmwf760

.int/en/research/climate-reanalysis/era-interim and https://www.ecmwf.int/761

en/forecasts/datasets/reanalysis-datasets/era5, respectively.762
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