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Key Points:

• b-values of kinematic classes are evaluated along depth and related to
rheological properties of upper-medium crust in Southern California.

• 𝐴𝜆, a streamlined kinematic fault parameter that directly depends on rake
values, is defined and used to sort kinematic classes and their b-values.

• A regression law is calculated which relates b-values to fault styles, stress,
and rheology by 𝐴𝜆, along different depth ranges.

Abstract

Frequency-magnitude relation of earthquakes from Gutenberg-Richter law is
computed in Southern California. A supporting dataset is created, by merging
coordinates and magnitudes of relocated earthquakes with kinematic parame-
ters from focal mechanisms. Models of increasing complexity are evaluated to
test their dependence on differential stress and kinematics. Parameter b-value
is confronted against A�, a streamlined version of the kinematic fault parameter,
depending on rake values. Multiple regressions of b-values against A� at increas-
ing depths are performed, to test the significance of the variation along vertical
dimension. A linear equation is finally valued as the most probable model to
relate the two parameters.

Plain Language Summary

Relation between the number of earthquakes and their magnitudes, also known
as b-value from Gutenberg-Richter law, is calculated in Southern California. Sev-
eral relations linking b-values to space, faulting style, and stress are considered,
each with increasing complexity. Finally, the b-value is confronted with quan-
tification of stress and faulting style called A�. Possible equations that could
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relate to the two parameters are considered and statistically tested at various
depths. The best model to explain the relation is demonstrated to be a straight
line.

1. Introduction

Gutenberg-Richter law (Gutenberg & Richter, 1944) is one of the most impor-
tant equations in statistical seismology: according to it, all seismic events with
sizes above magnitude of completeness (Mc), are correctly recorded and follow
an exponential distribution. The slope of this distribution in a semi-logarithmic
diagram, labeled b-value, can oscillate in different tectonic settings around an
approximate range of 0.6-1.4 (Udias, 1999). During foreshock activity, b-value
drops are considered potential precursors before strong earthquakes (e.g. Chan
et al., 2012; Görgün, 2013; Gulia et al., 2016; Gulia & Wiemer, 2019; Pa-
padopoulos et al., 2010). Furthermore, these oscillations have been associated
with changes in stress conditions (Wiemer & Wyss, 2002; Wyss, 1973).

Inverse dependency of b-value with differential stress was demonstrated by
Scholz (2015). Besides, Schorlemmer et al. (2005) and Petruccelli et al. (2018)
showed that b-values harmonically depend on � rake angles from focal mecha-
nisms. Petruccelli et al. (2019a) tested all potential models that relate frequency
and size of seismic events, faulting style, and spatiality in terms of degrees of
freedom.

An alternative way to express both kinematics and stress is unifying them into
a single parameter, that assigns values based on faulting style and differential
stress. Simpson (1997) defined 𝐴𝜙 or Andersonian fault parameter, which quanti-
fies the Anderson (1905) faulting regimes and 𝜙, the ratio between main stresses
(Angelier, 1979, 1984, 1990) in an area. From a geological perspective, 𝐴𝜙 rec-
ognizes just three Andersonian styles (normal, transcurrent, reverse), though it
is continuous in the [0,3] range depending on 𝜙 variations.

Shape ratios in stress fields are usually calculated by focal mechanisms inver-
sion, which is computationally complex and requires moment tensors summation
(Kostrov, 1974). Kinematic features associated with single focal mechanisms are
then merged or lost, depending on their weight in the summation, though this
operation potentially influences their frequency-magnitude distribution. Wu et
al. (2018) proposed a relation between b-value and 𝐴𝜙 in Taiwan, but they
respectively computed b-values from earthquakes and 𝐴𝜙 from inversion of fo-
cal mechanisms. However, this procedure may imply a frequency gap between
datasets for b and 𝐴𝜙 distributions, which is not easily explainable.

This work introduces a modified version of the Andersonian parameter, A𝜆, that
preserves individual kinematic features. A proper dataset of focal mechanisms
from Southern California is compiled and used to evaluate models relating b-
values, kinematics, and physical quantities. We consider equations between
differential stress, rheology changes and A𝜆 and, in particular, a linear relation
between b-values and A𝜆, which proves to be the most realistic model among
tested ones.
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The Southern California region is a good case study for systematic analyses of all
kinematic groups because its faulting systems have a seismic production with an
extreme variety of slip senses. Gerstenberger et al. (2001), Mori & Abercrombie
(1997) already considered gradients of frequency-size distributions within crustal
depths in Southern California. An elastic-plastic rheology transition between
upper and middle crust, which is probably responsible for observed shifts in
b-values, was identified in this region at approximately 15 km (e.g. Nazareth &
Hauksson, 2004; Petruccelli et al., 2019a; Spada et al., 2013), though it did not
consider variations due to kinematic styles or rheological parameters. In the
following analyses, a kinematics-based distinction for this rheologic transition
will be evaluated.

1. Methods and Data

(a) A� parameter

𝐴𝜆 is the proposed faulting and stress quantification, which strictly depends
on rake angles 𝜆. It is the result of a geometric reduction of the stress cube
(Angelier, 1979, 1984, 1990; Simpson, 1997), that flattens it to a hexagon (fig
1a). The central angle in the hexagon is a stress ratio 𝜙, which in 𝐴𝜆 is a system
of three functions of 𝜆 angle ranges, as many as the main tectonic regimes. Thus
𝐴𝜆 can be considered a fast and streamlined version of 𝐴𝜙, because it is directly
calculated from individual rakes. Demonstration of 𝐴𝜆 equations is given in
Supplementary Material Text S2 (Fig. S1).

Kinematic classes sorted by � ranges are converted to 𝐴𝜆 classes, expressing
both faulting style and stress ratio. Main classes are:

• Normal (N): 𝜆 ∈ [− 5
6 𝜋; − 𝜋

6 ] => 𝐴𝜆 ∈ [0; 1];
• Strike-Slip (SS): 𝜆 ∈ [−𝜋; − 5

6 𝜋) ∪ (− 𝜋
6 ; 𝜋

6 ] ∪ ( 5
6 𝜋; 𝜋) => 𝐴𝜆 ∈ (1; 2];

• Thrust/Reverse (R): 𝜆 ∈ [ 𝜋
6 ; 5

6 𝜋] => 𝐴𝜆 ∈ (2; 3],
where each rake and 𝐴𝜆 range is respectively 120° and unit-wide.

In the stress hexagon plot, 𝐴𝜆 is the distance along the semi-perimeter from
vertical stress �z, while the three sides of the hexagon delimit the three major
kinematic fields. However, smaller kinematic classes are allowed, as in fig. 1b,
where 𝐴𝜆 classes have 0.5-wide ranges.
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Figure 1. 𝐴𝜆 based kinematic analysis of Southern California seismicity from
1981 to 2019 (after Yang et al., 2012). (a) Stress hexagon modified from Simp-
son (1997) with 𝐴𝜆 ranges for the major kinematic classes (Normal, Strike-Slip,
Thrust) (Text S2); (b) half stress hexagon compared with rakes; (c) 3D block
diagram of Southern California featuring Community Fault Models v. 5.2, col-
ored by slip senses, and focal mechanisms hypocenters, colored by 𝐴𝜆 values as
given in Supplementary File 1.

𝐴𝜆 kinematic classes are then used as criteria to sort focal mechanisms into
subsets. Their b-values are also computed, allowing a direct correlation between
the seismic population’s frequency and size kinematics and stress ratio.

Fig. 1c shows Yang et al. (2012) focal mechanisms hypocenters, colorized ac-
cording to the computed 𝐴𝜆 values and superimposed to structures from SCEC
Community Fault Model. Most of them are right strike–slip mechanisms and
concentrate along the main transcurrent fault systems, such as San Andreas
(SAF), East California Shear Zone (ECSZ), San Jacinto (SJF), Elsinore (EF).
Nonetheless, distensive 𝐴𝜆 values are also present, clustered around normal dip-
slip systems near Ridgecrest in the northern areas, San Bernardino (SBM) in the
central sector, and at the southern border with Mexico. Reverse 𝐴𝜆 hypocen-
ters are concentrated around Transverse and Coast Ranges thrusts, in western
sectors. Oblique kinematic styles are widespread in most zones due to complex
fault interactions.

1. Merged focal mechanisms dataset

The focal mechanisms dataset by Yang & Hauksson (2013) includes 238428 en-
tries for Southern California (magnitude range: -0.3÷7.3; depth range: 0÷35.54
km). In our opinion, vertical relocation is essential to position b-values tightly
along depth. Therefore, we merge this dataset with the waveform-relocated
earthquake catalog by Hauksson et al. (2012), consisting of 699175 events (mag-
nitude range: -1.02÷7.3; depth range: -2.37÷55.77 km; time range: 1981÷2019)
which share ~34% of their identification codes with the focal mechanisms. The
resulting Merged Earthquakes-Focal Mechanisms catalog (hereafter MEFM, pro-
vided as Supplementary File 1) comprises 237913 entries: their relocated coor-
dinates, vertical uncertainties, and magnitudes derive from the earthquake cata-
log, while strike, dip, rake, and quality parameters come from focal mechanisms.
𝐴𝜆-based subsets contain 68419 N, 127501 SS, and 41993 R entries, respectively
with magnitudes -0.29÷5.8, -0.17÷7.3, and -0.12÷6.7.

The MEFM dataset is then processed to enhance the overall quality:

• relocation solutions of hypocenters are sorted either by velocity models
(1D and 3D) or by the more robust GrowClust algorithm (Trugman &
Shearer, 2017) (fig. 2a). Only GrowClust and 3D solutions are used
for further analyses; likewise, negative, null, or over 5 km errors are dis-
carded since they are paired with less reliable solutions and statistically
negligible (~0.02% of 3D solutions). Over 90% of vertical errors are in the
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0÷1 km range, making 1 km-thick sampling windows realistic for analyses.
Hypocenters within crustal maximum depths of 20 km are considered.

• Focal mechanisms are provided with four classes of quality (A-B-C-D),
according to their azimuthal gaps and mean nodal plane uncertainties.
Only solutions from the first two best classes (A-B) are chosen. Still, they
comprise only ~56000 entries (~23.5 % of the total).

Magnitude scales are also uniformed to avoid potential bi-linearities (Stauden-
maier et al., 2018). Fig. S4 of Supplementary Material reveals that most
(~45500) of magnitude scales in merged, B-quality catalog are local, followed
by coda duration (~8940), helicorder (~700), and no specified scale (~1350)
ones. Ross et al. (2016) conversion from Californian local magnitudes Ml�4
to equivalent moment magnitudes Mw is therefore applied. Other magnitude
types and Ml>4 are not affected, since they are mostly aligned with equivalent
Mw. All magnitude bins are also uniformed to 0.1 for coherence in calculations.
The starting magnitude cutoff is set to 2.2, the most frequent bin (fig. 2b), to
prevent incompleteness from small earthquakes.
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Figure 2. Preliminary analyses of MEFM dataset, A-B quality classes, depth
bins = 1 km. (a) frequency of vertical errors associated with relocation algo-
rithms; (b) magnitude distribution; (c) probability density functions of hypocen-
ters along their depths per number of total data and per 𝐴𝜆 kinematic classes
(N = normal, SS = strike-slip, R = reverse); (d) cumulative version of (c) with
D5 and D95 seismic layer boundaries; (e) magnitude of completeness map with
selected study area (dashed red line); (f) frequency – magnitude distributions
of total data and kinematic classes.

The vertical distribution of hypocenters is also evaluated. In fig. 2c, probability
density functions (pdf) of hypocentral depth distributions are multiplied respec-
tively for numbers of total data and of 𝐴𝜆 kinematic classes. Bimodal patterns
occur in all pdfs, with a first peak approximately at 4 km of depth. A second
peak is found between 8 and 9 km.

Cumulative pdfs for the number of events (fig 2d) are also produced to delimit
the seismogenic layer: a shallow boundary of 5% (D5) of all events starts from
~3 km, while 95 % of events (D95) lay above 16-17 km. D5 and D95 are slightly
different among kinematic groups, with a minimum D5-D95 range of 3-16 km
for Strike-slip focal mechanisms and a maximum one of 3.5-17 km for Reverse
events. These depths are overall compatible with literature (e.g. Nazareth &
Hauksson, 2004).

Stacking procedure is finally applied to bypass the choice of the main nodal
plane at a regional scale: both nodal planes from each focal mechanism are
computed and stacked, so their numbers are doubled (Petruccelli et al., 2018;
Petruccelli et al., 2019a).

1. Magnitude of completeness assessment

A map for the magnitude of completeness (Mc) is computed within the Southern
California Authoritative Region (fig. 2e): a bi-dimensional grid of 0.05° x 0.05°
is assembled to sample from 50 to 750 events, with a maximum searching radius
of 25 km. Following the Maximum Curvature method (Woessner & Wiemer,
2005), Mc associated with each node is the most frequent magnitude bin added
by 0.2.

From the map, a higher completeness threshold (Mc>3.5) is assessed in nodes
from Eastern California Shear Zone, southern borders with Mexico, and offshore
areas. Consequently, these points are discarded to guarantee low completeness
levels in the study area.

In depth and regression diagrams, Mc is conversely assessed by a modified b-
stability method (Woessner & Wiemer, 2005): completeness is achieved where
all potential b-values reach a plateau, in a magnitude range between most fre-
quent and highest values. The minimum sampling number is set to 200 events.
This method produces conservative but dynamic Mc values, which are proper
for depth analyses; given the initial cutoff cited in paragraph 2.2 and the map
boundaries, Mc oscillates within 2.2÷3.5 range.
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1. Crustal Rheology

Changes in b-values from shifts in physical properties within crustal depths are
known since Gerstenberger et al. (2001), Spada et al. (2013), Petruccelli et al.
(2019b). We deem that a proper correlation between b-values and differential
stress is inescapable from rheological profiles for the upper-middle crust.

Differential stress equations under elastic and plastic rheologies are mentioned
in Supplementary Text S4. Critical values within plastic conditions are mainly
controlled by strain rate ̇𝜀. Nonetheless, there is no unanimous consensus on
the ̇𝜀 value for Southern California crust: ̇𝜀 = 10−12𝑠−1 is accepted by some
authors (e.g., Shebalin & Narteau, 2017), while ̇𝜀 = 10−14𝑠−1 is hypothesized
by petrographic analyses in Behr & Hirth (2014). Low ̇𝜀 values generally imply
small critical differential stresses and thus reduce the depths for elastic-plastic
transition.

Rheological profiles in this work will then consider three possible strain rates
( ̇𝜀1 = 10−12 𝑠−1, ̇𝜀2= 10−13, ̇𝜀3 = 10−14𝑠−1). Furthermore, elastic-plastic tran-
sitions will be plotted as depth layers, since they are not abrupt according to
profiles. Rheologic shifts should be identified for each 𝐴𝜆 class because rakes af-
fect critical differential stresses under elastic conditions, so layers are potentially
variable for each kinematic class.

1. Kinematic and dynamic-control on b-value

(a) b-value distributions

Maximum Likelihood approach (Aki, 1965; Bender, 1983; Utsu, 1965) is applied
to compute b-values; uncertainties of magnitudes of completeness and b-values
are evaluated using the bootstrap method, i.e., standard deviations of results
from 500 random samplings.

We first compute frequency–magnitude distributions considering just depen-
dence on faulting style, from the whole dataset and the 𝐴𝜆-based N, SS, and
R kinematic classes subsets, normalized by respective numbers of data (fig. 2f).
Results assess that bN>bSS>bR: this simple model is coherent with previous
observations from Gulia & Wiemer (2010) and Petruccelli et al. (2019a).

The second evaluated model is:

𝑏(𝑧) = 𝑏0 − 𝑘kin • 𝑧

(1)

where b(z) is a decreasing gradient along depth z, from starting value 𝑏0, 𝑘kin is
a slope depending on kinematic class (Petruccelli et al., 2019a).

Rheological profiles for the whole catalog and kinematic classes, as described in
paragraph 2.4., are outlined in fig. 3a. Computed b–values down to 20 km are
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plotted in fig. 3b-c and compared to 3a, to determine which strain rate is more
compatible with observed b-values.
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Figure 3. b-values along depth distributions in Southern California and relation
with rheological stratification: (a) rheological profile from differential stress 𝜎1−
𝜎3 against depth, for all focal mechanisms (black), Normal (blue), Strike-Slip
(green), and Reverse (red) classes. (b) b-values against depth of total data
(upper) and kinematic classes, sampling step = 0.5 km, overlapping = 1.5 km.
(c) same as (b), but sampling step = 1 km, overlapping = 0 km, sampling number
at each depth is indicated. Identified linear regressions are numbered in (b) and
(c). D5 and D95 are upper and lower seismogenic layer boundaries according to
kinematic classes. Elastic-plastic crustal transition layers depending on strain
rates are plotted for all sub-figures.

b-values are calculated by mobile sampling windows, moving vertically by chosen
step and overlap. In figure 3b, smoothness is emphasized at the expense of
relocation accuracy: windows step and bin are 0.5 km, while overlap is 1.5 km.
In contrast, fig. 3c has a larger step and bin of 1 km but no overlap, hence
vertical relocation is prominent against smoothness.

Linear regressions in fig. 3b-c, and their R2 and p significance parameters,
are computed and numbered within selected depth boundaries, using Norm L1
regression (see Supplementary Material fig. S15).

Depths above D5 are generally unreliable: while overlapped total data and SS
group distributions increase, no-overlap graphs sketch sparser data and suggest
that an over-smoothing effect is happening in the first instance. The lack of
data entries for N and R classes supports this hypothesis.

Total data show good regression parameters in the first, descending gradient
(R2 = 0.903 and 0.621, p <0.01 and p = 0.001, respectively for overlapping and
no-overlap distributions); a second, rising gradient starts within depth levels
associated to ̇𝜀3 and outlines very good parameters (R2 = 0.89, p <0.01) but
is only visible for overlapping distribution, while a noticeable step in b levels is
present in no-overlap one at D95 level. No recognizable regression is found after
D95.

In N group, the first descending gradient is recognized between D5 and ~13-
14 km, but regression parameters are not very significant (R2 = 0.11÷0.292,
p = 0.153÷0.07 respectively for overlapping and no-overlap ones). b-values
abruptly rise before the ̇𝜀3 depth levels when overlap is applied, with uncertain
regression parameters (R2 = 0.939, p = 0.159). This regression, however, is not
present in no-overlap distribution, and a gap is visible at ̇𝜀2 transition depths. A
second, descending gradient shows variable significance (R2 = 0.776 and 0.22, p
< 0.01 and = 0.531) and starts after ̇𝜀3 and ̇𝜀2 transitions, depending on overlap
presence.

SS class and total focal mechanisms share similar behaviors. Although, the first
descending gradient has mediocre linearity (R2 = 0.532 and 0.246, p <0.01 and
p = 0.071). Once again, b-values are rising at ̇𝜀3 transition with overlap, in
the second case a gap is present. After D95, values become inconsistent, since
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both increasing and decreasing gradients appear respectively in overlap and
no-overlap cases.

R class is similar to SS one when windows overlap, with descending gradient
down to ~ 11 km and good linearity (R2 = 0.671, p < 0.01) followed by rising
values down to ̇𝜀3 depths, with worse parameters (R2 = 0.413, p = 0.169).
Without overlap, linearity is not significant (R2 = 0.001, p = 0.913) and rising
b-values before transition depths are not displayed. Nonetheless, in both cases
a gap is visible at transition levels, followed by lower b-values, which then grow
from transition depths down to D95: with overlap R2 = 0.508 and p = 0.0473,
without overlap, R2 = 1 and p = 0.005, though based on very sparse data entries.

1. b–A� regression models

An alternative model is investigated, based on b-𝐴𝜆 relation. Focal mechanisms
are binned into mobile windows based on associated 𝐴𝜆 values, moving by steps
= 0.25, with bins = ± 0.125 and null overlaps, and their b-values computed.
Coherently with hypocenters distribution peaks (fig. 2c) and D5-D95 limits (fig.
2d), we analyze five depth ranges: 0-3, 3-7, 7 – 10, 10-15 km, 15-20 km.

Within these depth ranges, differential stresses of focal mechanisms are calcu-
lated using equations in Supplementary Text S4 and compared to their associ-
ated 𝐴𝜆 values. Results are shown in Supplementary Fig. S16.

Second-order Akaike Information Criterion (Akaike, 1974; Cavanaugh, 1997) is
employed as a goodness-of-fit test: the lowest scoring model is considered the
best fitting one, with a penalty for over-complexity. The competing models are
plotted in fig 4a:

1. linear model: 𝑏 (𝐴𝜆) = 𝑏𝜆 − 𝑘𝜆𝐴𝜆.

2. 3rd-grade polynomial: 𝑏 (𝐴𝜆) = 𝑝1𝐴𝜆
3 + 𝑝2𝐴𝜆

2 + 𝑝3𝐴𝜆 + 𝑝4.

3. 7th-grade polynomial, purposedly chosen as a complex but possible model:
𝑏 (𝐴𝜆) = 𝑝1𝐴𝜆

7 + 𝑝2𝐴𝜆
6 + … 𝑝7𝐴𝜆 + 𝑝8.

4. Sum of sines and cosines, thus a harmonic function derived from Fourier
series: 𝑏 (𝐴𝜆) = 𝑝1 sin (3𝐴𝜆) + 𝑝2 cos (3𝐴𝜆) + 𝑝3 sin (2𝐴𝜆) + 𝑝4 cos (2𝐴𝜆) +
𝑝5 sin (𝐴𝜆) + 𝑝6 cos (𝐴𝜆) + 𝑝7.

5. Another possible sum of sines and cosines: 𝑏 (𝐴𝜆) = 𝑝1 sin (3𝑤𝐴𝜆) +
𝑝2 sin (2𝑤𝐴𝜆) + 𝑝3 cos (2𝑤𝐴𝜆) + 𝑝4 sin (𝑤𝐴𝜆) + 𝑝5 cos (𝑤𝐴𝜆) + 𝑝6.

Results are shown in fig. 4a and Supplementary File 1.

AICc score of model 1 is the lowest in the 3-7 km and 10-15 km ranges; between
7 and 10 km, its result is slightly worse than model 2, although this is likely due
to fluctuations in b-value of single 𝐴𝜆 groups; besides, the difference is minimal
(-28.2764 against -28.7596).

Slopes and intercepts in model 1 regression remain overall stable along the ver-
tical dimension. Exceptions are scattered entries at <3 km due to low sampling
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values, which make this layer unreliable.

Besides, model 1 performs worse than the second one in the 15-20 km range,
where rheology transition occurs, though the score in model 1 is still better than
in models 3-4-5. It is then quite safe to assume that model 1 is reliable only
within upper crustal depths.

Mean and standard deviations of slope and intercept for model 1 within the
3-15 km range are calculated, giving the following parameters:

𝑏 (𝐴𝜆) = 𝑏𝜆 − 𝑘𝜆𝐴𝜆 = (1.1533 ± 0.0208) + (− 0.1033 ± 0.0153) • 𝐴𝜆

(2)

b vs 𝐴𝜆 results are also implemented into a 3D figure (fig. 4b), using depth steps
of 3 km. Finally, point data are interpolated by Lowess smoothing surfaces to
visualize the constancy along vertical.

We calculate the ratio between slopes in (2) in the 3-15 km range and in Scholz
(2015):

𝑘′
𝜆 = 𝑘𝜎

𝑘𝜆
= −0.0012 ± 0.0003

−0.1033 ± 0.0153 ≅ 0.012 ± 0.003

(3)
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Figure
15



4. Computed 2d and 3d b-value regressions models from the MEFM dataset.
(a) linear to sinusoidal regressions at selected depth ranges of b-values against
𝐴𝜆 kinematic classes (b) (up) Lowess smoothing surface of b-values against 𝐴𝜆
groups at sliding depth windows (step = 3 km); (down) same as (up), but the
depth axis is vertical. Sample frequency-magnitude distributions for shallow
and high depths, low and high 𝐴𝜆 values are displayed.

1. Discussion and Conclusions

Gradients of b-values along depth by kinematic groups of the MEFM dataset
are unstable, but they generally decrease within linear rheology limits in each
𝐴𝜆 class as seen in literature (e.g. Petruccelli et al., 2019a; Staudenmaier et al.,
2019). For less frequent kinematics, N and R, we hypothesize that in Southern
California their b-value depth distributions are expressions of specific seismo-
genic structures, rather than regional trends since their hypocenters are more
localized. Anyway, even the SS group, which numbers the most frequent and
distributed kinematics, shows minor fluctuations along the depth. These fluctu-
ations are also unrelated to the number of sampled events and may be caused
by minor rheologic transitions.

Fluctuations of b-values above the D5 seismogenic boundary are probably linked
to various factors, such as relocation bias for events that are proximal to record-
ing seismic networks, low amount of data, and pore pressure variations along
Southern California upper crustal depths (Shebalin and Narteau, 2017).

On the other hand, in the proximity of D95, a rheologic transition between 16
and 17 km, compatible with an approximate strain rate value of ̇𝜀 = 10−12𝑠−1,
seems plausible according to b-values of kinematic classes at higher depths. Vari-
ations above these depths are likely associated with this transition, though over-
laps play a significant role here. From analyses of not-overlapping b distributions,
we suggest a more abrupt passage than what was previously hypothesized, and
secondly, this transition slightly fluctuates among 𝐴𝜆 classes.

Conclusive results on the b distributions under the rheologic transition are not
available, due to a lack of data for calculations under the D95 boundary. b-
values show a sudden rising at approximately D95 depth, then follow lowering
gradients depending on kinematic classes. An exception is the R class, which
drops and then displays a rising gradient.

Regarding the relation between b and 𝐴𝜆, the goodness-of-fit test shows that
a linear model is dominant at most depths. Exceptions are due to already
mentioned b-values at shallow depths or instability in single kinematic classes
(especially N group, at 7 – 10 km range). At depths where the linear model is
prevalent, parameters are mostly stable along with depth, with acceptable R2

correlation coefficients (generally > 0.7).

Wu et al. (2018) findings for the Taiwan area also suggest that a linear model
between b-values and quantified differential stresses and kinematics is globally
valid with some regional variations given that their parameters are similar to
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the ones in equation (2). Differences in results may also be due to their method-
ologies and to our equation being limited to the 3-15 km depth range, but
other studies under different tectonic settings and methodologies would settle
the matter.

Our findings are also compatible with Scholz’s (2015) observations considering
that a strong inverse correlation between differential stress and b-values is out-
lined. Differential stresses in fig. 3a and Supplementary Fig. S16 are computed
using Model 3.1 from Petruccelli et al. (2019a). Similar behavior in b-values and
differential stresses at the respective depth ranges is evidence that differential
stress is directly involved in b-values vs. kinematics equations and that Model
3.1 might be a realistic explanator.

These observations may be another step towards a physical understanding of
the b-value inside the earthquake process. However, numerical modeling and
parametrization are still some of the main obstacles in the use of frequency-
size distributions for seismic hazard assessment and there is more room for
improvements.

Data Sources

For the original focal mechanisms and earthquakes catalogs used in this work,
visit respectively (https://scedc.caltech.edu/data/alt-2011-yang-hauksson-
shearer.html and https://scedc.caltech.edu/data/alt-2011-dd-hauksson-yang-
shearer.html).

Southern California Community Fault Model is available for download at https:
//www.scec.org/research/cfm.

Southern California Authoritative Region polygon boundaries can be found at
http://www.ncedc.org/anss/archived-anss-information.html.
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