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Abstract

Rate-and state-friction is an empirical framework that describes the complex velocity-, time-, and slip-dependent phenomena

observed during frictional sliding of rocks and gouge in the laboratory. Despite its widespread use in earthquake nucleation and

recurrence models, our understanding of rate-and state-friction, particularly its time-and/or slip-dependence, is still largely em-

pirical, limiting our confidence in extrapolating laboratory behavior to the seismogenic zone. While many microphysical models

have been proposed over the past few decades, none have explicitly incorporated the effects of strain hardening, anelasticity,

or transient viscous rheology. Here we present a new model of rock friction that incorporates these phenomena directly from

the microphysical behavior of lattice dislocations. This model of rock friction exhibits the same logarithmic dependence on

sliding velocity (strain rate) as rate-and state-friction and predicts a dependence on the internal backstress caused by long-range

interactions among geometrically necessary dislocations. Changes in the backstress evolve exponentially with plastic strain of

asperities and are dependent on both the current backstress and previous deformation, which give rise to phenomena consistent

with interpretations of the ‘critical slip distance,’ ‘memory effect,’ and ‘state variable’ of rate- and state-friction. Fault stability

in this model is controlled by the evolution of backstress and temperature. We provide several analytical predictions for RSF-

like behavior and the ‘brittle-ductile’ transition based on 2 microphysical mechanisms and measurable parameters such as the

geometrically necessary dislocation density and strain-dependent hardening modulus.
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 Rate- and state-friction is an empirical framework that describes the complex velocity-, time-, and 16 

slip-dependent phenomena observed during frictional sliding of rocks and gouge in the laboratory. Despite 17 

its widespread use in earthquake nucleation and recurrence models, our understanding of rate- and state-18 

friction, particularly its time- and/or slip-dependence, is still largely empirical, limiting our confidence in 19 

extrapolating laboratory behavior to the seismogenic zone. While many microphysical models have been 20 

proposed over the past few decades, none have explicitly incorporated the effects of strain hardening, 21 

anelasticity, or transient viscous rheology. Here we present a new model of rock friction that incorporates 22 

these phenomena directly from the microphysical behavior of lattice dislocations. This model of rock 23 

friction exhibits the same logarithmic dependence on sliding velocity (strain rate) as rate- and state-friction 24 

and predicts a dependence on the internal backstress caused by long-range interactions among geometrically 25 

necessary dislocations. Changes in the backstress evolve exponentially with plastic strain of asperities and 26 

are dependent on both the current backstress and previous deformation, which give rise to phenomena 27 

consistent with interpretations of the ‘critical slip distance,’ ‘memory effect,’ and ‘state variable’ of rate- 28 

and state-friction. Fault stability in this model is controlled by the evolution of backstress and temperature. 29 

We provide several analytical predictions for RSF-like behavior and the ‘brittle-ductile’ transition based on 30 
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microphysical mechanisms and measurable parameters such as the geometrically necessary dislocation 31 

density and strain-dependent hardening modulus.  32 

Plain Language Summary 33 

For decades, the friction coefficient between two rocks has been known to depend on the time in contact 34 

and previous sliding. This framework, called rate- and state-friction, has been notoriously difficult to 35 

explain using physical arguments, despite its utility in understanding the earthquake cycle. Conventional 36 

interpretations of rock friction often invoke the occurrence of permanent deformation at microscopic scales, 37 

but an explanation of the ‘memory-dependence’ (the dependence on previous sliding) has remained elusive. 38 

In this paper, we consider the defects in the material (dislocations) that are generated and stored by 39 

permanent deformation. Over time, a rock accumulates dislocations which results in an apparent memory 40 

effect. We predict the abundance and interactions between these dislocations with small changes in the 41 

deformation of the surfaces. Specifically, we take into account the interactions between these defects, which 42 

strengthens the material, ultimately leading to a friction coefficient that depends on time and previous 43 

deformation, like in rate- and state-friction. From our theory, we make quantitative predictions about the 44 

frictional behavior of rocks in the laboratory and in nature based on measurable material properties. 45 

Keywords 46 

Friction; plasticity; strain hardening; backstress 47 

Key points 48 

• We derive rate- and state-frictional behavior by considering dislocation glide and the evolution of 49 

interactions between dislocations. 50 

• Our ‘state evolution’ law acts similarly to the slowness and slip laws under different assumptions 51 

and testing conditions. 52 

• We predict the brittle-ductile transition with a microphysical framework that depends on 53 

temperature and backstress evolution. 54 

1. Introduction 55 
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 Rate- and state-friction (RSF) has been used for decades to describe the frictional sliding of rocks 56 

and gouge in the laboratory (Marone, 1998; Scholz, 2002). Although it is empirical in nature, it has been 57 

applied successfully to explain phenomena in the context of both seismic slip (e.g., Dieterich, 1992; Lapusta 58 

et al., 2000; Rubin & Ampuero, 2005; Ampuero & Rubin, 2008) and slow slip events (e.g., Shibazaki & 59 

Iio, 2003; Rubin 2008; Ikari et al., 2013; Kaproth & Marone, 2013; Hawthorne & Rubin, 2013a; Hawthorne 60 

& Rubin, 2013b; Leeman et al., 2016; Im et al., 2020). Because of its widespread use and importance in 61 

interpreting the emerging richness of fault slip behaviors, understanding the physical mechanism(s) that 62 

give(s) rise to RSF in the laboratory and in nature is a critical outstanding goal in geophysics.  63 

Decades of work to describe the microphysics of RSF for intact rocks and gouge, typically using a 64 

thermally activated rheology, have led to an improved understanding (e.g., Brechet & Estrin; 1994; Estrin 65 

& Brechet, 1996; Rice et al., 2001; Bos & Spiers, 2002; Niemeijer & Spiers, 2007; Putelat et al., 2010; Bar-66 

Sinai et al., 2014; Hatano, 2015; Noda & Takahashi, 2016; Ikari et al., 2016; Chen et al., 2017; Molinari & 67 

Perfettini, 2017; Perfettini & Molinari, 2017; Tian et al., 2018; van den Ende et al., 2018; Aharonov & 68 

Scholz, 2018; 2019; Barbot, 2019; Verberne et al., 2020; Chen et al., 2020), but significant uncertainties 69 

still remain when extrapolating beyond the relatively limited set of conditions tested in the laboratory. In 70 

particular, frictional behavior near the brittle-ductile transition has remained poorly constrained, despite 71 

some high-temperature laboratory experiments (Stesky, 1978; Blanpied et al., 1991; Chester & Higgs, 1992; 72 

Chester, 1994; Blanpied et al., 1995; 1998; Boettcher et al., 2007; King & Marone, 2012). In addition, 73 

because RSF describes both steady-state and transient frictional behavior, our limited understanding of 74 

transient rheology in geologic materials has hindered further theoretical development.  75 

Here, we utilize classical Bowden & Tabor (1950) friction theory and elastoplastic contact 76 

mechanics like many previous authors. However, motivated by recent advances in the understanding of the 77 

microphysics of deformation in olivine (Hansen et al., 2019; Wallis et al., 2020; Hansen et al., 2021; Thom 78 

et al., 2021; Breithaupt, 2021), our model explicitly incorporates strain hardening and transient deformation, 79 

which have not been previously considered for rock friction. We account for these effects in our model by 80 

utilizing the indentation hardness at the appropriate length scale of asperities and the plasticity flow law of 81 
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Hansen et al. (2019), which explicitly includes nominally temperature-independent strain hardening, which 82 

gives rise to an internal ‘backstress’ that resists further deformation. A schematic picture of this model is 83 

presented in Figure 1, where we demonstrate that the real contact area is determined by the indentation 84 

hardness, while the shear strength of an average asperity is determined by a combination of dislocation 85 

glide and backstress (which together result in ‘low-temperature plasticity’) in the deforming volume. 86 

Backstress is expected to increase frictional resistance by pre-hardening asperities, as demonstrated 87 

schematically in Figure 1. Furthermore, accounting for this backstress and its evolution results in a memory, 88 

or state, dependence that is different from other proposed mechanisms.  89 

We will first briefly review the empirical equations of RSF and summarize the salient laboratory 90 

observations that provide the basis for these formulations in Section 2. The low-temperature plasticity and 91 

strain hardening constitutive laws will be introduced in Section 3, followed by the full description of our 92 

model in Section 4. We provide testable laboratory hypotheses and outline the implications for lithospheric 93 

strength and the brittle-ductile transition in Section 5. 94 

2. Rate- and state-friction (RSF)  95 

2.1 Basic equations and observations 96 

The frictional sliding of rocks and fault gouge is typically described using the framework of rate- 97 

and state-friction (RSF), which is a set of empirical equations that capture the complex velocity-, time-, and 98 

displacement-dependent friction coefficient (Dieterich, 1972; Dieterich, 1978; Ruina, 1983; Marone, 1998; 99 

Scholz, 2002). In this model, the current friction coefficient µ is a function of current sliding velocity V and 100 

state variable θ, given by  101 

   Eq. 1 102 

where µ0 is the steady-state friction coefficient at reference velocity V0. The unitless coefficients a and b 103 

describe the magnitude of two competing effects, known as the ‘direct effect’ and the ‘evolution effect,’ 104 

which will be discussed in more detail below.  105 
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The state variable θ has units of time, and Dc is referred to as the ‘critical slip distance,’ or the 106 

‘memory distance,’ which is a length scale related to the distance the fault needs to slip to reach the new 107 

steady-state upon a change in the ‘state variable.’ The ‘critical slip distance’ is often interpreted to be the 108 

average (or maximum) size of microscopic contact junctions on the surface, called asperities, which are 109 

inferred to deform plastically (Dieterich & Kilgore, 1994; 1996). The most common empirical descriptions 110 

of state evolution, or how the state variable changes with time (t) and slip are the slowness law (also known 111 

as the aging law) (Dieterich, 1978) and the slip law (Ruina, 1983), given by 112 

     Eq. 2 113 

and 114 

    Eq. 3 115 

respectively. A key difference exists between these two formulations, which has major implications for the 116 

frictional evolution and nucleation behavior of faults. The state variable in the slowness law (Eq. 2) 117 

increases with time at zero sliding velocity, whereas the slip law (Eq. 3) requires slip for the ‘state’ to 118 

evolve. The slip law has generally become more favored in recent years (e.g., Bhattacharya et al., 2015; 119 

2017), but despite decades of experiments and theoretical considerations, neither state evolution law can 120 

explain all of the available data or observations. Hybrid state evolution laws that combine aspects of both 121 

time- and slip-dependent laws also cannot reproduce all of the laboratory observations (Perrin et al., 1995; 122 

Kato & Tullis, 2001; Nagata et al., 2012). 123 

The ‘direct’ and ‘evolution effect’ are most easily observed in a ‘velocity-step’ friction test, which 124 

begins with a laboratory fault sheared at velocity V0, yielding a steady-state value of friction, µ0. Upon a 125 

step up (or down) to the new velocity V, friction increases (decreases) abruptly by a factor of a (the ‘direct 126 

effect’) and then decays (grows) exponentially over a characteristic slip distance (Dc) by a factor b to a new 127 

steady-state level (the ‘evolution effect’) due to ‘state evolution’. Assuming at steady-state that , 128 

one can write  129 
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    Eq. 4 130 

to describe fault stability. A necessary requirement for earthquake nucleation is that the relative magnitudes 131 

of a and b yield a decrease in friction with increasing V (i.e., a-b < 0), known as velocity-weakening friction 132 

(Rice, 1983; Rice & Ruina, 1983; Gu et al., 1984). This behavior is distinct from the typical increase in 133 

material  strength with increasing deformation rate.  134 

The ‘evolution effect’ is also studied indirectly in ‘slide-hold-slide’ (SHS) tests. After steady-state 135 

sliding at some velocity, the load-point velocity is held at zero for a set period of time, followed by 136 

resumption of sliding at the pre-hold velocity. The shear strength of the interface increases during the hold, 137 

such that friction in excess of the steady-state value must be overcome upon re-loading. Stress relaxation, 138 

lateral slip, and fault-normal creep of asperities on the interface occur during the hold, making it difficult 139 

to distinguish the correct state evolution equation to use (i.e., time- or slip-dependent). Once sliding re-140 

initiates and the peak friction is reached, friction drops to the previous steady-state value. The value of the 141 

change in friction, or alternatively the peak friction, increases approximately linearly with the logarithm of 142 

time held in quasi-stationary contact (Dieterich, 1972).  143 

2.2 Interpretations of RSF phenomena 144 

The direct effect is attributed to thermally-activated processes (e.g., Rice et al., 2001; Nakatani, 145 

2001; Hatano, 2015; Tian et al., 2018) and thus modeled as having a logarithmic dependence on velocity 146 

(Eq. 1). This dependence is seen in experiments ranging from investigations of atomic stick-slip in atomic-147 

force microscopy (Liu et al., 2015) to the macroscopic frictional behavior of rocks (Marone, 1998). The 148 

physical origin of the direct effect is typically attributed to thermally-activated slip via either shear creep 149 

or pure interfacial slip (Rice et al., 2001). A statically-loaded frictional interface consists of asperities such 150 

that sliding requires overcoming energy barriers. The applied shear force is thus assisted by thermal energy. 151 

The slower the slip rate, the more time thermal vibrations have to assist in overcoming the energy barrier, 152 

yielding increasing friction with increasing velocity. In terms of bulk deformation, one might also derive 153 

the logarithmic dependence from the strain rate depending exponentially on the differential stress, assuming 154 
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some layer thickness over which sliding is accommodated (e.g., Ruina, 1981; Sleep, 2006), as in most 155 

constitutive laws for low-temperature plasticity. For example, the magnitude of the direct effect in olivine 156 

friction experiments is in agreement with that predicted from the rate-dependence of low-temperature 157 

plasticity flow laws (Boettcher et al., 2007; King & Marone, 2012). 158 

In contrast, the physical basis for the evolution effect remains uncertain. The conventional view 159 

states that changes in friction due to the ‘evolution effect’ arise from changes in the real contact area (e.g., 160 

Dieterich & Kilgore, 1994; Boettcher et al., 2007). However, observations from friction experiments on 161 

rocks and analogue materials indicate that friction and contact area are not well correlated during the 162 

transient phase of sliding. For example, in the experiments performed by Dieterich and Kilgore (1994), 163 

friction varies in velocity-step experiments in association with changes in the measured contact area. 164 

However, the contact area varies in a stepwise fashion at velocity steps, whereas friction is observed to 165 

evolve more slowly than a step function (see their Fig. 8). Similar conclusions have been reached in more 166 

recent rock friction experiments wherein acoustic transmissivity through the frictional interface, a proxy 167 

for contact area, is measured simultaneously with friction (Nagata et al., 2008; Kilgore et al., 2012; Nagata 168 

et al., 2014; Kilgore et al., 2017). Although the machine is resonating slightly in their velocity steps, Nagata 169 

et al. (2014) presented data in which the contact area (measured by two separate methods) instantaneously 170 

decreases upon an increase in the sliding velocity, but then increases slightly over time to a new steady-171 

state value. The shear stress appears to evolve over a similar timescale, but it is clearly not synchronized 172 

directly with the contact area. Thus, a one-to-one correlation between contact area and shear stress cannot 173 

be inferred. Additionally, in the normal stress-stepping experiments of Kilgore et al. (2012) and Kilgore et 174 

al. (2017), contact area changes rapidly, while additional time (or slip) is required for friction to evolve 175 

completely after a step. Clearly, friction and contact area are related, but changes in contact area alone 176 

cannot explain changes in friction. This is also the conclusion of nanoindentation tests on quartz at low and 177 

high humidity, which sought to test the effect of water on the room temperature creep behavior of asperities 178 

(Thom et al., 2018). 179 

3. Recent advances in low-temperature plasticity and transient rheology 180 
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Recent experiments have improved our physical understanding of low-temperature plasticity, strain 181 

hardening, and transient deformation in geologic materials. Hansen et al. (2019) performed cyclic 182 

deformation tests in a D-DIA apparatus wherein single crystal and polycrystalline olivine samples were 183 

deformed alternately in compression and extension at room temperature and elevated temperature (873 K 184 

or less). When initially deformed in compression, samples with different grain sizes and single crystal 185 

orientations yielded plastically at stresses of 1.8 to 4.1 GPa, with the yield stress increasing with decreasing 186 

grain size in a manner consistent with that suggested by Kumamoto et al. (2017). Importantly, after initially 187 

yielding in compression, all samples strain hardened by an additional 1.5 to 2 GPa before reaching a steady-188 

state flow stress after several percent plastic strain. Upon reversing the sense of deformation to extension, 189 

the same samples plastically yielded in the opposite direction at stresses smaller than the initial yield stress 190 

due to the addition of a backstress, which is an internal stress that is directed opposite to the initial applied 191 

stress (Dieter, 1986 and references therein). In the Hansen et al. (2019) experiments, one sample even 192 

yielded in extension while still under a small positive differential stress (i.e., a compressional stress), 193 

implying that the backstress was larger than the initial yield stress (see data for San389bottom in Hansen et 194 

al., 2019). This mechanical behavior represents ‘reverse flow’ as the sample is unloaded from a 195 

compressional stress to zero differential stress. At sufficiently rapid unloading rates, this deformation will 196 

appear to be anelastic, meaning the deformation is both recoverable and time-dependent. This behavior has 197 

also been noted in room-temperature nanoindentation experiments on the same material (Thom et al., 2021).  198 

Backstresses arise due to long-range elastic interactions among geometrically necessary 199 

dislocations (GNDs), which are dislocations of the same sign required to maintain compatibility at grain 200 

boundaries or to allow curvature of the crystal lattice (e.g., Ashby, 1970). If the strain field accommodating 201 

plastic deformation is non-uniform (i.e., a strain gradient exists), GNDs must exist to accommodate 202 

incompatibilities (Ashby, 1970). During strain hardening, the density of GNDs increases until the rate of 203 

dislocation generation is balanced by recovery mechanisms such as dislocation climb, cross-slip, or 204 

annihilation. This increase in GND density (alternatively, the decrease in average GND spacing) results in 205 

an increasing backstress described by the Taylor equation (Taylor, 1934), 206 
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,     Eq. 5 207 

where  is the backstress,  is a constant (approximately 3 in many geological materials as demonstrated 208 

by Thom et al., 2021), G is the shear modulus, bv is the Burgers vector, and  is the density of 209 

geometrically necessary dislocations. Subsequent investigations of the microstructures of the samples in 210 

Hansen et al. (2019) revealed alternating bands of elevated GND densities with spacings of 1-100 μm and 211 

residual stress heterogeneity of up to +/- 3 GPa, supporting the assertion that the build up of GNDs and 212 

long-range elastic interactions among them gives rise to the backstress (Wallis et al., 2020; 2021). 213 

All studies using plastic rheology for rock friction, and most other studies of plasticity in geological 214 

materials utilize a flow law of the form 215 

,  Eq. 6 216 

where LTP is the low-temperature plasticity strain rate, A is a material parameter, σ is the differential stress, 217 

n is the stress exponent, E is the activation energy, P is the confining pressure, V* is the activation volume, 218 

R is the gas constant, T is the absolute temperature, p and q are constants, and σp is the Peierls stress. The 219 

stress exponent, n, in this formulation typically has a value of 0 or 2 in studies of olivine (see review in 220 

Proietti et al., 2016), and the constants p and q can take on values between 0.5 and 2 depending on the 221 

assumed shape of energy barriers opposing dislocation glide (Kocks, 1976). The values p and q are 222 

notoriously difficult to constrain, as demonstrated by Jain et al. (2017). For box shaped potentials caused 223 

by local interactions between evenly spaced obstacles, Frost & Ashby (1982) suggest p and q should both 224 

be equal to 1, which are the values assumed in the work of Hansen et al. (2019). The Peierls stress σp, 225 

sometimes loosely referred to as ‘lattice friction,’ is the inherent resistance to dislocation glide from the 226 

crystal lattice at 0 K. The Peierls stress is usually assumed to have a negligible dependence on pressure, but 227 

a pressure term like that shown in Eq. 6 is sometimes included (e.g., Kawazoe et al., 2009; Proietti et al., 228 

2016).  229 

Because low-temperature plasticity flow laws are typically calibrated to the yield stress or flow 230 

stress, they do not explicitly incorporate the transient effects of strain hardening. Hansen et al. (2019) 231 
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presented a model with a different microphysical and mathematical basis to account for dislocation-induced 232 

backstresses. A slightly modified version of a plasticity flow law was presented in Hansen et al. (2021), 233 

who wrote the strain rate as 234 

 ,  Eq. 7 235 

where  is the dislocation density and σb is the backstress. The quantity  is defined as the ‘effective 236 

stress,’ which controls the rate of dislocation glide. Note that this effective stress is not equivalent to the 237 

term of the same name commonly used in studies related to the effects of pore pressure in rocks. The use 238 

of the hyperbolic sine function here allows for both positive and negative stresses to be considered (and 239 

thus both positive and negative strain rates). Hansen et al. (2019) initially constrained the values of these 240 

flow law parameters for olivine, and Hansen et al. (2021)  re-calibrated the flow law using available high 241 

temperature data for the same deformation mechanism (i.e., dislocation glide). This formulation has not yet 242 

been applied to other geological materials, but values could be derived with a focused study on important 243 

crustal minerals.  244 

We can rewrite Eq. 7 as 245 

  Eq. 8 246 

to evaluate the axial differential stress felt by the sample (i.e., the applied stress). This equation highlights 247 

that the differential stress is the sum of two terms. The first effectively describes the ‘yield stress,’ which 248 

is thermally activated and a function of the strain rate. The second term is simply the ‘backstress,’ which 249 

opposes further deformation and results from the interactions among GNDs (see Eq. 5). Hansen et al. (2019) 250 

found the backstress to be independent of both grain size and temperature over the range tested. Backstress 251 

only evolves as a function of GND density, which Hansen et al. (2019) simply parameterized as a function 252 

of strain using 253 

,   Eq. 9 254 
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where γ is a rate constant, σb,max is the maximum backstress,  is the plastic strain and  is the plastic strain 255 

rate. Although Eq. 9 was employed empirically in Hansen et al. (2019), it has a microphysical basis. The 256 

product γσb,max is closely related to the dislocation nucleation rate and initial hardening modulus at the yield 257 

point (Armstrong & Frederick, 1966; Mecking & Kocks, 1981; Hansen et al., 2021). We can solve Equation 258 

9 analytically as 259 

, Eq. 10 260 

where σb,0 is the initial backstress. The plastic strain-rate terms allow for the backstress to be determined as 261 

a function of time, and the incorporation of the sign function allows for both positive and negative 262 

deformation rates. Equation 10 suggests that when plastic strain is being accrued (in either a positive or 263 

negative direction), the backstress evolves in an exponential fashion and is dependent on the initial 264 

backstress. We will illustrate in Sections 4 and 5 that Eq. 10 effectively acts as a ‘state evolution’ law, for 265 

which changes in backstress reflect changes in the ‘state,’ and therefore friction. Interestingly, because 266 

backstress evolution is strain-rate dependent, the evolution has a dependence on both time and slip (through 267 

a proxy strain dependence), consistent with interpretations of both Eqs. 2 and 3.  268 

4. A microphysical model for rock friction 269 

4.1 Surface roughness and contact mechanics 270 

As a result of surface roughness, only a small percentage of the apparent area of contact between 271 

two surfaces is truly in contact (e.g., Greenwood & Williamson, 1966; Bush et al., 1975; Dieterich & 272 

Kilgore, 1994; 1996; Persson, 2001; Hyun et al., 2004; Pei et al., 2005; Nagata et al., 2014; Kilgore et al., 273 

2017; Thom et al., 2017), and numerous studies have demonstrated that both natural and laboratory fault 274 

surfaces exhibit self-affine fractal surface roughness (e.g., Renard et al., 2006; Candela et al., 2012; Brodsky 275 

et al., 2016; Thom et al., 2017; Harbord et al., 2017). Assuming that the mean contact stress on asperities 276 

is equal to the indentation hardness, H (in agreement with the results of Thom et al., 2017), the real contact 277 

area (Ar) between two self-affine surfaces is given by 278 

,     Eq. 11 279 
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where Fn is the nominal normal force. We note that Thom et al. (2017) demonstrated that indentation 280 

hardness was scale-dependent (i.e., smaller indents had higher hardness) in a manner consistent with 281 

predictions from Brodsky et al. (2016) based on surface roughness measurements. Several other studies 282 

have identified a similar magnitude size effect in the plastic deformation of geologic materials (Kumamoto 283 

et al., 2017; Thom et al., 2018; Thom & Goldsby, 2019; Koizumi et al., 2020), suggesting that the real 284 

contact area of a surface is indeed controlled by its scale-dependent hardness (Thom et al., 2017). The effect 285 

of scale-dependent strength on contact mechanics has been considered theoretically by Persson (2006), but 286 

few studies have addressed the problem (Venugopalan et al., 2019; Tiwari et al., 2020). Thus, we will 287 

neglect the scale-dependence here and use the hardness at the inferred length scale of asperities, Dc. 288 

4.2 Bowden & Tabor friction with strain hardening 289 

Bowden & Tabor (1950) suggested that 290 

 ,     Eq. 12 291 

where Ff is the average friction force (shear force), and 𝜏 is the average shear strength of asperities. Using 292 

Eq. 11, we can also write this as 293 

       Eq. 13 294 

Dividing both sides of Eq. 13 by the normal force gives 295 

 ,    Eq. 14 296 

where 𝜇 is the friction coefficient. This result is not itself new, as many authors have arrived at a similar 297 

formulation, and this result is effectively the same as the original conclusion drawn by Bowden & Tabor 298 

(1950) and Dieterich & Kilgore (1994). Subsequently, several authors have attempted to derive rate- and 299 

state-frictional behavior by introducing time-dependent hardness (i.e., contact stress), time-dependent 300 

contact area (inversely proportional to H, from Eq. 11), time-dependent chemical bonding (Tian et al., 301 

2018), or a constitutive law for low-temperature plasticity into Eq. 14 (e.g., Dieterich & Kilgore, 1994; 302 

Boettcher et al., 2007; Aharonov & Scholz, 2018), but none have explicitly incorporated the transient effects 303 



 

13 

of strain hardening and backstress. We substitute Eq. 8 into Eq. 14, accounting for the fact that , 304 

and derive 305 

  Eq. 15 306 

where  is the sliding strain rate, defined as ,  V is the sliding velocity, and X is some thickness over 307 

which deformation is localized, similar to Ruina (1981) and Sleep (2006). We note that the microphysics 308 

controlling H are the same as for the shear stress (the numerator of Eq. 15) and can be written as a flow law 309 

with the same form (i.e., , where  is a yield stress and  is the backstress associated 310 

with the indentation hardness). Variations in the hardness arise from small variations in the fault-normal 311 

strain rate, and can be considered negligible here because they are much smaller than the sliding strain rate. 312 

The form of Eq. 15 already leads to interesting comparisons with rate- and state-friction (RSF). Using the 313 

approximation , we immediately recover the logarithmic strain rate (sliding velocity) 314 

dependence of friction. An additional microphysically motivated term representing the ‘state variable,’ here 315 

the internal backstress, which is controlled by the GND density in asperities, also contributes to the 316 

frictional resistance. Although not obvious at first, these two terms depend on the sliding velocity in an 317 

opposite sense, which will be discussed in more detail below. 318 

Although the authors of previous investigations of plasticity note that dislocation density is the 319 

microphysical mechanism controlling the backstress (Hansen et al., 2019; Wallis et al., 2020; Thom et al., 320 

2021; Hansen et al., 2021; Breithaupt, 2021), it is not a property that is possible to directly measure during 321 

a friction experiment. During steady-state sliding, individual asperities are coming into and out of contact. 322 

These asperities may deform elastically or inelastically to produce wear products, and some re-roughnening 323 

processes must exist to generate new roughness to maintain topography (Brodsky et al., 2016). Thus, it is 324 

likely that some combination of previously deformed and newly formed asperities make up the frictional 325 

interface. Small changes in the fault-normal displacement during ‘state evolution’ should reflect variations 326 

in the average local asperity strain (and thus the dislocation density and backstress), while a longer term 327 
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trend may reflect generation of wear products. Assuming that the thickness X over which deformation is 328 

accommodated is equal to the diameter of the largest plastically deforming asperities (i.e., the deformation 329 

is accommodated in a hemisphere, which is the asperity), we can relate the sliding strain rate to the largest 330 

asperity size L (which is thought to correspond to the variable Dc), although we do not explicitly make this 331 

assumption a priori. However, it is an appealing possibility because Dc has been suggested to be a length 332 

scale that demarcates the transition from plastic deformation to brittle mechanisms (Candela & Brodsky, 333 

2016), and variations in Dc  can be predicted from material properties (Okamoto et al., 2019). Furthermore, 334 

as we will demonstrate below, a length scale related to the size of the deforming region emerges naturally 335 

from ‘strain-gradient plasticity’ theory (e.g., Nix & Gao, 1998). 336 

 Starting with Eq. 20, we derive the rate dependence (i.e., the a value of RSF) of friction by finding 337 

the difference between the friction coefficient at a new strain rate  (an e-fold increase) relative to the value 338 

at reference strain rate . This derivation only considers the instantaneous strain rate response, which is 339 

captured with the typical thermally activated terms. A full derivation is provided in the Appendix, where 340 

we show that 341 

    Eq. 16 342 

As with previous studies, the a parameter here captures the thermal rate dependence of friction.  343 

We also derive the state dependence (i.e., the b value of RSF, which here is controlled by backstress 344 

evolution) in a similar manner by using the backstress evolution law (Eq. 10), as detailed in the Appendix. 345 

We determine the difference between the final friction coefficient at  and the reference friction 346 

coefficient at . This procedure yields 347 

     Eq. 17 348 

where  is a characteristic strain in the fault-normal direction for an e-fold change in sliding strain rate. 349 

While fault-normal strains from changes in shear stress or shear velocity may seem unexpected, it is a well-350 

known phenomenon in soils and anisotropic metals known as non-associated flow, where changes in strain 351 
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need not be orthogonal to the changes in stress (e.g., Zienkiewicz et al., 1975 and references therein; Qin 352 

& Bassani, 1992; Stoughton & Yoon, 2009; Safaei et al., 2014). This characteristic strain in Eq. 17 may 353 

itself be a function of the reference sliding velocity or other material properties, but such speculation is 354 

beyond the scope of this manuscript. Another interesting aspect of Eq. 17 is that , a thermal dependence of 355 

the b value arises through the indentation hardness, despite backstress being nominally temperature 356 

independent.  357 

Changing the shearing velocity (strain rate) will alter the fault-normal displacement in a velocity 358 

stepping experiment. Consider first dilation with an increase in sliding velocity. Due to anelastic effects 359 

caused by dislocation interactions (i.e., backstress), the average local strain of contacting asperities will 360 

decrease slightly, counteracting the ‘direct effect’ of the strain rate change. We again note that extensional 361 

plastic strains can indeed be measured during a reduction in the compressional stress (Hansen et al., 2019; 362 

2021), particularly at small length scales (Thom et al., 2021). For a decrease in sliding velocity, fault-normal 363 

convergence leads to an increase in local asperity strain and thus an increase in the backstress resisting 364 

further deformation. The combined linearized stability term can be written as 365 

   Eq. 18 366 

Thus, velocity-weakening friction can only occur when the reduction of backstress due to anelastic effects 367 

of asperities is of a larger magnitude than the increase in resistance due to the thermal rate-dependence.  368 

Importantly, the same magnitude change in asperity strain does not always produce the same 369 

magnitude change in backstress, as it also depends on the initial backstress (i.e., the strain-hardening 370 

modulus is itself a function of strain). This is demonstrated in Figure 2, which shows the normalized 371 

backstress (the backstress divided by the maximum backstress) as a function of plastic asperity strain. The 372 

tangent of this line (the strain-hardening modulus) changes with strain. Numerous constitutive laws have 373 

been derived to describe strain hardening behavior in metals (e.g., Taylor, 1934; Mott, 1952; Armstrong & 374 

Frederick, 1966; Kocks, 1976; Sevillano et al., 1980; Estrin & Mecking, 1984; Kocks, 2001; Sinclair et al., 375 
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2006), and it is this evolution of backstress with GND density (here, indirectly through Eq. 10) that 376 

ultimately controls ‘state evolution’ in our microphysical friction model.  377 

Further refinements could be made to this theory by explicitly modeling dislocation nucleation and 378 

storage rates with dynamic and static recovery mechanisms (e.g., Breithaupt, 2021), but this is beyond the 379 

scope of the current manuscript. Furthermore, subtle variations in the fault-normal strain rate (and therefore 380 

backstress and real contact area evolution) could also be determined by explicitly writing out H as a flow 381 

law, but this is also beyond the current scope.  382 

The same strain-hardening concept holds for a slide-hold-slide experiment. During quasi-stationary 383 

contact, the fault-normal displacement converges with time, leading to an increase in the backstress that 384 

must be overcome upon re-initiation of sliding. Importantly, as sliding continues, anelastic effects again 385 

modify the backstress as it evolves back to the steady-state value (i.e., the dislocation density evolves).  386 

4.3 Determining the critical slip distance and the role of indentation hardness 387 

We now derive the critical slip distance predicted by the microstructural model. Recall that the 388 

backstress acting within asperities directly corresponds to a GND density through Eq. 5 (the Taylor 389 

equation). Physically, the GND density represents curvature in the crystal lattice that has a well-defined 390 

length scale that is a radius of curvature Rc from so-called ‘strain gradient plasticity,’ or length-scale 391 

dependent plasticity laws (e.g., Nix & Gao, 1998), given by 392 

    ,     Eq. 19 393 

where bv is the Burgers vector (lattice spacing). Because indentation hardness H is the only scale-dependent 394 

term, the length scale in Eq. 19 must arise through that term, although we have neglected the scale-395 

dependence thus far for simplicity and clarity.  396 

We now assume that H can be written as the sum of two terms (i.e., a scale-independent ‘yield 397 

stress,’ neglecting the strain-rate dependence acknowledged above, and a scale-dependent backstress due 398 

to geometry at the surface), similarly to Eq. 8 (i.e., ). Because H controls the real contact 399 

area (Eq. 11), and thus the distribution of contact area and contact patches, the backstress associated with 400 



 

17 

H, which we define as , controls the asperity size and thus the ‘critical slip distance’. Interestingly, this 401 

physical description predicts a gradient in backstress, or dislocation density, with the highest values nearest 402 

the fault surface decaying away into the bulk rock. The curvature of the free surfaces reflect backstress very 403 

near the surface (i.e., related to H), while the backstress in the volume of the asperity controls the overall 404 

shear strength, which is able to evolve.  405 

An independent estimate of surface curvature (and therefore GND density at the surface) can also 406 

be obtained from topographic measurements (e.g., Jacobs et al., 2017), which are thought to reflect scale-407 

dependent strength (Brodsky et al., 2016; Thom et al., 2017). Combining Eqs. 5 and 19 and multiplying by 408 

a factor of 2 to convert the radius of curvature to an asperity diameter results in a predicted length scale Dc 409 

over which backstress (and thus friction) evolves: 410 

.    Eq. 20 411 

This value is nominally independent of temperature (except weakly through the modulus and coefficient of 412 

thermal expansion), but a dependence of the backstress on temperature through the indentation hardness 413 

will be discussed below.  414 

 We note our equation to describe fault stability (Eq. 18) inherently depends on length scale, as 415 

indentation hardness is a scale-dependent property in geologic materials (e.g., Kumamoto et al., 2017; 416 

Thom et al., 2017; Thom et al., 2018; Thom & Goldsby, 2019; Koizumi et al., 2020). However, we reiterate 417 

that the microphysics of this model naturally gives rise to a length scale, which we present in Eq. 20. We 418 

interpret this length scale as the size of a characteristic (either average or maximum) plastically deforming 419 

asperity, consistent with previous interpretations of Dc. The shear strength of asperities must therefore 420 

evolve over this length scale. The indentation hardness used in Eq. 18 and elsewhere in this manuscript 421 

should reflect deformation at this length scale. In several of the room temperature calculations presented in 422 

Section 5, we utilize the indentation hardness of olivine using the values reported in Kumamoto et al. 423 

(2017). We note that because H and the real contact area Ar are related (Eq. 16), it is not surprising that 424 
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friction appears to evolve with changes in the real contact area. However, it is the evolution of backstress 425 

within asperities controlling their shear strength that ultimately dictates the frictional behavior. 426 

5. Discussion 427 

5.1 Testable predictions and future laboratory experiments 428 

 Several predictions of frictional behavior at room and elevated temperature, and the transition to 429 

bulk deformation (i.e., a ‘brittle-ductile’ transition) can be made using the equations derived above. Writing 430 

the full equation for the friction coefficient (just as we wrote Eq. 1 for the full RSF equation) results in a 431 

lengthy, complex equation, but nearly all values are well-constrained for olivine: 432 

. 433 

            Eq. 21 434 

In fact, the only free parameters in Eq. 21 are  (the characteristic fault-normal anelastic strain for an e-fold 435 

change in sliding strain rate), H, and the initial backstress , which also controls . Recall that the 436 

indentation hardness H determines the length scale over which backstress evolves (Dc , Eq. 20), and thus its 437 

value can be found at the length scale Dc observed in experiments. Interestingly, the normalized quantities 438 

of the direct and evolution effects (i.e.,  and ) are independent of the indentation hardness (H drops 439 

out in the ratio, as well as the factor ), thereby reducing the number of free parameters by combining 440 

easily obtained laboratory measurements. The magnitude of the friction rise during a velocity step should 441 

provide an independent estimate of the backstress, as all other terms in the normalized a parameter are 442 

known. Furthermore, a suite of slide-hold-slide experiments that reveal the healing rate will also provide 443 

another independent estimate of the backstress (see below), and the family of stress relaxation curves may 444 

also constrain the backstress  acting in asperities. With the backstress value in hand, the parameter  is 445 

the only free parameter that can be fit to the ‘evolution effect,’ and it can be calculated from the change in 446 
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fault-normal displacement (see Appendix). This value may itself be a function of other parameters, but its 447 

physical meaning is clear: it is the change in local asperity strain (and therefore proportional to the change 448 

in dislocation density and backstress) as a function of the change in the ‘state.’ Thus, all terms in this model 449 

have microphysical meaning and together give rise to rate-and-state friction-like behavior. 450 

We can also write a state evolution law, which captures the observed slip- and/or time-dependent 451 

behavior from Eqs. 2 and 3. Neglecting the sign function for clarity, we can write how the backstress 452 

evolves with  from our Eq. 10: 453 

.  Eq. 22 454 

The variable  is the fault-normal strain rate, which causes the change in backstress as a function of time. 455 

If the fault-normal strain rate is determined by the sliding strain rate (e.g., if there is a constant ratio between 456 

the two when some lateral slip is occurring), then this evolution of backstress will appear to be controlled 457 

by the sliding strain rate (as in the slip law and in the slowness law at finite sliding velocity). However, at 458 

zero slip velocity, strain (and therefore backstress, dislocation density, and friction) still increases with time 459 

during stationary contact (as in the slowness law), explaining the time-dependent observations in slide-460 

hold-slide experiments and the mathematical form of the slowness law. Thus, our state evolution law 461 

exhibits characteristics of both conventional RSF evolution laws under different assumptions and testing 462 

conditions. 463 

A plot of the reference friction coefficient as a function of strain rate using flow law parameters for 464 

olivine from Hansen et al. (2021) is provided in Figure 3. Each different colored line is a different initial 465 

backstress (i.e., dislocation density) normalized to the maximum backstress described in Hansen et al. 466 

(2019). For plots of 0 initial backstress, we assume a background dislocation density of 1010 m-2 typical of 467 

undeformed rocks (Toriumi & Karato, 1978). These differences in backstress correspond to potential 468 

differences in the deformation history of the frictional interface. Larger initial backstresses lead to larger 469 

initial friction coefficients, as expected, and the logarithmic dependence on strain rate is presented. 470 

Interestingly, Figure 3 demonstrates quantitative agreement with the predicted ‘Byerlee friction coefficient’ 471 

of 0.6-0.85 when the backstress is ~50+% of the maximum backstress (Byerlee, 1978).   472 
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A further series of predictions is plotted for room temperature using the same color coding as Figure 473 

3. Figure 4 shows the normalized rate parameter  as a function of initial strain rate for a range of 474 

backstresses (i.e., dislocation densities). Note that the a parameter itself (Eq. 16) nominally does not depend 475 

on strain rate or backstress. However, because the reference friction coefficient is sensitive to the initial 476 

backstress and reference strain rate, the normalized value of a reflects the dependence on the reference 477 

friction coefficient. Figure 5 presents the normalized state parameter  as a function of the parameter  478 

for olivine. Asperity strains corresponding to typical b values are in the range of 100s of microstrain, 479 

corresponding to changes in asperity backstress of 10s MPa (compared to 1800 MPa maximum backstress), 480 

reflecting the fact that these are small second-order effects on the friction coefficient. All of the values 481 

presented in Figures 4 and 5 are consistent with the typical ranges of a and b measured in experiments and 482 

can be used to constrain the average backstress within asperities, as noted above. We also note that Figure 483 

5 demonstrates the difference between steady-state values, and we do not explicitly model the time- or slip-484 

evolution transient of the backstress here.  485 

We present the normalized fault stability parameter  as a function of asperity strain at a fixed 486 

reference strain rate of 0.01 s-1 for a range of initial backstresses in Figure 6. Note that for velocity-487 

weakening friction to occur, the stress change from anelastic effects of asperities must be greater than the 488 

thermal rate dependence. Because the hardening modulus itself is a function of strain, different initial 489 

backstresses give different backstress changes for the same asperity strain. Larger initial backstresses result 490 

in larger values of  (i.e., more stable sliding), as the change in backstress is smaller for the same 491 

asperity strain. For large enough strains, velocity-weakening is always observed.  492 

Figure 7 illustrates the predicted value of Dc as a function of the ratio  from Eq. 20. For a shear 493 

modulus of 30 GPa, and range of backstresses 200 MPa to 2 GPa (corresponding to a dislocation density 494 
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of approximately 2 x 1013-15 m-2 or an average GND spacing of 50-500 nm), the predicted value of Dc is 1-495 

100 μm, consistent with typical measurements in geologic materials. These dislocation densities are easily 496 

measurable using high-angular resolution electron backscatter diffraction (HR-EBSD) and would provide 497 

quantitative evidence of backstresses acting within asperities.  498 

Further experimental work is needed to quantify transient plastic deformation in many important 499 

geologic materials, which would allow for more quantitative tests of this model. Alternatively, further 500 

friction tests on materials whose transient strain hardening behavior is well-understood may be another 501 

comparison. Specifically, slide-hold-slide experiments that measure the fault-normal convergence and Dc 502 

would provide valuable estimates of changes in local asperity strain and the associated transient friction 503 

rise. Predictions for slide-hold-slide tests from this model are shown in Figures 8 and 9. Figure 8 presents 504 

the peak friction coefficient as a function of local asperity strain during a hold in quasi-stationary contact 505 

for a variety of initial backstresses. Note that at sufficiently large strains, all lines asymptote to the 506 

maximum friction corresponding to the maximum backstress. In Figure 9, we present the same data, 507 

normalized to the relevant reference friction coefficient at a reference strain rate of 0.01 s-1, effectively 508 

giving an estimate of the ‘healing rate’ for slide-hold-slide experiments. If the plastic strain rate during the 509 

hold is known or assumed, Figures 9 can be directly compared to conventional plots of peak friction as a 510 

function of log hold time. Again, this model predicts a peak friction coefficient and a decay in the healing 511 

rate at sufficiently large strains (i.e., long enough hold times).  512 

Observations in the laboratory support the framework suggested here. For example, Ikari et al. 513 

(2016) noted that the healing rate depended on the initial friction coefficient, which may be due to the 514 

microphysics described here. In addition, Carpenter et al. (2016) noted that the ‘interseismic recovery rate’ 515 

depended on the loading rate in experiments on quartz-rich rocks, an observation that is also captured within 516 

the framework here. Because of the dependence on previous deformation, experiments on pre-deformed 517 

rocks may yield different friction coefficients and RSF parameters in early portions of a friction test, as 518 

strain hardening will have already occurred and set the microstructure of the frictional interface.  519 

5.2 Implications for lithospheric strength and the brittle-ductile transition 520 
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This model suggests that transient and steady-state friction (i.e., RSF) are both controlled by 521 

dislocation glide and backstress evolution localized in asperities, which together have an inherent 522 

dependence on temperature. We demonstrate this in Figure 10 for a wide range of initial backstresses and 523 

a fixed initial strain rate of 0.01 s-1. We assume that the shear strength of the asperities follows the plasticity 524 

flow law of Hansen et al. (2019; 2021) and utilize the temperature-dependent indentation hardness of 525 

olivine from Evans & Goetze (1979). Together, the thermal dependences of these two values give rise to a 526 

slightly temperature-dependent  (and therefore depth-dependent) friction coefficient. In Figure 10, we also 527 

plot the quantity , which is independent of the indentation hardness, for an arbitrary value of  = 528 

0.0002 as a function of temperature. At relatively low temperature, velocity-weakening friction can occur. 529 

However, at higher temperatures, this model predicts that faults become inherently stable as the rate 530 

dependence outweighs the anelastic effects of asperities.  531 

By utilizing the available high temperature indentation data for olivine (Evans & Goetze, 1979), 532 

we also predict  as a function of temperature. We assume that  is the difference between the 533 

indentation hardness and the yield stress at the appropriate temperature, from which we calculate the GND 534 

density using the Taylor equation (Eq. 5). This prediction of Dc from Eq. 20 is plotted against available data 535 

from Boettcher et al. (2007) and King & Marone (2012) in Figure 11, revealing remarkable quantitative 536 

agreement over a wide range of temperatures.  537 

This description of the physical mechanisms that underlie friction also provides a framework to 538 

consider the strength of the entire lithosphere. In traditional descriptions of the steady-state strength of the 539 

lithosphere, ‘Byerlee friction’ and thermally activated creep mechanisms deeper in the Earth bound the 540 

strength (e.g., Goetze & Evans, 1979; Brace & Kohlstedt, 1980). Often, a ‘semi-brittle’ region is denoted 541 

where mixed brittle and viscous deformation is inferred. This portion of the lithosphere where the largest 542 

stress is supported is also thought to be dominated by ‘low-temperature plasticity’ in oceanic systems (Mei 543 

et al., 2010; Hansen et al., 2019; Wallis et al., 2020).  544 
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This work has demonstrated that the frictional resistance can be described by the same 545 

microphysics as low-temperature plasticity (i.e., dislocation glide and backstress evolution), suggesting a 546 

gradual transition that is controlled by the distribution of shear along discrete faults vs. shear zones around 547 

the fault. As temperature increases, the real contact area is expected to increase (Eq. 11) due to the reduction 548 

in indentation hardness (Evans & Goetze, 1979; Kranjc et al., 2016). With increasing contact area, the 549 

magnitude and heterogeneity of stress on asperities in contact will decrease, eventually favoring bulk 550 

deformation with occasional transient localized events.  551 

This transition is denoted in Figure 12, where we plot the frictional strength of deformation 552 

localized in asperities (at a strain rate of 0.01 s-1) for a range of backstresses in comparison to bulk 553 

deformation via dry dislocation creep (Hirth & Kohlstedt, 2003) at geologic strain rates (10-12 s-1). Where 554 

our frictional resistance at an elevated strain rate coincides with bulk deformation at a geologic strain rate, 555 

a major rheological transition is expected. We infer this transition demarcates an effective ‘brittle-ductile’ 556 

transition, above which frictional behavior dominates, and below which bulk viscous flow occurs. Note that 557 

Figure 12 neglects the prediction of bulk low-temperature plasticity for clarity. If bulk low-temperature 558 

plasticity is expected to occur, the depth of the ‘brittle-ductile’ transition will also be a function of the strain 559 

history of the deeper lithosphere, as strain hardening can increase the strength of rocks deforming by low-560 

temperature plasticity (Hansen et al., 2019; 2021). Hansen et al. (2021) argued that dislocation creep also 561 

relies on the same microphysics as low-temperature plasticity, which was also presented as a spring and 562 

dashpot model in Thom et al. (2021). How much localization occurs may be a function of the competition 563 

between different deformation mechanisms accommodated over different thicknesses of the fault zone and 564 

transient changes in the effective stress or strain rate.  565 

We have shown in this section that under this framework, the three major rheological regimes 566 

(frictional sliding, low-temperature plasticity, and dislocation creep) throughout the oceanic lithosphere can 567 

all be described by the relative contributions of dislocation glide, backstress evolution, and recovery 568 

mechanisms. In addition, this framework suggests that the microphysics of frictional afterslip and transient 569 

post-seismic creep are the same (i.e., dislocation glide and backstress evolution, possibly with recovery 570 
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mechanisms at high temperatures), opening up new modeling opportunities and approaches for post-seismic 571 

deformation and geodetic data.  572 

6. Conclusion 573 

 We have presented a microphysical model of rock friction based on dislocation glide and backstress 574 

evolution that explicitly incorporates the effects of strain hardening and anelasticity. This model arises 575 

naturally from the interactions among lattice dislocations and produces behavior consistent with several 576 

observations of rate- and state-friction, namely the logarithmic dependence on strain rate (sliding velocity) 577 

and memory dependence through a ‘state variable.’ In this formulation, the state variable has a 578 

microphysical origin. It is the average backstress acting in asperities caused by the long-range elastic 579 

interactions among geometrically necessary dislocations. A prediction of the critical slip distance Dc is 580 

presented using length-scale dependent plasticity and is a function of the dislocation density. Analytical 581 

solutions for RSF parameters are given using known steady-state and transient plasticity flow law 582 

parameters, and the temperature dependence of frictional stability is presented. Extrapolation of steady-583 

state deformation to high temperature reveals the depth where a brittle-ductile transition occurs, and this 584 

transition is controlled by backstress evolution in asperities and the host rock. We highlight several 585 

opportunities for future experimental or numerical work that will test predictions made here about the 586 

stability and temperature-dependent frictional behavior of rocks.  587 
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Appendix 590 

Here we provide the full derivation and mathematical description of our model in the framework. 591 

To derive Eq. 16, we use Eq. 15 and find the change in friction between the reference strain rate ( ) and 592 

the new strain rate ( ) without the subsequent evolution in the backstress (i.e., at constant backstress). We 593 

write 594 

  595 
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Eq. A1 596 

Note that the backstress term drops out, and using the approximation , we derive that 597 

  Eq. A2 598 

which simplifies to 599 

   Eq. A3 600 

Thus, the magnitude of the direct effect in RSF, a, is approximated by 601 

     602 

To derive Eq. 17, we determine how the backstress evolves though anelastic effects after the change 603 

in strain rate. We arrive at604 

  605 

Eq. A4 606 

where  is the change in the friction coefficient due to the ‘evolution effect’. After simplifying Eq. 607 

A4, we derive 608 

    Eq. A5 609 

Substituting Eq. 10 of the main text after the new steady-state has been reached into Eq. A5 for  gives 610 

 Eq. A6 611 

which can be simplified to 612 

  Eq. A7 613 

and linearized as 614 

   Eq. A8 615 
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for small strains.  is the change in fault-normal asperity strain caused by an e-fold change in the sliding 616 

strain rate (sliding velocity), where positive strain is defined as closure of the fault-normal gap. We can 617 

write the change in strain as 618 

 ,   Eq. A9 619 

where d is the fault-normal displacement and L is a length scale related to an asperity dimension (either the 620 

asperity diameter Dc or the average root-mean-squared asperity height, which can be determined through 621 

topographic measurements). The fault-closure distance is a logarithmic function of the time in contact, such 622 

that 623 

,                  Eq. A10 624 

where B is a constant. Substituting Eq. A10 into Eq. A9 and assuming that  results in 625 

,               Eq. A11 626 

where  is a characteristic strain for a given change in sliding strain rate. Substituting Eq. A11 into Eq. A8 627 

gives the change in friction due to state evolution as a function of sliding strain rate: 628 

,              Eq. A12 629 

which results in Eq. 17 of the main text: 630 

.               631 

 632 

Tables 633 

Table 1: List of parameters defined or used in this study. 634 

Parameter Symbol Value (if used) and reference 

Direct effect magnitude a  

Material constant A 1011.1 m2s-1 (Hansen et al., 2021) 
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Real contact area Ar  

Taylor equation constant α 3 (Thom et al., 2021) 

Evolution effect magnitude b  

Burgers vector bv 0.5 nm (for olivine) 

Characteristic asperity strain β  

Critical slip distance Dc  

Activation energy E 827 kJ/mol (Hansen et al., 2021) 

Sliding strain rate   

Fault-normal strain rate   

Plastic strain rate   

Low-T plasticity strain rate   

Asperity strain   

Normal force Fn  

Friction force Ff  

Shear modulus G 75 GPa (for olivine) 

Material constant γ 75 (Hansen et al., 2019) 

Indentation hardness H 10 GPa (room temperature, Kumamoto et al., 2017); 

variable (elevated temperature, Evans & Goetze, 1979) 

Friction coefficient μ  

Stress exponent n  

Low-temperature plasticity 

flow law constant 

p  

Pressure P  

Low-temperature plasticity 

flow law constant 

q  

Gas constant R 8.314 J K-1 mol-1 

Radius of curvature Rc  

Dislocation density ρ  
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Geometrically necessary 

dislocation density 

ρGND  

Differential stress σ  

Backstress σb  

Indentation backstress σb,H  

Maximum backstress σb,max 1.8 GPa (Hansen et al., 2019) 

Peierls stress σp 3.1 GPa (Hansen et al., 2019) 

Yield stress σy  

Time t  

Absolute temperature T  

Asperity shear strength τ  

State variable θ  

Sliding velocity V  

Activation volume V*  

Asperity thickness X  

 635 

Figures 636 
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 637 

Figure 1: In (a), a schematic of two rough surfaces coming into static contact. Note that where overlap 638 

occurs between the surfaces (shown in red), plastic deformation governed by the indentation hardness is 639 

expected to occur due to the large contact stresses. This deformation determines the real contact area, 640 

while the region of an asperity that must deform to allow frictional sliding is shaded schematically in gray. 641 

In (b), we schematically demonstrate asperities sliding past one another. The hatched region represents a 642 

rigid, frictionless plane that the circles move across. A periodic array of asperities are shown with an 643 

applied normal stress. In order to slide the circular asperity through the gap, some deformation must occur 644 

at the tips of the asperities, whether it be elastic or plastic. On the left in (b), we show with the black arrow 645 

how much force is required for sliding. On the right in (b), we highlight in red areas that are pre-deformed 646 

(i.e., the asperities have a strain-hardening history), which increases the frictional resistance opposing 647 
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motion of the asperity through the gap. Thus, by increasing the local strength of asperities through pre-648 

hardening, the friction force is increased for the schematic on the right in (b).649 

 650 

Figure 2: Normalized backstress as a function of average local asperity strain for ɣ = 75. Recall that 651 

‘strain’ is physically a proxy for backstress or geometrically necessary dislocation density in the contacting 652 

asperities. 653 
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 654 

Figure 3: Friction coefficient μ0 as a function of reference strain rate for olivine at room temperature. Each 655 

line represents a given initial backstress, which is shown relative to the maximum backstress in the legend. 656 

We assume H = 10 GPa here, a value consistent with results from Kumamoto et al., (2017). All other flow 657 

law parameters are taken from Hansen et al. (2021). For  = 0, we assume a background dislocation 658 

density of 1010 m-2after Toriumi & Karato, (1978). 659 

 660 
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Figure 4: The normalized rate parameter as a function of reference strain rate for several different values 661 

of the initial backstress. Larger values of backstress lead to a smaller rate dependence because a larger 662 

proportion of the stress on asperities is supported by long-range elastic interactions among dislocations. 663 

The quantity  is independent of the indentation hardness and can be used to constrain the initial 664 

backstress at reference friction coefficient . 665 

 666 

Figure 5: The normalized state parameter  as a function of asperity strain resulting from an e-fold 667 

change in strain rate (i.e., different values of ). This value is independent of the indentation hardness. 668 

However, with a known initial backstress and indentation hardness, the only free parameter in our model 669 

is the anelastic asperity strain, which gives rise to a change in backstress. This asperity strain is expected 670 

to evolve over the length scale described in Eq. 20. 671 
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 672 

Figure 6: A normalized approximation of fault stability (the quantity ) as a function of anelastic 673 

asperity strain at a reference strain rate of 0.01 s-1 at room temperature for a range of initial backstresses. 674 

Note that velocity-weakening friction can only occur when the stress reduction from anelastic effects 675 

outweighs the increase in stress from the strain rate dependence. Importantly, because the hardening 676 

modulus is a function of strain, the same asperity strain does not produce the same change in backstress. 677 
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 678 

Figure 7: The predicted value of Dc as a function of the ratio , based on Eq. 20. For a fixed shear 679 

modulus, Dc increases with decreasing backstress. This is because a smaller GND density allows for a 680 

larger radius of curvature at the free surface, or asperity size. 681 
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 682 

Figure 8: A prediction of the peak friction coefficient using olivine flow law parameters as a function of 683 

local asperity strain change during a hold in quasi-stationary contact. Note that the rise in friction with 684 

increasing local strain is a function of the initial backstress, and all lines asymptote to a maximum friction 685 

coefficient, corresponding to a maximum backstress. 686 
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 687 

Figure 9: The same data as in Figure 8, normalized to the reference friction coefficient at a given backstress 688 

value assuming a reference strain rate of 0.01 s-1. Again, note in (a) that the friction rise is predicted to 689 

saturate at sufficiently large strain (alternatively, sufficiently long time), and the ‘healing rate’ measured 690 

in slide-hold-slide experiments depends on the initial backstress. In (b), we highlight the approximately 691 

linear dependence of peak friction on strain for small strains. 692 
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 693 

 694 

Figure 10: In (a), the predicted value of the reference friction coefficient as a function of temperature at a 695 

fixed reference strain rate of 0.01 s-1. At high temperature, the friction coefficient appears to increase due 696 

to the indentation hardness decreasing faster than the shear strength of asperities. In (b), the value 697 

is plotted for a fixed change in asperity strain of 0.0002 for a range of initial backstresses. Note that this 698 

quantity is independent of the indentation hardness and fault stability increases with temperature. Larger 699 

initial backstresses lead to inherently more stable sliding than smaller backstresses. 700 
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 701 

Figure 11: A comparison of the predicted value of Dc as a function of temperature to published data in 702 

Boettcher et al., (2007) and King & Marone (2012). To determine the backstress, we assume that 703 

indentation hardness can be written as the sum of a yield stress term and a backstress term. We use the hot 704 

indentation hardness data of Evans & Goetze (1979) to determine the value , assuming the thermal 705 

activation parameters for the yield stress from Hansen et al. (2021). These backstress values are converted 706 

to predicted Dc values using Eqs. 5, 19, and 20.  707 
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 708 

Figure 12: Predicted strength of oceanic lithosphere, approximated by olivine deforming by bulk 709 

dislocation creep and localized plasticity in asperities (frictional sliding). Each colored line represents the 710 

resistance of asperities at a given backstress shown in the legend, assuming a linear overburden normal 711 

stress of 27 MPa/km, an asperity strain rate of 10-2 s-1, and the indentation hardness data of Evans & 712 

Goetze, (1979). The geothermal gradient is determined assuming a mantle potential temperature of 1300°C 713 

and 80-Myr-old crust after Turcotte & Schubert, (2014). The black line is the prediction of the Hirth & 714 

Kohlstedt (2003) dry dislocation creep flow law at a strain rate of 10-12 s-1. The point of intersection between 715 

the frictional sliding lines and bulk deformation represents the point at which it is equally difficult to deform 716 

the bulk rock as to slide on locally deforming asperities, which we take to represent a rheological transition 717 
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from frictional to bulk viscous flow (i.e., a ‘brittle-ductile’ transition). This transition is predicted to occur 718 

at approximately 60 km depth in this figure, but changes in the strain rate or mineralogy may alter the 719 

depth of this transition.  720 
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