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Abstract

The presence of a pore fluid is recognized to significantly increase the mobility of saturated over dry granular flows. However,

experimental studies in which both the bulk-scale (runout) and grain-scale behaviour of identical granular material in a dry and

saturated initial state are directly compared are rare. Further, the mechanisms through which pore fluid increases mobility may

not be captured in experimental flows of small volume typical of laboratory conditions. Here we present the results of dry and

initially fluid saturated or ‘wet’ experimental flows in a large laboratory flume for five source volumes of 0.2 to cubic metre. Our

results demonstrate that the striking differences in the nature of interactions at the particle scale between wet and dry flows can

be directly linked to macro-scale behaviour: in particular, a greatly increased mobility for wet granular flows compared to dry,

and a significant influence of scale as controlled by source volume. This dataset provides valuable test scenarios to explore the

fundamental mechanisms through which the presence of a pore fluid increases flow mobility by first constraining the frictional

properties of the material (dry experiments), permitting an independent evaluation of the implementation of interstitial fluid

effects in numerical runout models (wet experiments).
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Abstract25

The presence of a pore fluid is recognized to significantly increase the mobility of sat-26

urated over dry granular flows. However, experimental studies in which both the bulk-27

scale (runout) and grain-scale behaviour of identical granular material in a dry and sat-28

urated initial state are directly compared are rare. Further, the mechanisms through which29

pore fluid increases mobility may not be captured in experimental flows of small volume30

typical of laboratory conditions. Here we present the results of dry and initially fluid sat-31

urated or “wet” experimental flows in a large laboratory flume for five source volumes32

of 0.2 to 1.0 m3. Our results demonstrate that the striking differences in the nature of33

interactions at the particle scale between wet and dry flows can be directly linked to macro-34

scale behaviour: in particular, a greatly increased mobility for wet granular flows com-35

pared to dry, and a significant influence of scale as controlled by source volume. This dataset36

provides valuable test scenarios to explore the fundamental mechanisms through which37

the presence of a pore fluid increases flow mobility by first constraining the frictional prop-38

erties of the material (dry experiments), permitting an independent evaluation of the im-39

plementation of interstitial fluid effects in numerical runout models (wet experiments).40

Plain Language Summary41

An accurate prediction of how fast and how far a landslide, such as a debris flow, will42

travel is essential to define the hazard posed to life and property by these geophysical43

flows. While dry frictional flows often behave according to the simple physics of friction44

resisting motion, water saturated granular flows tend to travel farther and faster than45

the same scenario under dry conditions. In this paper we explore this phenomenon in46

detail, using high-speed video analysis to look for and quantify differences in grain-scale47

behaviour that might lead to increased mobility in saturated over dry flows, and high48

definition laser scans to quantify how far the debris travelled. Large flume tests compar-49

ing dry versus saturated flows for five source volumes of 0.2 to 1.0 cubic metres reveal50

that, in contrast to dry flows, saturated flows travel significantly farther as the volume51

of the landslide increases. This data is unique as it will enable researchers to test how52

well numerical simulations are able to model the travel behaviour of the same material53

in a dry and water saturated state.54

1 Introduction55

The quantification of the hazard posed by a potential landslide source volume requires56

an accurate prediction of the travel path and distal reach of the debris. This is gener-57

ally accomplished in practice by using runout observations from past landslide events58

in the same location or similar geologic materials to delineate potential hazard areas for59

future landslides. These observations are then used either within an empirical-statistical60

approach to define runout exceedance probability (Legros, 2002) or by inferring debris61

rheological models and parameters from numerical simulations to match runout and in-62

undation depth trimlines of historical events (McDougall, 2017). Heim’s Ratio (H/L)63

was an early empirical-statistical proposal of a parameter for risk assessment by geomet-64

rical similarity (Figure 1). The total runout length L has the components of translation65

of the centre of mass LCOM and spreading of the material ahead of the centre-of-mass66

Sf (Dade & Huppert, 1998; Staron & Lajeunesse, 2009), while the difference in eleva-67

tion, H , is measured from the back of the head scarp to the front of the debris. The to-68

tal runout length L is typically of greatest interest for hazard assessment whereas the69

potential energy of the source volume is often equated to H . As a further development70

to Heim’s Ratio, Parez & Aharonov (2015) then presented a functional model in which71

the contribution of spreading of the material is related to channel geometry as well as72

the surface angle of the final deposit.73

The travel angle αg = arctan (HCOM/LCOM) is defined as the angle of inclination be-74

tween the centre of mass of the runout deposit and the centre of mass of the source vol-75
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αg
S H

L

(a) definitions of landslide geometry statistics

(c) travel angle variant with source volume

(b) travel angle invariant with source volume

LCOM

Sr Sf
HCOM

Centre of mass 

of deposit

Centre of mass of source volume

Source volume

Resultant 

deposit

Figure 1. Schematic illustration of flows in a simple planar flume, showing (a) definition

of geometry statistics, (b) the case where the travel angle αg is invariant with source volume,

and (c) potential variation of αg with changing source volume indicating a variation within the

rheology.
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ume and has been associated with an apparent friction coefficient (e.g. Parez & Aharonov,76

2015). Conceptually, the travel angle may be invariant with source volume (Figure 1b),77

or it may vary with the source volume (Figure 1c) where scale effects are significant. Ag-78

gregated observations of historical debris flows, compiled by Corominas (1996) and Rick-79

enmann (2011), illustrate the general trend of decreasing travel angle (signifying increased80

mobility and a decrease in effective flow resistance) as source volume increases. While81

there is a lack of consensus in the literature, collisionality (e.g. Armanini 2013), fragmen-82

tation (e.g. Bowman et al. 2012; Caballero et al. 2014), pore pressure diffusion length-83

scales (e.g. Iverson 2015; Kaitna et al. 2016), and thermal effects (e.g. Voight & Faust84

1982; Goren & Aharonov 2007; Alonso et al. 2016; Fischer et al. 2018) amongst other85

hypotheses (e.g. effects at the laboratory scale such as side wall effects and air drag; Bryant86

et al. 2015; Kesseler et al. 2020) have been investigated as potential mechanisms through87

which larger volume landslides achieve higher mobility.88

Experimental flume flows using dry granular material have shown that when the rheol-89

ogy of the flow is very simple, the runout behavior can be straightforwardly related to90

general physical parameters like slope angle, basal friction and grain size (e.g. Mangeney91

et al. 2010) or predicted using depth-averaged models (e.g. Bryant et al. 2015). Flows92

on fully saturated or initially saturated materials have shown rheological changes with93

source volume (e.g. de Haas et al. 2015), fines content or moisture content (e.g. Kaitna94

et al. 2014; Hürlimann et al. 2015; Zhou et al. 2018).95

Numerical simulations of landslide runout offer the ability to release a source volume,96

propagate its flow over a 2D or 3D geometrical representation of the terrain, and pro-97

vide estimates of inundation depth, velocity, and definition of the maximum distal reach98

of the debris for a given pairing of a resistance law and respective model parameter(s).99

In the case the moving mass is modelled based on an equivalent fluid concept (Hungr,100

1995), the resistance law is chosen based on the nature of the flow. That can range from101

a granular flow to a fully liquefied flow for which the effect of pore fluid is of major im-102

portance.103

For granular flows, the main source of flow resistance stems from particle friction and104

particle collisions. In dense granular flows, particle contacts are long-lasting and force105

chains develop. For natural flows in a frictional regime, the recently developed µ (I) rhe-106

ology may be appropriate (Forterre & Pouliquen, 2008). A collisional regime can occur107

when the concentration of solids, represented by the volume fraction ν as the portion of108

total volume occupied by solid particles, is too low to maintain these long-lasting con-109

tacts (Bagnold, 1954; Jenkins & Savage, 1983). In a collisional regime the flow resistance110

comes not from friction but instead a collisional viscosity dependent on ν and the rate111

of collisions (e.g. Lun & Savage, 1986). The transition between the idealized regimes is112

not abrupt and the regimes are thought to exist simultaneously in the transition (An-113

cey & Evesque, 2000; Armanini, 2013). The interstitial fluid would also affect this collisional-114

frictional network of discrete particles.115

With the addition of an interstitial fluid to a granular flow, particles are subject to both116

buoyancy and drag forces (Armanini, 2013; Iverson, 1997). Particle buoyancy reduces117

the interparticle stresses, which is represented on a macro scale by the concept of geotech-118

nical effective stress σ′ = σ − u, where σ is total stress, u is pore pressure. In a fric-119

tional continuum material, the shear resistance from friction is proportional to the ef-120

fective stress (e.g. τ = σ′ tanφ′) - i.e. the Mohr-Coulomb criterion.121

For a fully liquefied or low solids content flow, the effect of interstitial fluid may be more122

conveniently modelled by a non-Newtonian phenomenological flow law (Ancey, 2007),123

which is characterized by a distinct velocity profile. In both cases, pore pressure effects124

are typically considered to be constant during the duration of the flow. The validity of125

this assumption has been explored in Tayyebi et al. (2021), who suggest model choice126

should be guided through a consideration of two competing characteristic times: i) con-127

solidation time and ii) propagation time. For scenarios in which the time of pore pres-128

sure dissipation is rapid in comparison to the travel time, the high permeability debris129

–4–
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is unlikely to retain excess positive pore pressure (e.g. Iverson 2015; Pudasaini et al. 2005;130

Pastor et al. 2014; Kaitna et al. 2016), permitting simpler models of pore pressure ef-131

fects to be used. On the other hand, it may be appropriate for fully undrained models132

to simulate lower permeability flows, such as high water content slurries or liquefied de-133

bris. Debris flows with intermediate permeability between these two end members have134

the most computationally complex requirements for numerical simulation as the consol-135

idation time and travel time can be of the same order.136

Recent observations of large landslide events which include a transition from a granu-137

lar flow to a liquefied flow (e.g. Walter et al., 2020; Shugar et al., 2021) and progress in138

monitoring of debris flows, including basal stresses (e.g. McArdell et al., 2007) and ve-139

locity profiles (Nagl et al., 2020) highlight the importance of the fluid in granular flows.140

The addition of an interstitial fluid is therefore recognized to have a dominant impact141

on the mobility of the flow. Impulse releases of an opaque material from behind a rapidly142

opening gate have been performed by the USGS (e.g. Iverson et al. 2010) on a large scale143

with a laterally unconfined runout area or at laboratory scale (e.g. Hürlimann et al. 2015).144

Flows may also be triggered by moving water (e.g. Tsubaki et al. 1983; Hotta 2012; Lan-145

zoni et al. 2017). A recirculating flume was used by Armanini et al. (2005) to host a long-146

duration debris flow from which grain-scale measurements of volume fraction and veloc-147

ity could be taken.148

However, experimental studies in which both the bulk-scale (runout) and grain-scale be-149

haviour of identical granular material in a dry and saturated initial state are directly com-150

pared are rare. The comparison would provide a unique opportunity to test numerical151

simulation outcomes by first constraining the frictional properties of the material (i.e.152

matching the runout behaviour of the dry experiments of different source volumes) be-153

fore independently evaluating the implementation of rheological models to account for154

buoyancy, fluid drag, and pore pressure affecting the frictional material. The relative con-155

tributions of each mechanism may be revealed by matching the volume scaling effects.156

We performed a series of experiments on the end member cases of high permeability de-157

bris which is initially dry or initially saturated with the objective of defining the influ-158

ence of interstitial fluid and landslide volume on the runout distance and the relative con-159

tributions of translation and spreading in a material in which excess pore pressure is not160

expected to occur. A monodisperse material was used to ensure no segregation of par-161

ticle size would take place during flow which could alter the rheologic behaviour, other162

than that caused by variation in solid and fluid concentration. Granular material was163

selected of a large enough grain size to isolate the effects of buoyancy and drag on the164

flows and allow for particle-level observation of contact behaviour and flow regimes. Each165

flow was initiated from a well-defined state and observed comprehensively during the travel166

and arrest phases. Dry flows of the identical source volumes were also tested as a direct167

point of reference for comparison.168

In the remainder of the manuscript, we first describe the research flume, instrumenta-169

tion, and high-speed video analysis methods used for the experiments. The flow regimes170

of both dry and initially saturated 0.8 m3 flows are then described and illustrated us-171

ing representative frames and depth profiles. Next, velocity and volume fraction results172

are presented for volumes ranging between 0.2 to 1.0 m3 to illustrate the variation in regimes.173

Finally, laser scanning results of the deposit morphology of each trial are used to explore174

the nature of the relationship between travel angle and source volume for both dry and175

wet flows.176

2 Experimental Setup & Methodology177

The experiments consisted of a series of granular flows in a large indoor testing facility178

(Figure 2). The 2.09 m wide flume features a 8.23 m long section inclined 30° from hor-179

izontal and a 33 m long horizontal runout section. For the entirety of the inclined por-180

–5–
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Ultrasonic Height Sensor

z
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a) Side view

c) Top view

b) Oblique view

CAM 2

0.50 m

30°

8.23 m

1.21 m

6.73 m

3.37 m
0.70 m

3.66 m

CONCRETE BASE

ALUMINUM BASE

1.05 m

33 m

2.48 m

1.75 m2.09 m

Dry and saturated 

source volumes 

ranging from 0.2

to 1.0 m3

Deposit for 

LiDAR scanning

Figure 2. Diagram of (a) side profile, (b) oblique view, (c) top view of the experimental

flume, illustrating the locations of high-speed video camera fields of view, basal fluid pressure

transducers, and ultrasonic height sensors.
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tion and for the first 3.68 m of the horizontal runout section, the base of the flume is con-181

structed from bare aluminum and the side walls of the flume are glass to permit obser-182

vation of the flows. Further down the flume, the base is constructed from smooth con-183

crete. At the top, a release box with a hinged door can accommodate over 1.0 m3 of sat-184

urated material. The door was rapidly opened using pneumatic cylinders to initiate the185

experiment, with the door moving clear of the material within 0.4 s. At the completion186

of the test, the final deposit shape was surveyed using a Faro Focus S 150 Light Detec-187

tion and Ranging (LiDAR) scanner from two or more scanning positions.188

2.1 Video Capture & Instrumentation189

During the test, a Phantom v2512 high-speed video camera was located near the end of190

the inclined portion of the flume (indicated as ‘CAM1’ on Figure 2) to capture mature191

flow behaviour in the travel stage. The camera was oriented in a side-on configuration192

to observe through the transparent glass side walls, rotated such that the width of the193

image was parallel to the base of the flume. The camera was set to capture a 1280 x 800194

pixel greyscale image at a frame rate of 7,500 - 10,000 fps (frames per second). A Tok-195

ina 100 mm f/2.8 Macro lens was used at its widest aperture to limit the depth of field196

and distinguish only the particles next to the glass side walls. The field of view was ap-197

proximately 220 mm by 136 mm. A typical particle of 3.85 mm diameter was represented198

by a 23 pixel width in the resulting image.199

As only one high-speed video camera was available, two initially saturated flows (0.4 and200

0.8 m3 source volumes) were repeated with the same camera and lens situated within201

the horizontal portion of the flume (‘CAM2’ on Figure 2). At this location, the camera202

was situated further back from the sidewall. The field of view was approximately 285203

by 178 mm, with a typical particle represented by 17 pixels.204

Nine fluid pressure transducer sensors were installed into the base of the flume to quan-205

tify the basal fluid pressure (Figure 2). The sensors (TE Connectivity model U5244-000002-206

14BG, 0 to 140 mbar range, manufacturer’s stated accuracy 7 mm, total error band 18207

mm) were threaded directly into the flume. The fluid could enter each sensor through208

seven holes of 2 mm diameter.209

Two ultrasonic distance sensors (model S18UUAQ, Banner Engineering Corp., 2.5 ms210

response time) were mounted above the inclined section of the flume, along the flume211

centreline (Figure 2). These sensors recorded the flow height away from the influence of212

the glass sidewalls by measuring the distance between the sensor and the top of the flow,213

normal to the flume base.214

The sensor signals were sampled and recorded at 2000 Hz. During the experiments, the215

pressure sensors were subject to noise considered to be resonance of the flume. The nat-216

ural frequency of the flume structure was measured at approximately 140 Hz. To coun-217

teract this noise, the pressure sensor output signals were filtered using a 80 Hz low-pass218

Butterworth filter.219

2.2 Materials and Preparation220

Pseudo-spherical ceramic beads, manufactured by Saint-Gobain Norpro and marketed221

as Denstone 2000 Support Media, were used as the granular material for the experiments.222

These beads were chosen for their pseudospherical shape, relatively uniform diameter,223

and ability to be reused for multiple trials with minimal breakdown. The physical prop-224

erties of a representative sample of 30 beads were measured and tabulated by Coombs225

et al. (2019). The beads were found to have an average diameter of 3.85 mm, grain spheric-226

ity of approximately 95%, and grain density of 2241 kgm−3. The bulk density was mea-227

sured by Coombs (2018) as 1400 kgm−3, corresponding to a volume fraction of ν = 0.63.228

According to the manufacturer, the hardness of the beads exceeds 6.5 on the Mohs scale.229

Triaxial tests conducted by Raymond (2002) gave effective friction angles of 33.7° at 20 kPa230

confining pressure.231

–7–
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The source volumes tested were comprised of 0.2, 0.4, 0.6, 0.8, and 1.0 m3. In each of232

the dry and initially saturated states, the material was made level in the release box us-233

ing a rake. In the initially saturated state, the pore spaces were inundated with water234

but ponding water on top of the beads was minimized.235

3 High-speed video analysis and calculated quantities236

High-speed video was used to observe the flow structure and to provide images for fur-237

ther analysis. In this section, we discuss the image analysis methods used to identify the238

velocity and volume fraction for each test.239

3.1 Particle displacement and velocity240

The Particle Tracking Velocimetry (PTV) method involves first identifying the particle241

locations in selected frames and then using a PTV algorithm to link individual particles242

in successive frames (Brevis et al., 2010; Gollin et al., 2017; Taylor-Noonan et al., 2021).243

In our experiments, the camera is oriented to match the inclination of the flume base to244

optimise the field of view, e.g. so the particle movement vectors (Figure 3a) are gener-245

ally horizontal in the illustrations. The direction of gravity is noted on the figure.246

The images were analyzed in sets of fifty (50) images. Each set was initiated at an in-247

terval of t = 0.05 s during the passage of the flow. Within each set, the frames were248

selected from the 7,500 - 10,000 fps video such that the analysed frames were ∆t = .0004 s249

apart (equivalent to 2,500 fps). For a particle moving at 5 metres per second, the move-250

ment was 11.5 pixels and the resulting ratio of particle movement per frame to particle251

diameter was 0.52. For a particle moving at 1 metre per second, the corresponding move-252

ment was 2.3 pixels. The results were grouped into bins (shown by red lines on Figure 3)253

to prepare depth profiles of the quantities, each drawn parallel to the flume base with254

height equal to one average particle diameter. Each vector was decomposed into com-255

ponents parallel (streamwise) and perpendicular to the flume base.256

Velocity profiles (Figure 3b) were calculated by averaging the components of each vec-257

tor located within the bin, for all pairs of frames that comprise the set. From the pro-258

file of streamwise velocity u, the shear strain rate with respect to depth is defined here259

by γ̇ ≡ ∂u/∂z. This quantity indicates relative displacement within the flow. The ve-260

locity of the lowest bin, adjacent to the flume base, was considered to be the basal slip261

velocity. As an example, Figure 4 presents the free surface and basal slip velocities for262

representative 0.8 m3 dry and wet flows.263

3.2 Volume Fraction264

The volume fraction ν forms the basis for classification in Kinetic Theory and Extended265

Kinetic Theory (e.g. Lun, 1991; Jenkins, 2007; Chialvo et al., 2012). Randomly close packed266

spheres correspond to νrcp ≈ 0.64 (Allen & Thomas, 1999). Various contributors to EKT267

propose the frictional regime begins between 0.583 ≤ ν ≤ 0.613 when long-lasting par-268

ticle contacts develop. Jenkins (2007) further divided the collisional regime at ν = 0.49269

into a ‘dense collisional’ and ‘dilute collisional’ regime based on a change in the likeli-270

hood of a particle collision. This proposed classification has been shown in the background271

of volume fraction plots in the following sections.272

Here, ν was estimated using the method proposed by Capart et al. (2002), which con-273

siders the size and shape of Voronoï polygons drawn around the identified particle lo-274

cations as the basis of estimation. The image plane is divided into regions, each contain-275

ing one identified particle centroid location (Figure 3c). The regions are drawn such that276

all points in the region are closer to that identified particle than any other.277

This method uses a roundness parameter ξ = 4πA/P 2 where A and P are the area and278

perimeter of the Voronoï polygon around the particle, respectively. The roundness pa-279

rameter ξ is calculated for all the particles in a bin over all the frames in each set. Voronoï280

–8–
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(a) Particle tracking vectors (b) velocity profile

(c) High-speed video with Voronoï polygons drawn
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Figure 3. Representative video analysis and calculated profiles using PTV for 0.8 m3 dry flow

at peak flow height, illustrating (a) displacement vectors (green arrows) identified by PTV within

bins drawn parallel to flume base (in red), (b) velocity profile calculated from displacement vec-

tors within each bin, (c) Voronoï polygons drawn around particle locations for use in volume

fraction estimation method, and (d) estimated volume fraction profile.
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polygons which share an edge with the analysis area of interest were disregarded, as the281

shape of these polygons may have been ‘clipped’ by the analysis area of interest. Before282

inclusion into the average, each Voronoï polygon was assessed for size and shape; Voronoï283

polygons with areas exceeding 2.5 times the area of an average particle or with a round-284

ness parameter ξ below 0.70 were then discarded. Any polygon bordering a polygon which285

was discarded due to size or shape was not included in the average.286

The volume fraction profile (Figure 3d) is estimated by:287

ν

νrcp
=

(

ξ − ξ0
ξrcp − ξ0

)β

where indices “rcp” and “0” designate the state of random close packing and the dilute288

state, respectively. For random close packing of spheres, νrcp ≈ 0.64 (Allen & Thomas,289

1999). Capart et al. (2002) performed a calibration study for volume fractions in the range290

0.20 ≤ ν ≤ 0.55 and found calibration constants ξrcp = 0.84, ξ0 = 0.72, and β = 3.5.291

Volume fractions ν ≤ 0.20 are approximated by the point density method, also by Ca-292

part et al. This method was developed for the case where particles are observed against293

a rigid transparent wall, but calibrated with the average volume fraction in the cell. Thus,294

the method is expected to estimate the volume fraction away from the influence of the295

rigid wall.296

As the flow inevitably contained some saltating particles above the flow, a threshold is297

required to define what is considered to be the body of the flow. For the purposes of fur-298

ther analysis and discussion in this paper, the flow height of the trials was set by the thresh-299

old ν = 0.20 over height and time (Figure 4). Some manual adjustments were made300

to exclude particles which were not immediately beside the sidewall glass. This was judged301

by the shallow depth of field of the camera lens and the incident light. The top of fluid302

was manually marked on images at 0.05 second intervals for the wet flows.303

4 Flow characteristics304

We begin the comparison of dry and saturated flows through visual observations of flow305

structure, velocity, volume fraction, and pore pressure measured at the observation point306

near the end of the inclined section of the flume (the ‘CAM1’ location). The times ex-307

amined are shown on Figure 4. The 0.8 m3 volume is chosen for this comparison of typ-308

ical anatomy of the flows as this source volume exhibits the system of flow regimes dis-309

cussed throughout this paper but is not at the extreme of source volumes tested. Later310

sections of the manuscript explore the variability observed in larger and smaller volumes311

and full analysis of the resulting deposit morphology.312

4.1 Dry flow313

The flow regimes within a 0.8 m3 dry flow are revealed by the velocity and volume frac-314

tion profiles as it passes the ‘CAM1’ location (Figure 5) at selected times t since door315

opening. The initial front of the debris flow is heralded by saltating particles (Figure 5a)316

with ν ≈ 0.2 and (basal) slip velocity in excess of 2.5 ms−1. A high level of collisional317

activity is seen when reviewing the video. As the core approaches (Figure 5b), the vol-318

ume fraction increases to approximately ν = 0.32. The bottom of the flow slows and319

γ̇ quickly increases. The slip velocity at t = 1.74 s is 1.8 ms−1, while the surface ve-320

locity is 4.0 ms−1 with a flow height of 36 mm.321

The peak flow height comprises a dense (ν > 0.49) core above a collisional base with322

a higher magnitude of γ̇. The peak flow height of approximately 52 mm is visible at t =323

2.59 s (Figure 5c). The surface velocity is approximately 3.4 ms−1, slower than at t =324

1.74 s even though the flow height is higher. The slip velocity has reduced further to ap-325

proximately 0.9 m s−1.326
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Figure 4. Flow heights (from side view camera) vs time, at ‘CAM1’ location near the end of

the inclined section of flume, for representative 0.8 m3 (a) dry and (b) wet flows. The initially

saturated flow is taller, has the majority of the mass biased towards the front of the flow, and has

a long thin tail portion. The top of fluid is below the top of flow at the time of peak flow height.

The free surface and basal slip velocities are also shown.
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Figure 5. Anatomy of 0.8 m3 dry flow at end of inclined section of flume (‘CAM1’), showing

a frame of video, the velocity profile with ± 1 standard deviation limits (in the 0.02 s observation

time window), and the volume fraction ν at times (a) t = 1.54 s, (b) t = 1.74 s, (c) t = 2.59 s,

(d) t = 3.54 s, (e) t = 4.74 s since door opening.
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The volume fraction reduces gradually and the pressure at the base reduces after the body327

of the flow passes (Figure 5d). At t = 3.54 s, ν ranges up to a maximum of 0.51. At328

t = 4.74 s (Figure 5e), the flow height has reduced to approximately 21 mm and ν has329

reduced to approximately 0.28. The slip velocity remains at 0.8 ms−1 and the surface330

velocity has reduced to 2.2 ms−1. At t = 4.85 s, the determination of the velocity for331

the 0.8 m3 flow is not possible as particles at rest begin to back up into the camera’s field332

of view. The runout morphology for this experiment is discussed in Section 6.333

4.2 Saturated flow334

The typical behaviour of a fluid saturated flow is presented in Figure 6 for the 0.8 m3
335

volume. The front of the flow arrives before the fluid, similar to the unsaturated gran-336

ular front observed in laboratory experiments by Leonardi et al. (2015) and Turnbull et337

al. (2015). In the early arrival stages of the core of the flow (Figure 6a), the top of fluid338

is seen at an approximate height of 30 mm while the flow height is approximately 43 mm.339

The free surface velocity exceeds 4.8 ms−1, faster than the dry flow. The velocity pro-340

file shows a very high γ̇ ≈ 200 s−1 near the flume base and minimal γ̇ above the top341

of fluid. In rigid bed experiments, Armanini et al. (2005) also measured the highest γ̇342

near the base. Here, the flow is dilute, with identified volume fractions typically rang-343

ing between 0.3 and 0.4.344

By t = 2.05 s, the flow height and the top of fluid are at their peak (Figure 6c), while345

the surface velocity has decreased to 4.5 ms−1. The concentration of shear near the base346

of the flow continues. The density is less than the dry flow and is further reduced near347

the top of flow. Below the top of fluid, the maximum volume fraction, ν = 0.52. In the348

portion of the flow above this, ν = 0.21.349

The top of fluid is coincident with the surface at t = 2.75 s (Figure 6e) as the tail of350

the flow passes ‘CAM1’. The flow is relatively dilute with ν = 0.32. The slip velocity351

reduces from 1.6 ms−1 at t = 2.75 s to 0.4 ms−1 at t = 4.00 s, at which time the flow352

is only two particles high. This is in stark contrast to the tail end of the dry flows, where353

the slip velocity is seen to be relatively constant (Figure 4).354

Overall, the partitioning into a head section, frictional core, collisional base, and tail sec-355

tion is more pronounced for a wet flow then dry flow of the same volume.356

A similar, repeat, test was carried out for the 0.8 m3 initially saturated flow, with the357

high-speed video camera set at the ‘CAM2’ location (Figure 2) on the horizontal runout358

portion of the flume. The results show that the flow arrives in a dense (ν > 0.49) state359

at the residual water content with a free surface speed of approximately 2.6 ms−1 (Fig-360

ure 7a), which is approximately half that at the time of peak flow at the upstream ‘CAM1’361

position. The peak flow height is over 100 mm, approximately two-thirds greater than362

at ‘CAM1’. This shows that the material has laterally compressed following the change363

in slope. γ̇ is highest near the base.364

The top of fluid rises quickly to 102 mm above the flume base at t = 2.40 s (Figure 7b).365

A reduction in the volume fraction occurs simultaneously, especially near the top of the366

flow. As the core passes and the tail comes into view at t = 3.00 s (Figure 7c), the ve-367

locity decreases throughout the depth profile. The density increases in the lower portion368

of the flow. Later, the flow arrests completely while the tail is in the view of the cam-369

era.370

4.3 Basal fluid pressures371

During the initially saturated 0.8 m3 flow, the centreline and side basal fluid pressure372

sensors at x = −0.50 m show similar peak pressure measurements. This leads to the373

conclusion that the flow is sufficiently mature at ‘CAM1’ to have recovered from the ini-374

tial impulse of the granular collapse from the source box. Further down the flume at x =375

+1.42 m, the pressure traces are also generally similar from the centreline location to376

the side location.377
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Figure 6. Anatomy of 0.8 m3 initially saturated flow at end of inclined section of flume

(‘CAM1’) showing a frame of video, the velocity profile with ± 1 standard deviation limits (in

the 0.02 s observation time window), and the volume fraction ν at times (a) t = 1.50 s, (b)

t = 1.65 s, (c) t = 2.05 s, (d) t = 2.45 s, (e) t = 2.75 s since door opening.
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the total vertical pressure.

The visually-identified top of fluid at the side of the flow can be compared to the mea-378

sured basal fluid pressure P at the centre of the flow, expressed as an equivalent bed-379

normal fluid height H = P/ρwg cos θ, where the density of water ρw = 1000 kg ·m3,380

the slope angle θ = 30° and g = 9.81 m · s−2. Here, the height H is similar between381

the visually-identified flow height (at the side wall) to the ultrasonic flow height sensor382

(at the centreline). The equivalent height of the basal fluid pressure is equal to the the383

height of the fluid, indicating that the matrix fluid pressures did not exceed the equiv-384

alent hydrostatic regime.385

The basal fluid pressures consistently increase across the four sensors installed on the386

horizontal runout portion. The highest pressures observed are at the furthest distance387

from the release box. This is attributed to the increasing flow height as the front of the388

flow slows and the rear of the flow cascades over. Good agreement is seen between the389

equivalent fluid height from the sensor at x = +2.68 m and the top of fluid. The wet390

flow is subject to contraction during the arrest phase but the basal fluid pressures do not391

increase above hydrostatic.392

5 Effect of varying source volume393

In this section, we expand on the comparison of dry and initially saturated flows using394

observations of flow thickness, velocity, volume fraction, and pore pressure measured at395

the observation point near the end of the inclined section of the flume (the ‘CAM1’ lo-396

cation) for source volumes ranging between 0.2 to 1.0 m3. This comparison is conducted397

to look at grain-scale mechanisms controlling the flow structure that may give rise to scale398

effects with flow volume.399

5.1 Flow thicknesses and fluid pressures400

As source volume increased through the tested range of 0.2 to 1.0 m3, the observed max-401

imum flow thickness at x = −0.50 m (‘CAM1’) increased from 38 to 51 mm for the dry402

flows and from 30 to 79 mm for the initially saturated flows.403
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As shown in Figure 8 at x = −0.50 m, the maximum equivalent bed-normal fluid height404

(as calculated in Section 4.3) is equal to the peak flow height for the range of initially405

saturated source volumes tested. This suggests the matrix fluid pressures did not exceed406

the equivalent hydrostatic regime. The pore pressure ratio ru, defined here as the ratio407

of fluid pressure to the total vertical pressure, ranges between [0.36 : 0.44].408

5.2 Behaviour at peak flow height409

In Figure 9, the time of peak flow height passing ‘CAM1’ is selected as a basis for com-410

parison between the flows. This is the time when the flow is at its thickest and most dense411

state, and therefore the transport rate of mass is highest. A review of the profiles, dis-412

cussed in detail below, provides information on the state of flow at the end of the incline413

as well as the partitioning of particles between highly shearing, lightly shearing, and col-414

lisional regimes.415

At the time of peak flow height passing ‘CAM1’, the velocity profile of each of the ini-416

tially saturated flows (“wet”) is faster than that of the dry flows. The overall velocity of417

the wet flows increases as source volume increases, with the top of the core of the 1.0 m3
418

flow attaining a speed exceeding 5.0 ms−1. Wet flows of all volumes are each seen to have419

a very high γ̇ near the base of the flow. The opposite is noted for the dry flows, which420

are seen to be slower for each height in the flow as source volume increases.421

Two forms of velocity profile were fit to each flow as best possible. Firstly, in the form422

of Bagnold (1954):423

u(y) = a
[

h3/2
− (h− y)3/2

]

+ b

where h is the flow height and a, b are best-fit constants. Secondly, a logarithmic veloc-424

ity profile u(y) = c ln y + d, where c, d are best-fit constants, representing a fully tur-425

bulent hydraulic flow. The velocity profiles of the dry flows are well represented by the426

Bagnold profiles, as expected for dense granular flows following the µ (I) rheology (Forterre427

& Pouliquen, 2008). For the wet flows, the fit quality of the Bagnold profile decreases428

as flow volume increases. The logarithmic profile has a higher quality of fit than the Bag-429

nold profile above 0.4 m3, and matches well through 0.4 to 0.8 m3 range. The fit qual-430

ity decreases for the 1.0 m3 wet flow, suggesting a variation of flow regime with depth.431

The shape of the velocity profiles, with nonzero basal slip velocity and a decreasing γ̇432

with increasing height above the base, is similar to the solid bed flows of Armanini et433

al. (2005) (Figure S1, supporting information). Velocity profiles of natural debris flows434

on a non-erodible bed measured by Nagl et al. (2020) indicate a nonzero basal slip ve-435

locity and a mostly concave-up velocity profile during a flow event, with complex depo-436

sition and re-mobilization of material during a sequence of surges.437

At ‘CAM2’ after the change in slope, the 0.8 m3 wet flow maintains this highly shear-438

ing flow which transports material (at residual water content) to the front of the flow.439

By comparison, the 0.4 m3 wet flow displays minimal shearing at the same location.440

Across the range of source volumes, the volume fraction profiles at the time of peak height441

passing ‘CAM1’ (Figure 9) for the dry flows display a similar shape as the 0.8 m3 flow442

discussed above. The maximum volume fraction of the core increases with source vol-443

ume. Each volume of wet flows displays a similar shape as the 0.8 m3 flow, with a re-444

duction in volume fraction above the top of fluid. The 0.2 through 0.6 m3 dry flows each445

are entirely in a collisional regime when assessed by volume fraction. The 0.8 and 1.0 m3
446

dry flows each have portions exceeding ν = 0.583, indicating a frictional regime. While447

the maximum volume fractions of the wet flows increase slightly with source volume, the448

wet flows each have a lower maximum volume fraction than the dry flows of the same449

source volume and all remain in a collisional regime. For the dry flows, the volume frac-450

tion near the base is relatively consistent over the range of 0.2 to 0.8 m3. For the 1.0 m3
451
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Figure 9. Comparison of depth profiles of streamwise velocity and volume fraction at the time

of maximum flow height for (a) 0.2 m3 to (e) 1.0 m3 flows in 0.2 m3 increments. Best-fits of Bag-

noldian and logarithmic velocity profiles are shown in dashed and dotted lines, respectively. The

shading in the volume fraction plot represents the dense collisional regime (0.49 ≤ ν ≤ 0.583).
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flow, the dense region is seen to extend down to near the flume base, suggesting that the452

increased confining pressure of the thicker frictional core has suppressed the collisional453

base. The wet flows displayed a reduction in volume fraction near the base over the range454

of source volumes, coincident with a high γ̇.455

The basal and free surface velocities and depth-averaged volume fractions are detailed456

for each trial in Table S1, in the supporting information. Using these parameters, all flows457

were classified as collisional flows by the Inertial Number I (e.g. Turnbull et al., 2015;458

Forterre & Pouliquen, 2008). The strong variation of γ̇ with depth seen in the wet flows459

suggests that the Inertial Number varies with depth in the flows, and classification from460

a depth-averaged Inertial Number does not reliably describe the grain-scale behaviour461

seen in the wet flows.462

5.3 Longitudinal distribution of regimes463

We note that the core region of the initially saturated flows appears to enter an efficient464

mode of transport that increases in velocity with flow thickness, to a greater extent than465

would be expected according to Bagnoldian theory. Hence, the size of this core region466

relative to the total flow size is examined here. The partitioning into regimes along the467

length of the flow from head to tail can be assessed through plots of the measured quan-468

tities for each analysis interval and depth bin. Figure 10 shows the volume fraction re-469

sults and Figure 11 shows the velocity results in a contour plot format where the con-470

tour lines represent isovelocity lines. γ̇ can be inferred from the vertical distance between471

the isovelocity contour lines: isovelocity lines closer together represent a higher shear rate.472

Where the lines are parallel to the x-axis, that portion of the velocity profile is constant473

with time.474

The volume fraction of the dry flows (Figure 10) shows partitioning of the flow into a475

dilute, saltating head preceding the front, a dense core where volume fraction increases476

with source volume, and a gradual of reduction of volume fraction towards the tail. Dur-477

ing this transition period, the velocity results show only gradual changes with time (Fig-478

ure 11). Geometric similarity of the flow height over time is evident across the range of479

source volumes and the change in flow height between core and tail is gradual. In con-480

trast, for the wet flows the regime of the tail is distinct from the core for both volume481

fraction and velocity (Figure 10 and Figure 11, respectively).482

The initially saturated flows each display a period with near-constant velocity in the base483

of the flow (Figure 11), with the duration of this increasing with source volume. Only484

a short period of near-constant velocity in the base is observed within the 0.2 m3 flow,485

increasing to 0.9 s for the 1.0 m3 flow. The maximum γ̇ near the base does not vary sig-486

nificantly with source volume, suggesting that the wet flows find a preferred, efficient state487

of flow. The velocity profiles remain near-constant as the flow height reduces until seem-488

ingly falling below a critical threshold where the velocity abruptly reduces and the tail489

begins. This phenomenon is also visible on a plot of the slip velocity over time from the490

flow front (Figure 12) as a distinct plateau for the wet flows but not for the dry flows.491

The decrease in velocity from core to tail was greater for the wet flows than the dry flows.492

An effect for the deceleration of the wet flows is thought to be due to surface tension be-493

tween the liquid phase with the flume base and sidewalls. At this stage, the tail portions494

of the initially saturated flows are slow moving and of low volume fraction and minimal495

thickness. Some ceramic beads remained on the flume surface at the end of the exper-496

iments until the remnant water evaporated. The material partitioned to this slow-moving497

tail would reduce the volume available to be transported at high speed in the core sec-498

tion of the flow. This is in accordance with the description of ‘starving’ avalanches by499

Bartelt et al. (2007).500
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Figure 10. Height (y)-Time (x)-Volume Fraction (color scale) plots for dry and saturated

trials over the range of source volumes, illustrating the formation of a dense granular core for

dry flows and a comparatively dilute core for wet flows. Both flows exhibit a reduction in volume

fraction near the rigid flume base.
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Figure 11. Height (y)-Time (x)-Velocity (color scale) plots for dry and initially saturated tri-

als over the range of source volumes, illustrating a period of near-constant velocity near the base

of the flume for the initially saturated state, suggesting that the flows find a preferred, efficient

state of flow for translation and until the core height reduces below a critical threshold.
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Figure 12. Comparison of basal slip velocities at end of incline for (a) dry trials illustrating

the gradual decline in basal slip velocity and (b) initially saturated trials, illustrating a ‘step’

phenomenon where the velocity remains constant while the core passes, then quickly reduces to a

slow speed (<0.5 ms−1) for the tail.

6 Variation of morphology of resultant deposit with source volume501

In the previous section, observations at the grain-scale revealed localized shearing at the502

base and evolution of volume fraction zones with flow height. In this section, we explore503

the changes in bulk behaviour, as reflected in the deposit morphology, for the varied source504

volumes.505

The deposit morphology for each of the five dry and five saturated flow volumes, cap-506

tured using LIDAR scanning, is presented in Figure 13. The profile of deposit morphol-507

ogy illustrates geometrical similarity (centre-of-mass travel distance, shape and slope an-508

gle of the deposit) over the range of source volumes for dry flows. In contrast, the ini-509

tially saturated flows display markedly increased runout distances as source volume in-510

creases. Runout statistics, illustrated schematically in Figure 1a, can be used to sum-511

marize the resultant deposit morphologies (Figure 14). The frontal extents of the flow512

are considered in Heim’s Ratio H/L (Figure 14a). Heim’s Ratio remains relatively con-513

stant for dry flows but decreases significantly for initially saturated flows, indicating in-514

creased mobility with volume. Parez & Aharonov (2015) decompose the runout into trans-515

lation of the centre-of-mass, related to an apparent friction coefficient, and forward spread516

Sf ahead of the centre-of-mass (Figure 14b). A slight increase in the forward spreading517

distance is seen for dry flows, commensurate with geometric similitude. For the initially518

saturated flows, a much larger increase of the forward spreading distance with volume519

occurs, the majority of which is from translation of the centre-of-mass.520

The travel angle statistics summarize the translation of the centre-of-mass (Figure 14c),521

with a lower travel angle indicating a general increase in mobility. For the dry tests, a522

relatively consistent travel angle of 27.1° to 28.1° was calcuated over the range of source523

volumes tested. For the wet tests, the travel angle reduced significantly from 25.7° for524

a source volume of 0.2 m3 to 20.1° for a source volume of 1.0 m3. This marked decrease525
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indicates that one or more physical processes within the rheology of the wet flows are526

affected by experiment size.527

7 Conclusions528

A series of monodisperse granular flows was released within a large laboratory flume to529

define the effect of landslide volume on the runout distance and the relative contribu-530

tions of translation and spreading in the end member case of high permeability debris.531

Both dry and initially saturated states were tested and the source volume was system-532

atically varied from 0.2 to 1.0 m3 in 0.2 m3 increments. The use of high permeability533

debris retained the possible influences of particle buoyancy and fluid drag but was con-534

firmed to not result in basal fluid pressures that exceed hydrostatic conditions. The tests535

exhibited marked differences in runout distance and flow regimes as observed by high-536

speed video between dry and initially water saturated conditions. The initially saturated537

flows displayed an increase in flow velocity and runout distance as flow source volume538

increased. This increase in total mobility was seen to come more from translation of the539

centre-of-mass than spreading at the front.540

For particles considered as a frictional continuum, the effect of interstitial fluid is through541

reduction in the contact stresses between particles. In this case where the interstitial fluid542

pressures did not exceed hydrostatic conditions, the effect would be limited to particle543

buoyancy and not subject to scaling with flow thickness. Fluid drag can also occur if the544

interstitial fluid is travelling at a different speed than the particles.545

The results show that the lower portions of the wet flows have decreased in volume frac-546

tion significantly and have entered a collisional regime. γ̇ is highest in the collisional zone547

near the base. The variation in flow speed and translation distance may be caused by548

partitioning of the source volume into generally 1) a highly shearing base, 2) a core sec-549

tion above and 3) a slow tail section. Energy is only expended by the flow when γ̇ is nonzero.550

Energy expenditure is concentrated in the base of the flow and the tail section starves551

the flow of fluid and particles as the flume surface is wet and the particles remain by cap-552

illary forces. The remainder of the source volume is transported in the core very quickly553

with little energy expenditure, and is the prime contributor to the long runout distances554

observed. This system of flow regimes is considered to be a preferred, efficient state of555

flow.556

The scaling effects are postulated to arise when varying source volumes are not split into557

these regimes proportionally. The experiments showed the highly shearing base to be of558

similar height across the series of wet flows and the tail sections appeared similar as well.559

The data show that the flow resistance of fluid-saturated flows may be defined by par-560

ticle collisions and interactions with interstitial fluid on a local scale and preclude depth-561

averaged or continuum approaches. Physical experiments linking particulate behaviour562

to bulk response are required to fully validate and calibrate conceptual and numerical563

models of collisional and multiphase behaviour.564

The results suggest some potential applications to granular mass flows in the field, e.g.565

debris flows. The shape of the velocity profiles (Figure 9) for the identical sediment mix-566

ture are useful to constrain an appropriate rheology to describe several aspects of the567

flow behavior of both dry and wet granular flows. The shape of the velocity profile is es-568

pecially useful for choosing an appropriate rheology (or friction relation) used in depth-569

averaged runout models of debris flows. Such models (e.g. Barnhart et al. 2021) are used570

for hazard mapping, interpretation of recent events and also for impact calculations for571

designing mitigation measures. The shape of the velocity profile is necessary to increase572

the accuracy of the depth-averaged momentum predicted by such models. Experiments573

to evaluate the influence of basal roughness on the velocity profile, which is beyond the574

scope of this study, would provide an additional data set to better understand the role575

of basal friction and basal slip on the shape of the velocity profiles. The observation that576
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the velocity profile changes with water content is also of interest for accurately deter-577

mining the volume of a debris flow from depth recordings in cases where independent578

observations of the volume are unavailable. Solutions to this problem are rare, and un-579

til now the rheology (or more simply the friction relation) of a debris flow is assumed580

to be constant over the duration of an event (e.g. Schlunegger et al. 2009), or the vari-581

ation of velocity with depth and time within a flow is not considered, resulting in sys-582

tematic errors in estimating the instantaneous discharge and volume of a debris flow.583

Flume experiments will remain useful for debris flow research for the foreseeable future.584

This data provides additional support to the conclusion that flow thickness matters, par-585

ticularly for fluid saturated flows. This study begins to address the paucity of such ex-586

periments through the publication of a unique dataset that combines the detailed grain-587

scale visual observations of flow structure, velocity, and volume fraction, with the ob-588

served consequences in terms of effective friction and debris spreading. This unique dataset589

is publicly available on the Scholarsportal Dataverse repository to serve as a well-defined590

test scenario to assess the role of interstitial fluid in numerical runout models of debris591

flows.592
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