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Abstract

The International Monitoring System (IMS) infrasound network has been established to detect nuclear explosions and other

signals of interest embedded in the station specific ambient noise. The ambient noise can be separated into coherent infrasound

(e.g. real infrasonic signals) and incoherent noise (such as that caused by wind turbulence). Previous work statistically and

systematically characterizing coherent infrasound recorded by the IMS. This paper expands on this analysis of the coherent

ambient infrasound by including updated IMS datasets up to the end of 2020, for all 53 of the currently certified IMS infrasound

stations using an updated configuration of the Progressive Multi-Channel Correlation (PMCC) method. This paper presents

monthly station dependent reference curves for the back azimuth, apparent speed, and root-mean squared amplitude, which

provide a means to determine the deviation from nominal monthly behaviour. In addition, a daily Ambient Noise Stationarity

(ANS) factor based on deviations from the reference curves is determined for a quick reference to the data quality compared

to the nominal situations. Newly presented histograms provide a higher resolution spectrum, including the observations of the

microbarom peak, as well as additional peaks reflecting station dependent environmental noise. The aim of these reference

curves is to identify periods of sub-optimal operation (e.g. non-operational sensor) or instances of strong abnormal signals of

interest.
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Abstract15

The International Monitoring System (IMS) infrasound network has been established to16

detect nuclear explosions and other signals of interest embedded in the station specific17

ambient noise. The ambient noise can be separated into coherent infrasound (e.g. real18

infrasonic signals) and incoherent noise (such as that caused by wind turbulence). Pre-19

vious work statistically and systematically characterizing coherent infrasound recorded20

by the IMS. This paper expands on this analysis of the coherent ambient infrasound by21

including updated IMS datasets up to the end of 2020, for all 53 of the currently cer-22

tified IMS infrasound stations using an updated configuration of the Progressive Multi-23

Channel Correlation (PMCC) method. This paper presents monthly station dependent24

reference curves for the back azimuth, apparent speed, and root-mean squared ampli-25

tude, which provide a means to determine the deviation from nominal monthly behaviour.26

In addition, a daily Ambient Noise Stationarity (ANS) factor based on deviations from27

the reference curves is determined for a quick reference to the data quality compared to28

the nominal situations. Newly presented histograms provide a higher resolution spec-29

trum, including the observations of the microbarom peak, as well as additional peaks re-30

flecting station dependent environmental noise. The aim of these reference curves is to31

identify periods of sub-optimal operation (e.g. non-operational sensor) or instances of32

strong abnormal signals of interest.33

1 Introduction34

The International Monitoring System (IMS) includes a global network of infrasound35

arrays designed to detect atmospheric nuclear explosions and to monitor compliance with36

the Comprehensive Nuclear Test-Ban Treaty (CTBT) (Campus & Christie, 2009). How-37

ever, the network is capable of detecting many additional atmospheric infrasonic sources,38

including but not limited to, seismic activity (de Groot-Hedlin & Hedlin, 2019), volca-39

noes (Matoza et al., 2019), and atmospheric convection (e.g. thunderstorms) (Waxler40

& Assink, 2019).41

The determination of the sources of signals is greatly dependent on the propaga-42

tion conditions of the atmosphere (Norris et al., 2009; Kulichkov, 2009) and the local en-43

vironmental and instrumental effects on the operation. The atmospheric propagation con-44

ditions can affect the locations from which an infrasound signal of interest can be de-45

tected, and, therefore, the determination of the source location. Due to refraction and46
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reflection of infrasound, the atmosphere can act as a waveguide, allowing for the obser-47

vation of infrasound source events from large distances (Garcés et al., 1998; Waxler &48

Assink, 2019; Norris et al., 2009). This type of wave-guide is formed when the effective49

speed of sound becomes larger than that of the source location (Gabrielson, 2006). The50

effective speed of sound is the speed of sound as a function of both the atmospheric tem-51

perature, and the local wind speed, such that52

ceff =
√
γRT (~r) + u0(~r), (1)

where γ is the ratio of the specific heat at constant pressure (cp) and the specific heat53

at constant volume (cV ), R is the universal gas constant, ~r is the location in the atmo-54

sphere, T is the temperature in K, and u0(~r) is the local wind speed at ~r. Therefore, sea-55

sonal changes in the global circulation patterns can have significant effects on infrasound56

propagation.57

Instrumental parameters, which differ from station to station, can also have a sub-58

stantial impact on infrasound observations. The size and shape of the sensor array af-59

fects the precision, accuracy and detectable frequency of measured infrasound signals.60

A larger aperture allows for higher precision measurements, however, there is also an in-61

crease in the sensitivity to noise and other sources of uncertainty and an increase in the62

risk of aliasing, which reduces the capability to measure at higher frequencies. The so-63

lution to minimize these effects is to include a small sub-array, which increases the max-64

imum observable frequency by reducing the risks of aliasing while maintaining a high pre-65

cision (Marty, 2019).66

Since the identification and location of infrasound sources is of critical importance67

for this infrasound monitoring network, signals of interest must be distinguishable from68

noise and clutter, where noise refers to incoherent signal and clutter refers to repetitive69

coherent infrasonic signals (Evers & Haak, 2001; Ceranna et al., 2019) which are not a70

signal of interest. It is therefore important to be able to determine typical seasonal con-71

ditions at each station to identify anomalous conditions and measurements. Providing72

this informal data improves the capability of the IMS infrasound network to identify sig-73

nals of interest versus coherent (spatially correlated) and incoherent (spatially uncorre-74

lated) noise. This also provides indications when data quality is poor, and expedites the75

identification of potential environmental and/or instrumental damage in need of oper-76

ator intervention.77
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To determine the wave parameters from the infrasound signals, the Progressive Multi-78

Channel Correlation (PMCC) method was used (Cansi, 1995; Cansi & Le Pichon, 2008).79

This algorithm estimates the back azimuth, horizontal (apparent) velocity, and ampli-80

tude for logarithmically increasing frequency bands between 0.01 and 4 Hz. Probabil-81

ity Density Functions (PDF) of the Power Spectral Density (PSD) of the raw signals pro-82

vide an additional tool by which the infrasound signals can be assessed (McNamara &83

Buland, 2004).84

Previous works have provided measures of the incoherent noise (Bowman et al., 2005;85

Brown et al., 2012; Marty et al., 2021) and measures of the ambient coherent infrasound86

(Matoza et al., 2013); both globally and at each station. The goal of this work is to pro-87

vide an update of the previous ambient coherent infrasound signals at each station. This88

includes updated data (all available stations up to 2021), an updated PMCC routine with89

26 (instead of 15) frequency bands (Hupe et al., in review) and 2D histograms for pre-90

senting the ambient coherent infrasound signals. These new data formats provide a means91

of identifying potentially anomalous signals, which are both station and month specific.92

These anomalous signals could be due to instrumental errors, environmental conditions,93

or due to geophysically interesting phenomena.94

Additional background information on the IMS network, the PMCC and PDF data95

analysis routines are discussed in Section 2. Section 3 provides the monthly reference met-96

rics for each station, and discuss how these data can be accessed and used. This section97

also introduces some examples of anomalous PMCC observations identified using these98

metrics. Finally, Section 4 provides an overview and discussion of these results and the99

reference data.100

2 Data and Methods101

The IMS is a large network for monitoring nuclear testing using seismic, infrasound,102

hydroacoustic, and radionuclide observations. There are 60 (planned or constructed) sta-103

tions which comprise the infrasound network of the IMS (see Figure 1). The construc-104

tion of this network began in 2001, with 37 stations being built in the first 5 years (Marty,105

2019), and currently consists of 53 certified stations. This global network provides ex-106

cellent coverage of infrasound events, with more than 18 years of data available for many107

of the stations (see Figure 1). In the last three to four years the data availability has been108
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Figure 1. Map of the IMS infrasound stations, the circles are certified stations, and the

squares are stations that are either planned or under construction; only certified stations (circles)

were used for this study. The colour of the circles denotes the year of certification (Hupe et al., in

review).

quite consistent for all of the currently constructed stations. With 55 stations currently109

completed or under construction, the network is nearing completion.110

For this research, data from 53 certified IMS infrasound stations for up to eighteen111

years per station were used (Figure 1). Data availability varies from station-to-station,112

predominantly due to when each station was commissioned, with seven stations out of113

the 60 station network still to be certified and/or built. Typically, once a station is cer-114

tified, there are few data gaps. Many of these data gaps are related to station upgrades,115

such as the installation of additional sensors, or the improvement of the wind-noise re-116

duction system (Le Pichon et al., 2012).117

2.1 European Centre for Medium-Range Weather Forecasts (ECMWF)118

Model119

The High Resolution (HRES) ECMWF model provides wind and temperatures (along120

with many other quantities not used in this study) at a horizontal resolution of 0.25° ( 28121

km at the surface) with a temporal resolution of 6 hours. There are 137 vertical levels122

from the surface up to 0.01 hPa. The local speed of sound and wind speeds at each sta-123
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tion are determined by taking the surface level, and the horizontal grid value which con-124

tains the station. The stratospheric winds and temperatures are simply chosen from the125

appropriate vertical levels (40 to 60 km) of the model data.126

This method of calculating the winds, speed of sound, and effective speed of sound127

was chosen out of simplicity, and due to the ease of access to this data versus acquiring128

all of the individual stations’ data. In addition, this allows for a self-consistency between129

the local (ground) effective speed of sound, and that calculated for the stratosphere, which130

provides a more robust measure of the ratio of the effective speed of sounds. The draw-131

backs of this approach are that the data is for a relatively large grid and it does not ac-132

count for the local environmental conditions, such as the reduced wind observed in a forested133

area, or due to other artificial wind fences etc. It was determined that these trade-offs134

were worthwhile for this study, but should be kept in mind when interpreting the data.135

2.2 Power Spectral Density136

The Power Spectral Density (PSD) is acquired by taking a normalized periodogram

estimate (McNamara & Buland, 2004), such that

P =
2

NFs
|Y |2 , (2)

where P is the power, N is the length of the time-series, Fs is the sampling frequency137

(Hz), and Y is the FFT of the time-series. Following Welch’s method (McNamara & Bu-138

land, 2004), both the PSD and the corresponding Probability Density Function (PDF)139

are determined. The PDF shows the relative probability of signal at each power and fre-140

quency.141

2.3 Progressive Multi-Channel Correlation142

The PMCC method calculates the time-delay of arrival (TDOA) of the signals be-143

tween all pairs of sensors to detect a signal of interest (SOI) in a noisy time-series (Cansi,144

1995). The TDOA is determined for each combination of sensor pairs in the full sensor145

array.146

A measure of the self-consistency of the TDOA is made using the combinations of147

three sensors, and all of the relative time-delay of arrivals, providing the closure relation,148

rijk = ∆tij + ∆tjk + ∆tki, (3)
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where ∆tij is the time-delay of arrival between the ith and jth elements, respectively149

(Cansi & Klinger, 1997; Cansi & Le Pichon, 2008). By summing these TDOA’s, the to-150

tal result, for a perfect plane wave with no noise, would be 0. The first set of three sen-151

sors is typically chosen such that the array size is small (i.e. the sensors are close together).152

By starting with a small array, the risk of aliasing issues, and errors caused by decoher-153

ence and noise are reduced, at the expense of measurement precision. Next, the consis-154

tency is determined, such that155

Cn =

√
6

n (n− 1) (n− 2)

∑
i>j>k

r2ijk, (4)

where n is the number of sensors in a sub-array which is an element of the entire sen-156

sor array (Cansi & Klinger, 1997; Cansi & Le Pichon, 2008). If the consistency is less157

than a certain threshold, Cthreshold, then a detection is flagged, and more sensors are pro-158

gressively added to the sub-array while maintaining the consistency below Cthreshold. For159

the progressively larger arrays, the additional sensors are added with the restraint that160

the TDOA using the new sensor corresponds to the maximum that is nearest to the com-161

puted TDOA using the previous sub-array. As more sensors are included, the aperture162

of the sub-array, and the precision, both increase.163

Once the total sub-array for a measurement and the consistency are determined,164

the horizontal (apparent) speed and the azimuth are determined from the TDOA arrival165

values and the array geometry. The slowness, ~S, can be determined from the TDOA’s.166

This process is repeated for each frequency band, and time window by applying167

a Chebyshev bandpass filter to the time-series. An value of back azimuth and velocity168

is determined for each time and frequency band. These PMCC pixels are then grouped169

based on similar values of back azimuth, speed, frequency, and time by considering a weighted170

distance between PMCC pixels (Cansi & Klinger, 1997),171

d(p1, p2) =

√(
t2 − t1
t

)2

+

(
f2 − f1
f

)2

+

(
v2 − v1
v

)2

+

(
θ2 − θ1
θ

)2

. (5)

Weights can be adapted for each parameter. Then, considering the pixels in the group,172

the corresponding values of back azimuth, speed, frequency and time are determined by173

taking the average of each of those contained in this grouping.174
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2.4 Ambient Noise Stationarity Factor175

When observing the PMCC results, it is important to be able assess the data qual-176

ity, and therefore the likelihood that an observation is due to a real event, or is an anoma-177

lous outlier. To do this, an Ambient Noise Stationarity (ANS) factor was developed for178

each day in the available data set for all the available stations. This factor was devel-179

oped empirically using the available station data.180

For each station, the data were aggregated by month, and the number of detections181

as a function of the back azimuth, horizontal speed or RMS amplitude. These form the182

monthly reference curves described in more detail in Section 3.3. The ANS factor for each183

of the three quantities of interest (back azimuth, horizontal speed, and RMS amplitude)184

was determined by finding the daily histograms of these quantities, and taking the square185

of the Pearson correlation coefficient between the monthly reference curves and the daily186

data (Manders et al., 1992; Mohapatra & Weisshaar, 2018). The resulting ANS factor187

is a value between 0 and 1, with larger values indicating the data better fits with the typ-188

ical distribution for that station and month of year. The total ANS factor was calculated189

using the product of these three intermediate ANS factors, such that190

Q = QAzQvQAmp (6)

where QAz is the azimuth ANS factor, Qv is the speed ANS factor, and QAmp is the RMS191

amplitude ANS factor. The product was chosen since, if any single ANS factor is small,192

this will result in the total ANS factor being small.193

2.5 PMCC Metrics194

To determine instances of abnormal results, it is necessary to determine metrics195

by which to measure and compare the PMCC outputs. Figure 2 shows an example of196

the style of figure used for this study, this example is for IS26 (Germany) in 2015.197

The first panel contains the back azimuth (y-axis) of the observed detections as a198

function of the time (x-axis) and frequency (colour). The gray-scale plot on the same199

panel is the ratio of the maximum effective speed of sound in the stratosphere (40 to 60200

km) to the speed of sound at the surface (determined from the ECMWF model data).201

The scale of ceff ratio is a gray gradient from 0 to 1, above which all of the values are202

white. This choice of scale was to provide a reference for when propagation would be per-203
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mitted in the stratosphere. When the ceff ratio is greater than approximately 1, prop-204

agation would not be permitted through the stratosphere resulting in reflection. There-205

fore, any instance when the gray-scale is white, propagation from great distances via the206

stratosphere waveguide would be permitted. Locally generated sources with incident an-207

gles close to horizontal would still be possible; these signals would have horizontal speeds208

close to the speed of sound at the ground. The red shading represents the regions in which209

the number of detections are greater than 0.75 of the maximum number of detections210

over all the years; this provides a guide to where the detections are most likely to be ex-211

pected.212

The second panel contains a similar plot, but for horizontal speed (y-axis) as a func-213

tion of time (x-axis) and frequency (colour). The coloured bar at the top shows the num-214

ber of available sensors per day. This provides a quick reference to know when a sensor215

was not functioning, and could explain potential anomalies. As can be seen for this par-216

ticular year and station, aside from a few short blips, the full complement of 8 sensors217

was operational during the entire year. The blue line shows the speed of sound at ground218

level (from ECMWF model data). This line effectively shows the minimum value for the219

velocity measurements. Note that the high frequency speeds (yellow), which would typ-220

ically be from local sources, follow the local speed of sound. Instances of speeds less than221

the local speed of sound (e.g. during Febraury and March) would be non-physical, and222

therefore require additional study. Similar to the first panel, the red contours represent223

regions where the number of detections is greater than 0.75 of the maximum for the en-224

tire data-set.225

The third panel contains a similar plot to the first two panels, but for the PSD of226

the root mean squared (RMS) amplitude, that is the amplitude squared divided by the227

frequency band for that detection. Each PMCC family is the average over a range of fre-228

quencies. The RMS amplitude is on the y-axis, time is on the x-axis, and frequency is229

the colour. The blue line shows the number of detections per day; this is another use-230

ful parameter, as a sudden increase or decrease in the number of daily detections could231

be indicative of environmental or instrumental issues. Again, the red contours represent232

the 0.75 of the maximum level for detections. The coloured bar at the top is a daily ANS233

factor, described in Section 2.4. The colour-scale for this ANS factor is chosen such that234

blues and greens should be considered suspect or bad data (or perhaps something real235
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but abnormal has occured), and yellows and oranges can be considered to be more typ-236

ical, with yellow being the highest data quality.237

The next three panels are of 2D histograms, one for the back azimuth (left), the238

second for the horizontal speed (middle), and the third for the RMS amplitude (right).239

The colour of the histograms is the number of counts of azimuth (speed, or amplitude)240

for a particular frequency (in Hz) for the given year (2018 in this case). The isocontours241

are the 0.95, 0.75, and 0.6 levels of the normalized (by the maximum value) histograms242

for the entire data-set. The ANS factor was determined for each year by comparison with243

the entire data set in a similar manner to that described in Section 2.4. The coloured244

lines on the amplitude histogram are the 95th, 50th and 5th percentiles; the solid white245

line is the median modelled noise (Bowman et al., 2005), and the dotted white lines are246

the upper and lower modelled noise limits.247

In addition to being an example template, Figure 2 also provides some examples248

of results which could be considered anomalous, and warrant further investigation. Look-249

ing at the velocity histogram, there are considerable amounts high speed observations250

in the low to mid-frequency range. From the second panel, there are sporadic increases251

in the spread of observed velocities (particularly during times when there are fewer than252

the maximum number of available sensors), and large, mid-frequency velocity observa-253

tions at the beginning of February. There are also a considerable number of sub-speed254

of sound observations during February and early March, which are non-physical, and thus255

would require additional investigation to determine the cause.256

3 Results257

The main results of this study are the calibration curves and data, which provide258

a reference by which the yearly and monthly station data can be compared. These curves259

and data allow for the identification of anomalous data or events, which can then be stud-260

ied in further detail to identify the cause of the the atypical observations. These could261

be due to instrumental errors, local environmental conditions, or something of geophys-262

ical interest. In any of these cases, it is useful to identify these anomalies, whether to263

remove potentially erroneous data, or to identify some atypical geophysical phenomenon.264
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3.1 Station Reference Data265

The first type of reference curve, which has been calculated for each station for each266

available year up to 2020, is generated from the histograms of the back azimuth, the hor-267

izontal speed, and the RMS amplitude. These type of figures are provided in the sum-268

mary plots for each station for each year (see, for example, Figure 2). The reference con-269

tours can be used to determine if a year’s data deviates substantially from the average270

yearly data.271

The second type of reference curve is the monthly plot for each station. These ref-272

erence curves are similar to the histograms shown in panels d), e) and f) of Figure 2 (show-273

ing the back azimuth, horizontal speed and the RMS amplitude), but are exclusive to274

each month for each station. Thus, there are 12 reference curves (one for each month)275

per available station.276

The data for the histograms and reference curves are also saved, for comparisons277

with monthly PMCC data products for every station (see section 3.3 for a more detailed278

explanation). The importance of the monthly data products is the seasonal variability279

which is observed in the PMCC detections.280

Given the updated data-sets, new versions of the ambient coherent signals for all281

of the available stations are produced. An update of the coherent signal and the inco-282

herent noise, similar to what is shown in Matoza et al. (2013), is provided in Figure 3.283

The prominent microbarom peak is clear in the coherent signal spectrum (the orange colour284

in panel a), and a similar leveling off at low frequency, as seen in Matoza et al. (2013).285

There is also a second peak observed at high frequency, which is accompanied by a pre-286

cipitous decrease in amplitude at the highest frequencies. The effects of the local wind287

speed on the detections, panel b) in Figure 3, result in the observed relative increase of288

detections with increasing frequency. This panel shows the fraction of the detections ob-289

served above a given wind speed threshold; the wind speeds were determined using the290

ECMWF model data at 1013.25 hPa. As expected, the cumulative number of detections291

decreases with increasing wind speed, with the number of detections at lower frequency292

decreasing more rapidly with increasing wind speed. This is due to natural ‘red’ spec-293

trum of the wind noise, and the filtering systems used to reduce wind noise being much294

more effective at higher frequencies (Marty, 2019).295

Figure 4 shows the ambient coherent noise histogram observed over all of the IMS296

infrasound stations. It is of interest that these updated curves more clearly show the mi-297
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Figure 3. a) RMS Amplitude spectra, orange is the coherent signal determined from the

PMCC pixels, green is the Bowman et al. (2005) incoherent noise model and blue is the Marty

et al. (2021) incoherent noise model for all available IMS infrasound stations. The solid lines

denote the median, while the shaded areas cover from the 5th to the 95th percentiles. b) cumu-

lative detections for all stations observed above a given wind speed (x-axis); the colours denote

the frequency of the detections. Note: the Marty et al. (2021) model does not contain a median

measurement.

–13–



manuscript submitted to Earth and Space Science

Figure 4. Number of coherent pixels detected per season per hemisphere for all IMS infra-

sound stations in each frequency band. a) Northern hemisphere winter, b) Northern hemisphere

summer, c) southern hemisphere summer, d) southern hemisphere winter. The solid lines are

the median number of counts per season, and the dashed lines are the 95 and 5 percentiles. The

blue lines are for the new PMCC processing and updated data-set, and the red lines are for the

previous results presented by Matoza et al. (2013).

crobarom peak at 0.2 Hz, and a prominent peak at around 2 Hz, which were not ob-298

served in the all-station results acquired by Matoza et al. (2013). As these 2 Hz obser-299

vations are seen at all of the IMS stations, the source must be either global, or there are300

enough local sources in this band that every station observes some sources in this band301

(such as surf, atmospheric convection, volcanoes etc.). Similar to Matoza et al. (2013),302

very low observation rates are observed at the lowest frequency bands, as well as at the303

highest frequency band. This could be due to the relatively broad (2nd order) filtering304

applied to each band, which would allow more signal from outside bands to be observed.305

This results in higher (lower) frequency pixels observed in the lowest (highest) frequency306

band, moving the mean (observed) frequency up (down) to the next frequency band. An-307

other possible explanation for the low frequency behaviour, as described by Matoza et308

al. (2013), is that the low-frequency, coherent signal is only observable when the inco-309

herent wind noise is sufficiently low.310

Finally, Figures 5 and 6 show the coherent RMS amplitude (in Pa) for every avail-311

able station (sorted by latitude) as a function of the frequency. Each Figure is subdi-312
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vided into two panels; Figure 5 shows the DJF and MAM, and Figure 6 shows JJA and313

SON. The seasons (with respect to the northern hemisphere) are determined such that314

December, January, and February comprise winter; March, April, and May comprise spring;315

June, July, and August comprise summer; and September, October, and November com-316

prise autumn. Strong seasonal variations are observed between winter and summer. Larger317

amplitudes are observed during the winter season, particularly in the mid-frequency band318

(0.08 Hz to 0.5 Hz). The spring and summer appear to be more transitional between the319

summer and winter, with no noticeable differences between the northern and southern320

hemispheres. Additionally, the equatorial stations do not exhibit this seasonal behaviour,321

the amplitude remaining relatively consistent throughout the year.322

3.2 Assessing the ANS Factor323

The ANS factor (see Section 2.4) provides a measure of the data’s deviation from324

nominal monthly behaviour. An example of the daily ANS factor values are shown in325

panel 3 of Figure 2. A known event, in this case the Sarychev eruption (Matoza et al.,326

2011), which occurred from June 11-16, 2009, can be used to demonstrate the utility of327

the ANS factor. Figure 7 shows the PMCC results around the Sarychev eruption at IS30.328

The eruption is observed at high-frequency between 30° and 35° back azimuth. There329

is a noticeable decrease in the ANS factor for several days, starting on June 12 corre-330

sponding to the eruption. Other instances of low ANS factor occur around June 5 and331

June 20. It is likely these dips in ANS factor (especially around June 20) are due to the332

reduction in the number of detections which result in the significant deviation from the333

nominal amplitude behaviour (see Figure 8). It should be noted that the Sarychev erup-334

tion corresponds with a significant increase in the number of detections, which means335

the decrease in ANS factor is more significant, since it would require a larger amount of336

anomalous behaviour to explain this decrease in ANS factor. Figure 8 shows that there337

is a decrease in all three measurements’ ANS factors on June 12, with an especially large338

decrease in the azimuth ANS factor. These result in the local minimum of the total ANS339

factor. Although, this shows the ability of the ANS factor to identify anomalous events,340

it demonstrates that one needs to consider many factors, including the number of de-341

tections.342

Another example of the use of the ANS factor around the Sarychev eruption is from343

IS44, see Figure 9. Again, there is a decrease in the ANS factor coincident with the erup-344
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Figure 8. The total ANS factor (blue) and the azimuth (red), speed (yellow), and RMS

amplitude (purple) ANS factors for IS30 around the Sarychev eruption.

tion (also note the large number of high frequency detections around 200° azimuth). There345

is also an increase in the number of observations during the eruption. There are two other346

times of low ANS factor (June 6-7 and June 9-10), which both correspond to reductions347

in the number of detections similar to that observed for IS30. It is also of note that very348

low ANS factor observed from June 6 to 7 corresponds to a period of only 3 operational349

sensors (see Figure 9, panel 2). This shows the ANS factor can be used to identify pe-350

riods when the data quality is poor, such as when there are only the minimum of 3 op-351

erational sensors.352

The ANS factor, therefore, acts as a good indicator of poor data quality or anoma-353

lous observations, but it is necessary to consider other factors when further investigat-354

ing instances of low ANS. In particular, the number of detections is useful in separat-355

ing cases of poor data quality from anomalous events. Finally, the azimuth, speed, and356

RMS amplitude observations provide further details to differentiate poor data quality357

from anomalous events. An anomalous event is likely to have a concentrated azimuth,358

velocity, and/or RMS amplitude. This is seen in the very tight azimuthal observations359

of the Sarychev eruption, with other low ANS factor events not showing similarly tight360

groupings in any of the parameters.361
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3.3 Reference Database: User manual362

The monthly station reference data are available in netcdf files (Kristoffersen et al.,363

2022). These files are saved in directories for each station, as ISXX Hist.nc, where XX364

denotes the station (e.g. 01), see the following diagram for an description of the data di-365

rectories.366

Data Directory

IS01

IS01 Hist.nc

ISXX

ISXX Hist.nc

...

IS60

IS60 Hist.nc
367

In each of the ISXX Hist.nc files, there are 7 variables, 2 each for the back azimuth,368

the horizontal speed, and the RMS amplitude, and one universal frequency vector for369

the other six variables. A description of these variables is provided in Table 1. The back370

azimuth is in degrees, the horizontal speed is in km/s and the RMS amplitude is con-371

verted to a power spectral density (in Pa²/Hz) that is accomplished by squaring the RMS372

amplitude and dividing by the corresponding frequency band of the PMCC family. The373

variables Naz, Nv, and Namp are the arrays for the histograms for back azimuth, hor-374

izontal speed, and RMS amplutide, respectively. These variables are 3-dimensional, with375

the first two dimensions corresponding to the x and y variables and the third dimension376

is the month, such that 1 is January, 2 is February and so on.377

The histogram counts are the log base-10 of the normalized histogram counts, which

were normalized by maximum of the log base-10 histogram counts, such that

Naz =
log10(Naz−total)

max(log10(Naz−total))
(7)

where Naz−total is the histogram of the back azimuth (with the same procedure used for378

the horizontal speed and the RMS amplitude). After normalization, the reference lev-379

els were determined by finding the 0.95, 0.75, and 0.6 thresholds. These thresholds are380

the contours provided in Figure 2.381

Large peaks in the histogram data found outside of these reference curves suggest382

that there are potential anomalies in the observations, justifying further investigation.383

This indicates detections that do not conform with typical seasonal trends for that sta-384
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Back Azimuth

Histogram Dimension Size Parameter Variable

Naz

1 49 Frequency (Hz) f

2 360 Azimuth (°) az

3 12 Month N/A

Horizontal Speed

Histogram Dimension Size Parameter Variable

Nv

1 49 Frequency (Hz) f

2 59 Speed (km/s) v

3 12 Month N/A

RMS Amplitude

Histogram Dimension Size Parameter Variable

Namp

1 49 Frequency (Hz) f

2 59 RMS Amplitude (Pa²/Hz) amp

3 12 Month N/A

Table 1. Description of the reference histogram data contained in the .nc data files. The Nx

variables contain the normalized histogram counts, for the corresponding x and y variables. The

third dimension is the month, with 1=January, 2=February etc.

tion. It should be noted that these curves do not provide the cause of atypical observa-385

tions, which could be due to either instrumental issues, or real (atypical) geophysical phe-386

nomena. Therefore, further investigation would be necessary to identify said causes.387

4 Discussion and Conclusion388

We provide an update, and improvements to the coherent ambient infrasound ob-389

servations presented by Matoza et al. (2013). These include a more recent data-set, with390

data up to the end of 2020, for all of the available stations, 53 versus 39 for Matoza; and391

an updated PMCC algorithm configured with 26 frequency bands, which represents an392

improvement over the 15 used in Matoza.393
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Reference curves for the amplitude, back azimuth, and horizontal (apparent) ve-394

locity are provided. These can be used to identify abnormal trends in the data-sets for395

any of the currently operable stations. These trends could be due to either instrumen-396

tal/environmental conditions which result in poor data quality, or are due to geophys-397

ically interesting phenomena worth additional study. Although the reference curves can-398

not determine what the cause of deviations from the average observational conditions399

are, it is useful to identify situations which may go otherwise unnoticed.400

In addition to these reference curves, the data ANS factor provides a quick refer-401

ence to determine the daily data deviation from nominal behaviour. This ANS factor402

is determined from the monthly reference curves, and therefore should account for sea-403

sonal variability (at least on a monthly scale). There are many infrasound data quality/event404

identification tools such as the Modular Utility for STatistical kNowledge Gathering (MUS-405

TANG) (Casey et al., 2018) and NETwork processing - Vertically Integrated Seismic Anal-406

ysis (NET-VISA) (Mialle et al., 2019; Bras et al., 2020). However, the ANS factors, which407

quantify the deviation from the reference curves, provide an additional means to iden-408

tify anomalous events or times of poor data quality. As was mentioned regarding the ref-409

erence curves, a low ANS value does not necessarily correspond to poor data, but rather410

deviations from the typical behaviour, which also includes repetitive clutter. Consequently,411

these lower ANS values could also indicate a strong transient event of geophysical inter-412

est, and should be considered in conjunction with the number of PMCC detections. Over-413

all, these quality metrics are a useful supplement to the open-access infrasound data prod-414

ucts provided by Hupe et al. (in review). In addition, the ANS factor could be an ad-415

ditional metric for event identification by the aforementioned data quality tools (e.g. MUS-416

TANG, NET-VISA). NET-VISA is currently considered to be fully integrated in the pro-417

cessing environment of the International Data Centre (IDC) of the CTBTO (Bras et al.,418

2020). The ANS factors could additionally support the discrimination between infrasound419

clutter and events of interest in the IDC workflow, with the potential to reduce the num-420

ber of false event hypothesis resulting from clutter at different stations (Mialle et al., 2019).421

The normalized detections above a wind speed threshold demonstrate a relative422

increase in the number of observed detections with increasing frequency, as expected due423

to the ‘red’ colour of the wind noise and increased efficacy of the WNRS at higher fre-424

quencies. There is a slight decrease (followed by a continued increase) of the relative num-425

ber of detections above about 0.02 Hz. This effect is likely due to the high amplitude426
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associated with the microbarom peak at this frequency. This higher amplitude would427

result in a relative increase in the SNR, which could explain the local maximum of de-428

tections around the microbarom peak.429

The new presented coherent histograms have some similarities to the Matoza curves,430

as would be expected, such as the microbarom peak, and the decrease in detections with431

decreasing frequency towards lower frequencies. As discussed in Matoza et al. (2013),432

this is likely due to the decreased efficacy of the WNRS, and therefore reduced SNR at433

low frequencies. The low SNR would result in relatively fewer observations of IS events.434

The newer results, however, do show two additional peaks, one between about 0.01 and435

0.1 Hz, and the second at around 2 Hz. The 2 Hz peak appears to be more prominent436

during the summer months, while the low frequency peak does not show a significant sea-437

sonal variability.438

5 Future Work439

Currently, PMCC algorithm assumes only one single source to be detected in each440

pixel. Although the detection of multiple signals at different frequencies is possible, there441

exists the chance that if there are two or more signals in the same frequency band, that442

the PMCC approach could miss these secondary signals. Further studies could involve443

a similar analysis using sensors able to separate coherent signals overlapping in the same444

time-frequency domain such as the CLEAN algorithm (den Ouden et al., 2020) or the445

vespagram approach (Vorobeva et al., 2021). By performing a similar analysis on these446

multi-source results, and generating the same types of reference curves, such data anal-447

ysis approaches would allow building reference curves for these additional infrasound anal-448

ysis methods. Given the capability of these approaches to resolve multiple sources for449

each pixel, both direct comparisons of the reference curves for these results, as well as450

comparisons of the relative ANS factors could be performed. The ANS factor compar-451

isons would provide an estimate as to which approach produces more anomalous data,452

and the direct comparison of the reference curves would allow for the potential identi-453

fication of differences in the output data of interest (azimuth, apparent speed, and RMS454

amplitude) for these methods.455
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