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Abstract

Experiments with six CMIP6 models were used to assess the climate feedback parameter for net historical, historical greenhouse

gas (GHG) and anthropogenic aerosol forcings. The net radiative feedback is found to be more amplifying (higher effective

climate sensitivity) for aerosol than GHG forcing, and hence also more amplifying for net historical (GHG + aerosol) than GHG

only. We demonstrate that this difference is consistent with their different latitudinal distributions. Historical aerosol forcing is

most pronounced in northern extratropics, where the boundary layer is decoupled from the free troposphere, so the consequent

temperature change is confined to low altitude and causes low-level cloud changes. This is caused by change in stability which

also affects upper-tropospheric clearsky emission, both affecting shortwave and longwave radiative feedbacks. This response is

a feature of extratropical forcing generally, regardless of its sign or hemisphere.
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Key Points:7

• Effective climate sensitivity is larger (feedback more amplifying) for historical an-8

thropogenic aerosol than greenhouse-gas forcing in CMIP69

• The key difference is that greenhouse-gas forcing is global, aerosol mainly extra-10

tropical (and aerosol hemispheric contrast unimportant)11

• Extratropical forcing causes a shallower temperature response than tropical forc-12

ing, hence more positive cloud and lapse rate feedbacks13
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Abstract14

Experiments with six CMIP6 models were used to assess the climate feedback param-15

eter for net historical, historical greenhouse gas (GHG) and anthropogenic aerosol forc-16

ings. The net radiative feedback is found to be more amplifying (higher effective climate17

sensitivity) for aerosol than GHG forcing, and hence also more amplifying for net his-18

torical (GHG + aerosol) than GHG only. We demonstrate that this difference is con-19

sistent with their different latitudinal distributions. Historical aerosol forcing is most pro-20

nounced in northern extratropics, where the boundary layer is decoupled from the free21

troposphere, so the consequent temperature change is confined to low altitude and causes22

low-level cloud changes. This is caused by change in stability which also affects upper-23

tropospheric clearsky emission, both affecting shortwave and longwave radiative feed-24

backs. This response is a feature of extratropical forcing generally, regardless of its sign25

or hemisphere.26

Plain Language Summary27

Understanding how the Earth’s surface temperatures change in accordance with28

the anomalous energy flow into the system due to changes in greenhouse gases (GHGs)29

or anthropogenic aerosols is vital for predicting future temperature change. New data30

has made it possible to better calculate how efficiently the planet responds to temper-31

ature change (so as to return to energy equilibrium) for historical aerosols and GHGs.32

We find that the Earth requires greater surface temperature changes under aerosol cli-33

mate forcing than it does for GHGs in order to balance out incoming and outgoing en-34

ergy into the Earth system. By comparing with experiments that prescribe energy changes35

only outside the tropics, we find that the lower efficiency of aerosols is related to their36

being mainly located away from the equator, unlike GHGs which are generally well mixed37

throughout the globe. This forcing away from the equator is tied to the vertical distri-38

bution of temperature changes, which in turn affects how efficiently surface temperature39

change leads to balancing the incoming and outgoing energy into the Earth system, lead-40

ing to different temperature changes for the same global average forcings.41

1 Introduction42

Global warming due to future emissions of greenhouse gases and other climate forc-43

ing agents has been understood in recent years in terms of the energy imbalance that44

these forcings cause in the Earth system, to which this system responds through chang-45

ing surface temperatures. The usual interpretive model is N = F−αT , where α is the46

climate feedback parameter, N top-of-atmosphere energy imbalance, T global mean sur-47

face temperature change and F effective radiative forcing (Ramaswamy et al., 2001). (Note:48

we have chosen the sign convention where a positive α implies an increased positive-upwards49

radiative response for increasing surface temperatures.) Although this is helpful and in-50

tuitive as a simple model, there are several complications when using it (Andrews et al.,51

2015; Knutti & Rugenstein, 2015; Sherwood et al., 2015).52

While there are generally confirmed differences in the feedback parameter across53

models (Andrews et al., 2012; Becker & Wing, 2020; Zelinka et al., 2020), there is not54

a consensus on whether α depends on the different forcing agents that are relevant to55

past and future temperature changes. Comparing aerosols and GHGs, the two dominant56

historical forcing agents (Smith et al., 2020), several studies have found differences in57

feedbacks (Marvel et al., 2016; Shindell, 2014). Gregory et al. (2020) presented evidence58

for a difference in α between anthropogenic forcing (GHGs and aerosols) and natural forc-59

ing by volcanic aerosol. However, Richardson et al. (2019) did not find significant dif-60

ferences among forcing agents, considering several models in the Precipitation Driver Model61

Intercomparison Project (PDRMIP) experiments. The focus of this study is the depen-62

dence of α on the nature of the forcing agent.63
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In the recently released data of the Coupled Model Intercomparison Project phase64

6 (CMIP6), historical single-forcing experiments across several models have become avail-65

able for analysis. These new experiments allow us to obtain the effective forcings for dif-66

ferent agents, allowing us to accurately calculate the corresponding radiative feedbacks67

over the historical period. Since previous work has found a dependence on forcing pat-68

terns (Andrews et al., 2015; Ceppi & Gregory, 2019; Zhou et al., 2017), which affect the69

radiation budget via changes in stability and clouds (Andrews et al., 2018), this work70

considers stability responses to historical greenhouse gases versus historical aerosols and71

how these correlate with the radiative responses. To do this, we analyse the upward TOA72

radiative response R, the stability response S as measured by the estimated inversion73

strength (EIS; Wood & Bretherton, 2006), and the cloud-radiative effect (CRE) mea-74

sured as the difference in allsky versus clearsky downward fluxes.75

2 Methods76

Data for several historical forcing experiments was obtained from the ESGF CEDA77

archive (esgf-index1.ceda.ac.uk) for six models: CanESM5, GISS-E2-1-G, HadGEM3-GC31-LL,78

IPSL-CM6A-LR, MIROC6, and NorESM2-LM. These experiments include a control (pi-79

Control) with constant pre-industrial forcing agents, as well as experiments both with80

coupled atmosphere-ocean models (AOGCMs) and with atmosphere models (AGCMs)81

given prescribed sea surface conditions, for historical GHGs, aerosols, and all historical82

forcings together. The different variants which had the required data are detailed in Ta-83

ble S1. Where possible, we chose variants with the same initialisation (i1 variant label),84

physics and forcing definition as in piControl. We included all realisations that contained85

all of the required variables, and our results from each experiment of each model are en-86

semble averages. We calculate multi-model mean (MMM) values from the individual model87

ensemble averages, with equal weighting for each model.88

Prior to analysis, all fields were regridded to a common T42 grid (corresponding89

to a grid resolution of approximately 2.8◦ in longitude and latitude), using conservative90

remapping for radiative fluxes, and bilinear interpolation for other fields. Monthly fields91

were aggregated into annual averages.92

In order to separate out the surface warming (or cooling) driven feedbacks from
the forcing and associated rapid adjustments (Hansen et al., 1997; Sherwood et al., 2015),
we use the results from the AGCM experiments with fixed sea surface temperatures through
the following equation:

Xagent = XAOGCM −XAGCM, (1)

where X represents the variable of interest. Radiative feedbacks and other responses per93

unit global warming were calculated through linear least-squares regression of the de-94

sired variable against global-average surface air temperature.95

The confidence intervals for results derived from regressions combine two aspects96

of uncertainty. The first is the variability among different ensemble members, which we97

have calculated for each model as the variance across members of the historical exper-98

iment. This experiment was chosen since it generally had the most ensemble members,99

with the assumption that the magnitude of unforced variability is representative of other100

forcing scenarios. The second is the estimated error in the regression slope of the ensemble-101

averaged data. The combined error is calculated as the square root of the sum of vari-102

ances from these two aspects of uncertainty, so they correspond to ±1σ of the probabil-103

ity distribution.104

Two idealised extratropical forcing experiments were run to investigate the impact105

of forcing localised away from the regions of deep convection on radiative feedbacks and106

tropospheric stability. These experiments are denoted as nh extrop and sh extrop for north-107

ern (30◦N–90◦N) and southern (30◦S–90◦S) hemisphere forcing respectively. A uniform108
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Figure 1. Top-of-atmosphere radiative forcing patterns over years 1995–2014 for hist-GHG (a)

and hist-aer (b). The zonal-mean profiles of forcing are shown in (c), where values for hist-GHG

(orange) and hist-aer (blue) are the average effective forcings of the relevant AGCM experiments

(piClim-histghg and piClim-histaer, respectively) minus control. For nh extrop (grey) the dashed

line shows the prescribed instantaneous forcing whilst the solid line shows the effective forcing

calculated from the HadAM3 (atmosphere-only) simulation. Note that the x-axis is scaled by

geographical area.

“ghost” radiative forcing of −4.5 W m−2 was imposed as an extra term in the surface109

energy budget in the relevant regions for each experiment. The imposed instantaneous110

radiative flux values were chosen so that the global average forcing would be compara-111

ble to that of hist-aer over years 1995–2014 (around 1.13 W m−2). Though the nh extrop112

forcing is zonally uniform unlike the forcing for hist-GHG and hist-aer (Fig. 1a-b), the113

nh extrop setup was chosen to capture the skew of the northern extratropical forcing that114

is seen in hist-aer relative to the more homogeneous hist-GHG (Fig. 1c). The idealised115

experiments were performed with the Hadley Centre Atmospheric Model version 3 (Pope116

et al., 2000) in both atmosphere-only (HadAM3) and slab ocean (HadSM3) configura-117

tions. The horizontal resolution is 2.5◦×3.75◦; there are 19 levels in the atmosphere and118

the slab ocean has a thickness of 50 m. This model is one of the two used by Ceppi and119

Gregory (2019), and these experiments are the same as their −UNIFET experiment for120

a single hemisphere at a time, except with a different forcing magnitude.121

We also make use of tropical-only forcing experiments in HadSM3 and HadAM3122

denoted as “tropical” in later figures. This is the same as the +UNIFT experiment in123

Ceppi and Gregory (2019), which involves a uniform forcing of 7 W m−2 over the trop-124

ics (30◦S-30◦N).125

3 Investigating radiative feedback differences in terms of stability dif-126

ferences127

The radiative feedbacks for historical aerosol and all historical forcings, relative to128

those from GHGs, are shown in Fig. 2a, for each model analysed and for the MMM. Coloured129

bars show the allsky net feedback parameter α, whilst markers show the CRE feedback130

parameter αCRE (minuses) and clearsky feedback parameter αCS (pluses). In all cases,131

positive numbers mean less amplifying feedbacks, i.e. a relatively larger upward radia-132
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tive flux perturbation for positive T . The findings here show more amplifying feedbacks133

for hist-aer than hist-GHG in the MMM. On a model-by-model basis, hist-aer shows ei-134

ther significantly more amplifying or very similar feedbacks to hist-GHG. Neither αCS135

(correlation of 0.82 with allsky α, Fig. S1b) nor αCRE (correlation of 0.88 with allsky α,136

Fig. S1d) entirely explains the differences of allsky α for aerosol (or the all historical)137

compared to GHG forcing, despite correlations here being highly significant (p<0.001).138

We propose that differences in radiative feedback across forcing agents may be ex-139

plained in terms of different tropospheric stability responses and their impact on cloud140

and lapse-rate feedbacks. Fig. 2b shows that hist-aer causes lower stability responses than141

hist-GHG across all models. A greater increase in stability (as in GHG compared with142

aerosol) means more warming in the upper troposphere than at the surface, and hence143

a negative (less amplifying) lapse-rate feedback (Andrews & Webb, 2018; Ceppi & Gre-144

gory, 2019). Furthermore, tropospheric stability is a key variable for cloud formation,145

with higher stability encouraging the formation of low boundary-layer clouds over ma-146

rine regions (Zhou et al., 2016; Ceppi et al., 2017; Andrews & Webb, 2018; Ceppi & Gre-147

gory, 2019). Low clouds have little impact on outgoing longwave radiation due to their148

temperatures being similar to those at the surface. Since they reflect incoming solar ra-149

diation, however, low clouds have an overall positive upwards (cooling) effect on radi-150

ation (Hartmann, 1994). Positive forcings that increase stability will thus tend to pro-151

mote low-level cloudiness and give a positive upwards radiative feedback that opposes152

the forcing. The feedbacks from increased low cloud, combined with lapse-rate feedbacks,153

are why we expect a positive correlation between net α and and the stability response154

S per unit global warming, which we refer to as dS/dT .155

Figure 2c–g supports this inference. Considering all models and experiments to-156

gether, there is a strong positive correlation between net α and dS/dT (0.72 for the AOGCM157

experiments, Fig. 2c). Much of the spread in α among this set of models is related to158

stability, despite our expectation that inter-model differences in climate feedback are dom-159

inated by cloud responses to mean SST warming (Ringer et al., 2014). This is still the160

case when feedbacks are broken down into αCS (Fig. 2e) and, though to a lesser extent,161

αCRE (Fig. 2g). We interpret the correlation in Fig. 2e as being primarily driven by the162

linkage between stability and lapse-rate feedbacks (Andrews & Webb, 2018; Ceppi & Gre-163

gory, 2019).164

By instead considering differences of α in each model of hist-aer and historical from165

hist-GHG, we remove the model spread, revealing the positive correlation (Fig. 2d) be-166

tween α and stability change in response to different forcing agents. Although the cor-167

relation across models is not very strong (0.65) it is highly significant (p=0.001), and the168

relationship is significant in the MMM according to estimated error bars. The lack of169

correlation in Fig. 2h, both across models and in the MMM, despite such correlation in170

Fig. 2f, suggests that the impacts of stability on lapse-rate feedbacks are more robust171

than the impacts on αCRE for explaining differences in α between historical aerosols and172

GHGs. This may be because the relationship between S and CRE is not consistently sim-173

ulated among climate models. Alternatively, it is possible that contrary to the findings174

of Ceppi and Gregory (2019), global stability changes are not strongly physically linked175

to CRE in some of the models, and that regional changes in S would be a better explana-176

tory factor.177

The historical all-forcing case is dominated by responses to GHGs and aerosols (Smith178

et al., 2020). Therefore, differences between historical and hist-GHG experiments are due179

to differences between hist-aer and hist-GHG. Both the feedback parameter (Fig. 2a) and180

the stability response (Fig. 2b) are greater for historical than for hist-GHG in the MMM.181

This results from combining hist-GHG and hist-aer responses, given that aerosols and182

GHGs forcing are of opposite sign (Appendix B in the online supporting information of183

Gregory and Andrews, 2016). A visual explanation of it can be found in Fig. S2.184
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Figure 2. (a) allsky radiative feedback parameter (α, bars) alongside CRE (αCRE, minuses)

and clearsky radiative feedback parameters (αCS, pluses) for each model and the multi-model

mean, as the difference from hist-GHG values. (b) Difference of dS/dT from hist-GHG val-

ues. (c,e,g) Net (c) clearsky, (e) CRE, and (g) allsky radiative feedback parameters against net

dS/dT . (d,f,h) as row above, except with values relative to hist-GHG. Confidence intervals in

(c-h) denote ± one standard deviation based off combined regression and ensemble member un-

certainties. The Pearson correlation ρ is shown in (c-h), across models and both excluding (black)

and including (grey) the data points from the HadSM3 experiments. The tropical-only forcing

experiment is included in (c,e,g), as part of the inter-model trend, but excluded (both in plotting

and ρ) in (d,f,h) for clarity and to focus on the HadSM3 experiments that are more similar to

hist-aer and hist-GHG. Also shown are p-values for the statistical significance of the correlations.
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The results here are in agreement with findings from previous studies of a greater185

transient climate response (indicative of a less positive α) from aerosols (Marvel et al.,186

2016) and extratropical forcing (Rose et al., 2014; Rose & Rayborn, 2016; Shindell, 2014)187

compared to forcing from well-mixed GHGs. By contrast, Richardson et al. (2019) found188

no significant differences in feedback between two kinds of aerosol (SO4 and BC) and189

GHGs, regardless of whether they calculated ERF as in the present paper, or addition-190

ally correcting for the impact of land surface temperature adjustments (Andrews et al.,191

2021). There are several possible explanations for our disagreement, including the fol-192

lowing. (1) Despite its statistical significance, the difference we find between feedbacks193

to aerosol and GHG forcing may be specific to our selection of models, which is smaller194

than theirs (6, versus 11 in PDRMIP models). (2) Historical aerosol and the 5xSO4 forc-195

ing in PDRMIP night have important differences in feedback, because the contributions196

of other aerosols than SO4 are not negligible, although SO4 forcing is predominant (Myhre197

et al., 2014). (3) The feedback for a step-like five-fold increase in control SO4 concen-198

tration (as in PDRMIP) may differ from that for the smaller historical SO4 increases.199

4 Explaining stability differences in hist-aer in terms of extratropical200

forcing201

Next, we interpret the distinct radiative and stability responses to aerosols and GHGs202

in terms of the latitudinal distribution of forcing. Ceppi and Gregory (2019) demonstrated203

that positive tropical forcing tends to increase global stability per unit global surface warm-204

ing, while positive extratropical forcing has the opposite impact (and vice versa for neg-205

ative forcing). To understand why, we recall that the tropics are generally well-coupled206

to the free troposphere, with the lapse rate closely following a moist adiabat due to moist207

convection (Flannaghan et al., 2014; Sobel, 2002). Consequently, tropical warming has208

a relatively large impact on free-tropospheric temperature. Mixing by atmospheric mo-209

tions propagates the warming signal to the extratropical free troposphere, stabilising the210

atmosphere there (Fig. 3d). Conversely, positive forcing in the extratropics is expected211

to decrease stability, since surface temperature in the extratropics is more weakly cou-212

pled to the free troposphere. The effects of extratropical surface forcing tend to be more213

confined near to the surface, and since this forcing acts on a region that is (on average)214

climatologically stable, the stability response is similar to that found for warming in other215

stable regions such as in the tropical South-East Pacific (Andrews & Webb, 2018). This216

effect can be seen by comparing air temperature changes in the hist-aer and hist-GHG217

cases (Fig. 3e). Note that aerosol forcing is negative and causes a surface cooling, but218

the patterns in Fig. 3 are normalised by regression against global mean surface temper-219

ature change, and the sign of dS/dT is unaffected.220

This reasoning could explain why the hist-aer case gives a less positive stability re-221

sponse per unit surface warming than the hist-GHG case. The skew of forcing towards222

the extratropics in the hist-aer case (blue line in Fig. 1c) means that a relatively larger223

fraction of the surface temperature response is in vertically decoupled regions, leading224

to the smaller dS/dT than in hist-GHG. In support of this hypothesis, we note that the225

pattern of tropospheric temperature change in the HadSM3 nh extrop experiment com-226

pared to the 2xco2 experiment (Fig. 3g) is similar to the difference between hist-aer and227

hist-GHG (Fig. 3e). The pattern from tropical-only forcing (Fig. 3d) shows the prop-228

agation of warming to both the tropical and extratropical free tropospheres in accordance229

with an increase to stability as seen in Fig. 2c–g. Fig. 2e shows that dS/dT is negative230

for both nh extrop and sh extrop, whereas it is positive in nearly every historical forc-231

ing experiment. This difference is probably related to the absence of tropical forcing in232

the idealised cases. That the negative dS/dT occurs for forcing in both hemispheres sug-233

gests that the essential characteristic is that the forcing is extratropical, rather than hemi-234

spheric. The historical all-forcing case shows the opposite pattern to hist-aer when com-235
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Figure 4. MMM zonal-mean values regressed onto global surface air temperature for the

historical cases (top row) and differenced relative to hist-GHG (bottom row) in terms of (a,f)

temperature, (b,g) estimated inversion strength, (c,h) net upwards radiative response, (d,i) up-

wards radiative response in clearsky and (e,j) upwards radiative response from CRE. Note that

the x-axis is scaled by geographical area.

pared to hist-GHG (Fig. 3e–f), indicating that aerosol has a similar effect on stability236

whether applied independently or jointly with GHGs.237

To corroborate this reasoning, we consider the MMM zonal means of feedbacks and238

climate responses in Fig. 4. There is less meridional contrast in response to hist-GHG239

than hist-aer (top row). Subtracting the responses from hist-GHG (bottom row), we see240

a positive NH temperature response per unit global warming in hist-aer relative to hist-241

GHG, and the opposite in the SH. This anti-correlates with the stability response per242

unit surface warming, which in turn correlates (in low latitudes) with the radiative re-243

sponse. The radiative response is then finally well explained, in terms of pattern, by the244

combination of clearsky and CRE feedbacks.245

Just as the global average feedbacks for the historical case are more positive than246

those for hist-GHG, the zonal-mean curves for hist-GHG generally lie between those for247
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the all historical and hist-aer cases (top row of Fig. 4), again consistent with the expected248

effect of aerosol. Likewise, the difference between historical and hist-GHG responses (bot-249

tom row of Fig. 4) can be interpreted as representing the effect of aerosol, but with the250

sign reversed (see Appendix A in the Supporting Information).251

5 Summary and Conclusions252

Our analysis of AOGCM historical experiments from CMIP6 (including new ex-253

periments which allow forcing to be diagnosed) reveals that climate feedback is more strongly254

amplifying (greater climate sensitivity) in response to anthropogenic aerosol forcing than255

greenhouse-gas (GHG) forcing. This difference is shown and is statistically significant256

in the MMM, though only six AOGCMs have so far provided the required historical ex-257

periments and variables for this analysis, so it would be useful to repeat it with more.258

Our finding is consistent with those from past studies that also found greater climate259

sensitivity to aerosol than GHGs (Marvel et al., 2016; Shindell, 2014), but appears in-260

consistent with the recent study of Richardson et al. (2019). Further work is needed to261

explain the disagreement, which may relate to differences in the details of the prescribed262

aerosol forcing (e.g. SO4 only or a mixture of type of aerosol, historical concentration263

changes or the fivefold increase prescribed by Richardson et al.).264

Furthermore, we find that the difference in (positive-stable) net top-of-atmosphere265

radiative feedback parameter for aerosol and GHG forcing is positively correlated across266

AOGCMs with a difference in the response of tropospheric stability to the two kinds of267

forcing. We propose that the difference arises from the different latitudinal distributions268

of the forcing. An idealised slab model experiment with uniform surface forcing confined269

to the Northern extratropics qualitatively reproduces the near-surface extratropical tem-270

perature change that differentiates the historical aerosol experiment from the historical271

GHG experiment. The shallower extratropical temperature change in the former is ex-272

plained by the lower proportion of forcing in the tropics, where the surface is relatively273

strongly coupled to the free troposphere by deep convection (Flannaghan et al., 2014;274

Sobel, 2002), compared to the higher proportion of forcing in the extratropics, where the275

coupling is weaker and the effect of forcing more confined to the surface.276

Thus a positive extratropical forcing causes a near-surface warming, which reduces277

tropospheric stability, whereas a positive tropical forcing has less effect on stability. A278

reduction in stability tends to reduce low-level cloudiness, which gives an anomalously279

positive shortwave feedback on warming, whilst it also induces an anomalously positive280

longwave lapse-rate feedback. In this way, the latitude of forcing is linked to the radia-281

tive feedback it produces. Historical aerosol forcing is negative, so the signs of temper-282

ature and stability change are reversed, but the feedback parameter, sensitivity of sta-283

bility (change per unit warming), and hence the correlation with the feedback param-284

eter have the same sign for either sign of forcing: extratropical forcing tends to give higher285

climate sensitivity. This link accords with previous works that have highlighted the im-286

pact of forcing patterns on radiative feedbacks (Ceppi & Gregory, 2019; Rose et al., 2014;287

Rose & Rayborn, 2016).288

Historical climate change is dominated by GHG forcing. Hence the net feedback289

simulated in the historical experiments with all forcings is nearer to that for GHG than290

for anthropogenic aerosol. The effective climate sensitivity for historical forcing is slightly291

smaller than for historical GHG forcing (the magnitude of α is larger), because of in-292

cluded historical aerosol forcing, for which climate sensitivity is larger, but the sign is293

opposite. We find also that some of the spread across AOGCMs in the climate sensitiv-294

ity to GHG forcing is also correlated with the response of tropospheric stability to forc-295

ing; this aspect is intriguing and requires further investigation.296
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Table S1. Experiment names and details for the CMIP6 experiments used in this paper. The

“piClim” prefix denotes fixed-SST experiments, while the rest are coupled atmosphere-ocean

experiments. piClim-control is an AGCM experiment with SSTs and sea ice climatologies taken

from piControl. The fourth column includes three prescribed-SST experiments: piClim-histall,

piClim-histGHG and piClim-histaer.

piClim-

control

hist-GHG

& hist-aer

historical piClim-

histxxx

CanESM5 r1i1p2f1 r[1-10]i1p2f1 r[1-10]i1p2f1 r1i1p2f1

GISS-E2-

1-G

r1i1p1f1 r[1-5]i1p1f1 r[1-10]i1p1f1 r1i1p1f1
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Table S2. All-sky radiative feedback parameter (α), CRE (αCRE), and clear-sky radiative

feedback parameters (αCS) for each model and the multi-model mean, to 2 d.p. Also shown is

the estimated error from variance in the historical variants (σhistorical).

hist-aer hist-GHG historical σhistorical

CanESM5 0.75 0.80 0.87 0.02

GISS-E2-1-G 1.45 1.69 1.71 0.02

HadGEM3-GC31-LL 1.09 0.98 1.00 0.08

IPSL-CM6A-LR 0.96 1.31 1.22 0.02

MIROC6 1.86 1.78 1.68 0.04

NorESM2-LM 0.95 2.24 1.90 0.04

MMM 1.14 1.37 1.46 0.02
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Figure S1. A similar plot as Fig. 2 in the main text, comparing the all-sky radiative feedback

parameter (α) to CRE (αCRE) and clear-sky radiative feedback parameters (αCS) for each model

and the multi-model mean. Values are shown as absolutes (top row) and as the difference from

hist-GHG values (bottom row). All panels contain a 1:1 line (solid grey)
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Figure S2. A geometric explanation of why the historical all-forcing feedbacks do not lie

between the historical aerosol and historical GHG feedbacks. If the all historical is roughly

a linear combination of the historical aerosol (blue) and historical GHG (orange) results, and

the historical aerosol induces a negative temperature change with negative forcing unlike the

positive forcing and temperature change from GHGs, then the all historical feedbacks parameter

(the gradient of the green line) will be more positive than the hist-GHG feedback parameter.
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Appendix A Why ∆Xhist

∆Thist
− ∆XGHG

∆TGHG
anti-correlates well with ∆Xaer

∆Taer
− ∆XGHG

∆TGHG

We expect that the results from the historical case can be approximated as a sum of hist-GHG

and hist-aer cases:

∆Xhist ≈ ∆XGHG + ∆Xaer (A1)

∆T hist ≈ ∆TGHG + ∆T aer (A2)

Given that the global average surface air temperature changes ∆T are, by definition, constants

in latitude and longitude, we can relate ∆TGHG and ∆T aer by some function of time a:

∆T aer = a ·∆TGHG (A3)

This allows us to rewrite the expression, for the difference between feedbacks in the historical

case and the GHG case, in the following way:

∆Xhist

∆T hist

− ∆XGHG

∆TGHG

=
∆XGHG + ∆Xaer

∆TGHG + ∆T aer

− ∆XGHG

∆TGHG

=
∆XGHG

∆TGHG + ∆T aer

+
∆Xaer

∆TGHG + ∆T aer

− ∆XGHG

∆TGHG

=
∆XGHG

(a+ 1) ·∆TGHG

+
∆Xaer

( 1
a

+ 1) ·∆T aer

− ∆XGHG

∆TGHG

=
∆XGHG

(a+ 1) ·∆TGHG

+
a ·∆Xaer

(a+ 1) ·∆T aer

− ∆XGHG

∆TGHG

=
a ·∆Xaer

(a+ 1)∆T aer

− a ·∆XGHG

(a+ 1) ·∆TGHG

=
a

(a+ 1)

(
∆Xaer

∆T aer

− ∆XGHG

∆TGHG

)
We expect that a < 0 for all points in time, since we expect aerosol to reduce surface air

temperatures where GHGs increase surface air temperatures. We also generally expect that

|a| < 1 since the historical case gives rising temperatures i.e. the aerosol forcing does not outweigh

the GHG forcing. As such, we expect that a
a+1

< 0 to provide the observed anti-correlation.
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