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Abstract

From a research data repositories’ perspective, offering data management services in-line with the FAIR principles is becoming

more and more of a selling point to compete on the market. In order to do so, the services offered must be evaluated and credited

following transparent and credible procedures. Several FAIRness evaluation methods are openly available for being applied to

archived (meta)data. However, there exists no standardized and globally accepted FAIRness testing procedure to date. Here,

we apply an ensemble of 5 FAIRness evaluation approaches to selected datasets archived in the WDCC. The selection represents

the majority of WDCC-archived datasets (by volume) and reflects the entire spectrum of data curation levels. Two tests are

purely automatic, two are purely manual and one test applies a hybrid method (manual and automatic combined) for evaluation.

The results of our evaluation show a mean FAIR score of 0.67 of 1. Manual approaches show higher scores than automated ones.

The hybrid approach shows the highest score. Computed statistics show agreement between the tests at the data collection

level. None of the five evaluation approaches is fully fit-for-purpose to evaluate (discipline-specific) FAIRness, but all have their

merit. Manual testing captures domain- and repository-specific aspects of FAIR. Machine-actionability of archived (meta)data

is judged by the evaluator. Automatic approaches evaluate the machine-actionable features of archived (meta)data. These have

to be accessible by an automated agent and comply with globally established standards. An evaluation of contextual metadata

(essential for reusability) is not possible. Correspondingly, the hybrid method combines the advantages and eliminates the

deficiencies of manual and automatic evaluation. We recommend that future operational FAIRness evaluation be based on

a mature hybrid approach. The automatic part of the evaluation would retrieve and evaluate as much machine-actionable

discipline specific (meta)data content as possible and be then complemented by a manual evaluation focusing on the contextual

aspects of FAIR. Design and adoption of the discipline-specific aspects will have to be conducted in concerted community efforts.

We illustrate a possible structure of this process with an example from climate research.

1



07.01.22, 10:14AGU - iPosterSessions.com (agu-vm-0)

Page 1 of 14https://agu2021fallmeeting-agu.ipostersessions.com/Default.aspx?s=F7…-23-A2-64-0B-60-8D-3E-4C-08-6F-6E-30-1A&pdfprint=true&guestview=true

MOTIVATION / INTRODUCTION

Using an ensemble of FAIR assessment
approaches to inform the design of future
FAIRness testing: a case study evaluating
World Data Center for Climate (WDCC)-

preserved (meta)data

Karsten Peters-von Gehlen, Andrej Fast, Heinke Höck, Andrea Lammert and Hannes
Thiemann

DKRZ German Climate Computing Center, Data Management, Hamburg, Germany
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How can the FAIR-compliance of a repositoryHow can the FAIR-compliance of a repository
be trustfully evaluated and communicated? be trustfully evaluated and communicated? 
Why is this important?

scientists are by now often required to make their research data available to the community in-line with the FAIR
data principles

IT-infrastructure, i.e. a repository, must be in place to satisfy F, A and parts of R

suitable repositories must be known to the scientists 

BUT: no commonly accepted method to assess the FAIR-compliance of repositories exists to date

What would be nice to have?

From the repositories' perspective:

standardized approach to (discipline-specific) FAIRness evaluation minimizing the effect of evaluation biases

agreed upon scoring system to communicate FAIR compliance 

From the scientists' perspective:

easy-to-access FAIRness scores by repository

clearly communicated lists of available repositories complying with FAIR data principles

How can FAIRness be evaluated (end of 2021)?

a multitude of different tools is available
manual qustionnaires

automated tests accessing the online resources

hybrid approaches (automated and manual)

recommendations for FAIR metrics/criteria to assess in an evaluation have been collected in a community
activity (RDA, Bahim et al. 2020)

basis for self-designed FAIRness evaluation

What is the problem then?

available evaluation tools cover the FAIR dimensions (F, A, I, R are considered "dimensions" here) in different
depth

FAIR dimensions are not evaluated consistently between approaches

no common approach to calculate FAIR scores is defined

manual vs automated approaches yield different results by nature of their design

FAIR scores of repositories cannot be compared, unless the same evaluation approach was used

repository providers and scientists are faced with the dilemma of inconsistent and possibly subjective
FAIRness scores making it impossible to

communicate repository FAIRness (repository's perspective)

choose an appropriate repository for making (meta)data available (scientists' perspective)

What is the aim of this study?

We aim to contribute to the development of future operational FAIRness evaluation approaches by assessing the
FAIRness of (meta)data preserved in the WDCC (World Data Center for Climate, see below for more information) using
multiple evaluation tools. 

In doing so, we 

get an impression of the user-friendliness of the different evaluation approaches
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get an impression of the comparability of the different evaluation tools

learn about benefits and shortcomings of different evaulation approaches

provide recommendations for the design of future FAIRness evaluation approaches

provide a sound estimate of the FAIRness of WDCC-archived (meta)data

 

WORLD DATA CENTER FOR CLIMATE
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See https://cera-www.dkrz.de/ (https://cera-www.dkrz.de/) for more information.

 

 

FAIRNESS EVALUATION TOOLS AND DATA

Five different FAIRness evaluation approachesFive different FAIRness evaluation approaches
were applied to eleven WDCC-archived data collectionswere applied to eleven WDCC-archived data collections
 

Evaluation approaches (see Table 1)

1. Checklist for Evaluation of Dataset Fitness for Use (Austin et al. 2019)
manual approach based on a Google-form

does not explicitly address FAIR principles, but covers identical aspects

output of RDA's Assessment of Data Fitness for use WG (https://rd-alliance.org/node/54458/outputs)

https://cera-www.dkrz.de/
https://rd-alliance.org/node/54458/outputs


07.01.22, 10:14AGU - iPosterSessions.com (agu-vm-0)

Page 5 of 14https://agu2021fallmeeting-agu.ipostersessions.com/Default.aspx?s=F7…-23-A2-64-0B-60-8D-3E-4C-08-6F-6E-30-1A&pdfprint=true&guestview=true

2. FAIR Maturity Evaluation Service (Wilkinson et al. 2019)
automated approach -> Link (https://fairsharing.github.io/FAIR-Evaluator-FrontEnd/#!/#%2F!)

tests for FAIR principles using generic metrics, community-specific metrics can be implemented

test results are saved and are associated with ORCiD of evaluator

3. FAIRshake (Clarke et al. 2019)
hybrid approach (automated and manual) -> Link (https://fairshake.cloud)

automated evaluation of machine-readable metadata

manual evaluation of contextual metadata information, e.g. documentation, provenance, references;
requires domain- and repository specific knowledge

tests for FAIR principles using generic metrics, community-specific metric sets can be implemented

test results are openly accessible -> Link (https://fairshake.cloud/project/)

4. F-UJI (Devaraju et al. 2021)
automated approach, available as installable package or web-based application -> Link (https://www.f-
uji.net)

tests for FAIR principles using generic metrics, while also applying domain-specific criteria by sourcing
external resources

results are displayed in a dashboard-like manner for the web-based application; saving online is not
possible

5. Self Assessment
manual approach based on the recommended FAIR metrics published in Bahim et al. (2020)

tests for FAIR principles using generic metrics; completing the evaluation requires expert domain- and
repository-specific knowledge

 

 

 

 

 

 

 

https://fairsharing.github.io/FAIR-Evaluator-FrontEnd/#!/%23%2F!
https://fairshake.cloud/
https://fairshake.cloud/project/
https://www.f-uji.net/
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Evaluated data collections (see Table 2)

A subset of WDCC-archived (meta)data representative for the majority of WDCC data holdings (by volume, see
Table 2) was chosed for evaluation.

The chosen data collections feature different levels of data curation and therefore also provide an overview of
the breadth of WDCC-archived assets

The chosed data are comprised of CMIP model simulation output, observational datasets, institutional modelling
efforts and campaign data

As data collections are seen representative of entire projects, the evaluated (meta)data represent 65% of the
WDCC holdings by volume
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RESULTS

The determined FAIR scores show systematic dependence onThe determined FAIR scores show systematic dependence on
(meta)data curation levels and evaluation approach.(meta)data curation levels and evaluation approach.

 

Main results

manual or hybrid approaches yield higher FAIR scores compared to automated approaches (Table 3)

high (meta)data curation levels yield higher FAIR scores (and vice versa) across all applied evaluation tools
(Table 3)

agreement between test approaches is fair, with a few exceptions showing good agreement (Table 4)

Availability of results

all results are published in WDCC and openly available 
csv tables of evaluation results and statistics: Link
(https://doi.org/10.35095/WDCC/Results_from_FAIRness_eval)

PDF printouts of F-UJI test restuls: Link (https://doi.org/10.35095/WDCC/F-UJI_results_WDCC)

Comparability of results

we applied equal weighting to every tested metric in each evaluation approach and normalized the results

automated approaches provided binary yes/no results per test only, resulting in a score of either 0 (no) or 1 (yes)
per metric

manual approaches also allowed for nuanced answers in the range of 0..1 per metric

Calculated statistics

apart from the mean FAIR score per project averaged over all five tests (third column from right in Table 3) we
also computed the absolute and relative standard deviation per project (rightmost two columns of Table 3).
Especially the relative standard deviation provides an impression of agreement between the tests on a project
level.

we analyse the general agreement between the test approaches through cross-correlations (Table 4)

https://doi.org/10.35095/WDCC/Results_from_FAIRness_eval
https://doi.org/10.35095/WDCC/F-UJI_results_WDCC
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we analyse the general agreement between the test approaches through cross-correlations (Table 4)
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LESSONS LEARNED / CONCLUSIONS

Based on our experience and findings, we recommend theBased on our experience and findings, we recommend the
development of mature hybrid FAIRness evaluation approaches. Onlydevelopment of mature hybrid FAIRness evaluation approaches. Only
then can all aspects of discipline-specific FAIRness be adequatelythen can all aspects of discipline-specific FAIRness be adequately

assessed.assessed.
 

 

This is because:

automated approaches have limitations assessing the contextual reusability of data

manual approaches have - naturally - limitations assessing the machine
actionability of archived research data

hybrid approaches provide the best of both worlds 

 

Developing mature hybrid approaches will require coupling a technically capable
automated approach - as alread provided by e.g. F-UJI - together with manual forms
which are efficient to complete. The applied metrics will have to be developed through
community-driven processes in order to ensure domain-specific aspects are properly
taken into account.
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ABSTRACT
From a research data repositories’ perspective, offering data management services in-line with the FAIR principles is becoming
more and more of a selling point to compete on the market. In order to do so, the services offered must be evaluated and
credited following transparent and credible procedures. Several FAIRness evaluation methods are openly available for being
applied to archived (meta)data. However, there exists no standardized and globally accepted FAIRness testing procedure to
date.

 

Here, we apply an ensemble of 5 FAIRness evaluation approaches to selected datasets archived in the WDCC. The selection
represents the majority of WDCC-archived datasets (by volume) and reflects the entire spectrum of data curation levels. Two
tests are purely automatic, two are purely manual and one test applies a hybrid method (manual and automatic combined) for
evaluation.

The results of our evaluation show a mean FAIR score of 0.67 of 1. Manual approaches show higher scores than automated
ones. The hybrid approach shows the highest score. Computed statistics show agreement between the tests at the data collection
level.

None of the five evaluation approaches is fully fit-for-purpose to evaluate (discipline-specific) FAIRness, but all have their
merit. Manual testing captures domain- and repository-specific aspects of FAIR. Machine-actionability of archived (meta)data
is judged by the evaluator. Automatic approaches evaluate the machine-actionable features of archived (meta)data. These have
to be accessible by an automated agent and comply with globally established standards. An evaluation of contextual metadata
(essential for reusability) is not possible. Correspondingly, the hybrid method combines the advantages and eliminates the
deficiencies of manual and automatic evaluation.

We recommend that future operational FAIRness evaluation be based on a mature hybrid approach. The automatic part of the
evaluation would retrieve and evaluate as much machine-actionable discipline specific (meta)data content as possible and be
then complemented by a manual evaluation focusing on the contextual aspects of FAIR. Design and adoption of the discipline-
specific aspects will have to be conducted in concerted community efforts. We illustrate a possible structure of this process with
an example from climate research.
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