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Abstract

A two-dimensional nonlinear numerical model has been developed to study atmospheric coupling due to vertically propagating

Gravity Waves (GWs) on different planets. The model is able to simulate both acoustic and gravity waves due to inclusion of

compressibility. The model also considers dissipative effects due to viscosity, conduction and radiative damping. The hyperbolic

inviscid advection equations are solved using the Lax-Wendroff method. The parabolic diffusion terms are solved implicitly

using a linear algebra-based Direct method. The model is validated by comparing numerical solutions against analytical results

for linear propagation, critical level absorption and breaking. A case study of tsunami-generated GWs is presented for the 2004

Sumatra earthquake whereby the model is forced through tsunamigenic sea-surface displacement. The properties of simulated

GWs closely match those derived from ionospheric sounding observations reported in literature. Another application for Martian

ice cloud formation is discussed where GWs from topographic sources are shown to create cold pockets with temperatures below

the CO2 condensation threshold. The simulated cold pockets coincide with the cloud echo observations from the Mars Orbiting

Laser Altimeter (MOLA) aboard Mars Global Survey (MGS) spacecraft.
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Key Points:6

• A two-dimensional nonlinear compressible model is presented for simulation of Grav-7

ity Waves (GWs) in different planetary atmospheres.8

• The model is validated against analytical predictions, and 2 applications on Earth9

and Mars, respectively are discussed.10

• The model is well-suited to perform comparative studies of GW propagation, growth,11

and dissipation on different planets.12
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Abstract13

A two-dimensional nonlinear numerical model has been developed to study atmospheric14

coupling due to vertically propagating Gravity Waves (GWs) on different planets. The15

model is able to simulate both acoustic and gravity waves due to inclusion of compress-16

ibility. The model also considers dissipative effects due to viscosity, conduction and ra-17

diative damping. The hyperbolic inviscid advection equations are solved using the Lax-18

Wendroff method. The parabolic diffusion terms are solved implicitly using a linear algebra-19

based Direct method. The model is validated by comparing numerical solutions against20

analytical results for linear propagation, critical level absorption and breaking. A case21

study of tsunami-generated GWs is presented for the 2004 Sumatra earthquake whereby22

the model is forced through tsunamigenic sea-surface displacement. The properties of23

simulated GWs closely match those derived from ionospheric sounding observations re-24

ported in literature. Another application for Martian ice cloud formation is discussed25

where GWs from topographic sources are shown to create cold pockets with tempera-26

tures below the CO2 condensation threshold. The simulated cold pockets coincide with27

the cloud echo observations from the Mars Orbiting Laser Altimeter (MOLA) aboard28

Mars Global Survey (MGS) spacecraft.29

Plain Language Summary30

Gravity Waves (GWs) are oscillations in the atmosphere that are responsible for31

a variety of effects related to disturbances in wind patterns and changes in plasma in the32

upper atmosphere. These effects are important enough that GWs need to be properly33

accounted for in the climate models of planets. However, the typical wavelengths of GWs34

are much smaller than the typical resolutions of these climate models leaving no choice35

but to use limited approximations. Several models have been developed independently36

to perform detailed computer simulations of GWs on different planets, differing in their37

capabilities and limitations. There is a lack of a general model that can be used to sim-38

ulate GWs on any planetary atmosphere.39

Here we present such a model that can be very useful for performing comparison40

studies of GWs on different planets. We present the model equations and solution meth-41

ods. We then validate the model by showing agreement between simulations and pre-42

dictions from theory. We then apply our model to 2 case studies: simulating GWs from43

the 2004 Sumatra tsunami, and identifying regions of CO2 ice cloud formation on Mars.44

Results from both the case studies agree with the observation data published in previ-45

ous studies.46

1 Introduction47

Gravity Waves (GWs) play an important role in atmospheric dynamics. By act-48

ing as an effective coupling mechanism, GWs are responsible for upward and long-range49

transport of energy and momentum from various sources. Momentum deposition by GWs50

is responsible for several planetary atmospheric variabilites not explained by radiative51

equilibrium alone. For example, GWs result in reversal of mean meridional temperature52

gradient in Earth’s mesosphere and phenomena such as Quasi Biennial Oscillation (Andrews53

et al., 1987). On Mars, GWs are shown to create cold pockets leading to formation of54

CO2 ice clouds (Yiğit et al., 2015). Large stationary gravity waves due to orographic forc-55

ing have been reported on Venus (Lefèvre et al., 2020). Asymmetric sub-solar to anti-56

solar circulation on Venus is also attributed to momentum deposition by GWs (Sánchez-57

Lavega et al., 2017). Upward propagating GWs lead to thermal effects at higher altitudes58

(Hickey et al., 2000), (A. S. Medvedev et al., 2015) and cause plasma density perturba-59

tions upon reaching ionospheric heights. Such ionospheric disturbances have been ex-60

tensively studied on Earth (Hocke et al., 1996), Mars (England et al., 2017), Jupiter (Matcheva61

et al., 2001) and Saturn (Barrow & Matcheva, 2013). There is a need for comparative62
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study of these fast-moving, small-scale waves that exert significant influence on atmo-63

spheric dynamics.64

To accurately simulate the atmospheric dynamics and climate on planets, physics-65

based Global Circulation Models (GCMs) of differing complexity have been developed66

which numerically solve the non-linear fluid equations. To obtain realistic results, these67

GCMs must incorporate gravity wave dynamics. However, wave scales being much smaller68

than typical GCM resolutions means that gravity wave effects are included in many GCMs69

through approximate parameterizations (e.g. reviews by Alexander et al. (2010); Kim70

et al. (2003) etc.). These parameterizations result in unrealistic representations of grav-71

ity waves due to the simplifications involved. Thus, numerical modelling is needed to prop-72

erly characterize the propagation and effects of GWs (Gavrilov & Kshevetskii, 2014; Snively73

& Pasko, 2008; Franke & Robinson, 1999; Yu & Hickey, 2007; Brissaud et al., 2016). To74

understand the effect of planetary characteristics on wave evolution and propagation,75

wave modeling from fundamental principles is needed for different planets. Several such76

modeling studies have been performed for other planets, for example, Mars (Barnes, 1990;77

Parish et al., 2009), Venus (McGouldrick & Toon, 2008; Baker et al., 2000), Jupiter (Hickey78

et al., 2000), Saturn (Barrow & Matcheva, 2013), Pluto (Cheng et al., 2017), and even79

exoplanet HD 209458 b (Watkins & Cho, 2010). These studies have been performed in80

isolation using models specific to different planets. There is a need to comparatively quan-81

tify propagation, growth and dissipation of GWs due to differing ambient planetary at-82

mospheric conditions. This requires a flexible modeling approach such that the same model83

formulation can extend to other planetary regimes.84

Study of GW dynamics as a result of varying planetary atmospheric conditions would85

require computations across a large parameter space of atmospheric variables. This high-86

lights a need for simplified models for comparative GW studies across different planets.87

Simplified models are very useful in performing controlled numerical experiments in or-88

der to gain physical insight. This approach has been widely popular in atmospheric mod-89

eling of exoplanets (Kaspi & Showman, 2015; Read et al., 2018). Models of GW prop-90

agation must also incorporate nonlinear dynamics to adequately describe wave-flow in-91

teractions and saturation processes (Franke & Robinson, 1999). These processes are re-92

sponsible for selective wave filtering and momentum deposition (Fritts & Alexander, 2003).93

These processes are difficult to describe analytically without making drastically simpli-94

fying assumptions. This makes numerical modeling an indispensable tool for their study.95

In this paper, we present MAGNUS-P (Model for Acoustic Gravity wave Numer-96

ical Simulation in Planetary atmospheres): a two-dimensional, nonlinear, compressible97

planetary atmospheric GW model. This model is capable of simulating both acoustic and98

gravity waves due to inclusion of compressibility. The model is based on second order99

finite difference formulation of conservative fluid equations in two dimensions with in-100

clusion of viscous and thermal dissipation. By varying the background atmospheric state,101

MAGNUS-P can be used to quantify propagation, growth and dissipation of GWs across102

different planets. This makes the model very useful for performing fast iterations for para-103

metric studies. As a modular wave propagation solver, MAGNUS-P can be coupled with104

separate wave forcing models and with electrodynamics models to simulate ionospheric105

effects of GWs. This model was developed to be used for studying GW propagation in106

Mesosphere and Lower Thermosphere (MLT) region on Earth, and for comparative wave107

simulations on Venus and Mars.108

2 MAGNUS-P: Model for Acoustic Gravity wave Numerical Simula-109

tion in Planetary atmospheres110

In this section, we present the equations and implementation behind our atmospheric111

gravity wave model, MAGNUS-P. We discuss the governing equations, solution meth-112

ods and boundary conditions.113

–3–
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2.1 Governing equations114

Fluid motion is governed by the Navier-Stokes equations. These equations with-115

out viscous terms, called Euler equations, are written in conservative form for two-dimensional,116

compressible, fully nonlinear case with gravity as (LeVeque, 2002):117

∂ρ

∂t
+∇ · (ρ~v) = 0 (1)

∂(ρ~v)

∂t
+∇ · (ρ~v~v) = −∇p− ρ~g (2)

∂E

∂t
+∇ · ((E + p)~v) = −ρ~g~v + ρq (3)

Here ρ is density, ~v is velocity, p is pressure, E is specific energy and q is thermo-
dynamic heating. Eq. (1) describes conservation of mass, Eq. (2) describes conservation
of momentum, and Eq. (3) describes the conservation of energy. Definition of specific
energy, E follows from the equation of state which closes this set of equations:

E =
p

γ − 1
+

1

2
ρ(~v · ~v) (4)

These equations form a set of hyperbolic Partial Differential Equations (PDEs),
which can be written for 2-D as:

∂Q

∂t
+
∂F (Q)

∂x
+
∂G(Q)

∂z
= S(Q) (5)

such that Q =


ρ
ρu
ρw
E

, flux terms F =


ρu

ρu2 + p
ρuw

u(E + p)

, and G =


ρw
ρuw

ρw2 + p
w(E + p)

, and the

source term S =


0
0
−ρg

−ρgw + ρq

 , where u and w are horizontal and vertical components

of velocity, respectively. The molecular viscosity equation can be written as (Pitteway
& Hines, 1963):

∂~v

∂t
= ν∇2~v +

ν

3
∇(∇ · ~v) (6)

where ν is kinematic viscosity (also called momentum diffusivity). Vadas and Fritts (2005)118

have shown that the second term in Eq. (6) is negligible for vertically propagating GWs119

with vertical wavelengths λz << 4πH, with H being the atmospheric scale height.120

Thus, the equation for molecular viscosity is simplified as :

∂~v

∂t
= ν∇2~v (7)

Dissipation due to thermal conduction is given by a similar diffusion equation:

∂T

∂t
= α∇2T (8)

where α is thermal diffusivity, which is related to ν through Prandtl number, Pr = ν
α .121

–4–



manuscript submitted to JGR: Planets

2.2 Computational solution122

The two-dimensional model equations are solved using finite difference methods.123

Advective terms and diffusive terms are solved separately due to their different respec-124

tive PDE forms. In this section, we formulate the discretized equations used in the model.125

2.2.1 Model domain126

The discretized numerical domain is illustrated in Fig. 1. A rectangular grid is used127

with two ghost cells surrounding the computational domain for enforcing boundary con-128

ditions. There is a total of I grid points in x and J grid points in z. Horizontal grid res-129

olution is denoted by ∆x and vertical resolution by ∆z. Provision is made for an optional130

sponge layer at the model top to absorb outgoing waves and prevent spurious reflections.131

images/Model_domain.JPG

Figure 1. Illustration of discretized 2-D model domain. i and j refer to x (horizontal) and z

(vertical) cell indices. The computational domain (blue) is surrounded by 2 ghost cells (green) on

all the sides. A sponge layer is additionally implemented at the model top.
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2.2.2 Advective solution132

The 2-D hyperbolic Euler equation system (5) is solved using the 2-step Richtmeyer
Lax-Wendroff method in a dimensionally-split fashion (LeVeque, 2002). Letting i, j be
the grid indices in x and z directions respectively and n being the time index, Lax-Wendroff
2-step solution in x-direction is computed first using:

Q
n+ 1

2

i+ 1
2 ,j

=
1

2
(Qni,j +Qni+1,j)−

∆t

2∆x
(Fni+1,j − Fni,j),

Qn+1
i,j = Qni,j −

∆t

∆x
(F

n+ 1
2

i+ 1
2 ,j
− Fn+ 1

2

i− 1
2 ,j

)

(9)

where F
n+ 1

2

i+ 1
2 ,j

refers to flux term recomputed for Q
n+ 1

2

i+ 1
2 ,j

. After enforcing boundary con-

ditions, the solution in z-direction is computed using:

Q
n+ 1

2

i,j+ 1
2

=
1

2
(Qni,j +Qni,j+1)− ∆t

2∆z
(Gni,j+1 −Gni,j) +

∆t

2
Sni,j ,

Qn+1
i,j = Qni,j −

∆t

∆z
(G

n+ 1
2

i,j+ 1
2

−Gn+ 1
2

i,j− 1
2

) +
∆t

2
(S

n+ 1
2

i,j+ 1
2

+ S
n+ 1

2

i,j− 1
2

)

(10)

where vertical flux term G
n+ 1

2

i,j+ 1
2

and source term S
n+ 1

2

i,j+ 1
2

are recomputed for intermedi-

ate step prognostic term Q
n+ 1

2

i,j+ 1
2

. This numerical scheme is second order accurate in both

space and time. Numerical stability of the solution method is dependent on the Courant-
Friedrich-Lewy (CFL) condition such that

CFL =
vmax∆t

min(∆x,∆z)
< 1 (11)

where vmax is the maximum flow speed anywhere in the domain. The timestep ∆t for133

advective solution is adaptively computed to satisfy the CFL condition.134

2.2.3 Diffusion solution135

The equations for molecular viscosity and thermal conduction (Eqs. (7) and (8))136

are diffusion-type PDEs with the general form:137

∂u

∂t
= κ∇2u (12)

where u is the quantity to be solved for (~v in Eq. (7) and T in Eq. (8)), and κ denotes
the diffusion coefficient (ν in Eq. (7) and α in Eq. (8)). Using Forward Euler in time
and Centered Differences in space, this equation can be discretized to yield an explicit
solution for un+1

i,j as:

un+1
i,j = uni,j + fx(uni+1,j − 2uni,j + uni−1,j) + fz(u

n
i,j+1 − 2uni,j + uni,j−1) (13)

Where fx = κ∆t
(∆x)2 and fz = κ∆t

(∆z)2 are mesh Fourier numbers. For stability, it is re-

quired that fx <
1
2 and fz <

1
2 (LeVeque, 2002). In vertical direction this implies:

κ∆t

(∆z)2
<

1

2
=⇒ ∆t <

(∆z)2

2κ
(14)

Exponentially decreasing density with increasing height results in very low values of κ138

(Sanchez-Lavega, 2010), which make the necessary solution timestep ∆t too small. This139

makes the solution impractical due to the huge computation time required. Using rep-140

resentative vertical profiles of molecular viscosity for Earth, Venus, Mars (refer to ap-141

pendix Appendix A) and assuming ∆z = 0.5 km, minimum timestep required for solu-142

tion of Eq. (12) using the explicit method is shown in Fig. 2.143

–6–



manuscript submitted to JGR: Planets

images/Min_timestep_visc.png

Figure 2. Minimum timestep required for stable solution of viscous dissipation using the ex-

plicit method for grid size ∆z = 0.5 km. Minimum timestep required becomes very low above ∼
100 km altitude, leading to impractically long computational times.

Thus, explicit solution of the diffusion equations using Eq. (13) is not feasible and
an implicit approach is desired. Using Crank-Nicholson scheme, Eq. (12) is discretized
to yield the following implicit expression for un+1

i,j :

un+1
i,j − uni,j

∆t
=
k

2

(
un+1
i+1,j − 2un+1

i,j + un+1
i−1,j

(∆x)2
+
uni+1,j − 2uni,j + uni−1,j

(∆x)2

)
+

k

2

(
un+1
i,j+1 − 2un+1

i,j + un+1
i,j−1

(∆z)2
+
uni,j+1 − 2uni,j + uni,j−1

(∆z)2

) (15)

Letting ∆x = ∆z (uniform grid), we define the mesh Fourier number as f = κ∆t
(∆x)2 .

Eq. (15) can be rearranged to yield a linear system of the form (Langtangen & Linge,
2017):

Ax = B (16)

Here the unknown x is the solution vector of size (I × J) × 1 containing un+1
i,j values

for all grid points (i.e. for all i, j combinations). B is size (I × J) × 1 vector contain-
ing the previous timestep solution, uni,j for all grid points. Thus,

x =



un+1
1,1

un+1
1,2
...

un+1
1,J

un+1
2,1
...

un+1
I,J


, B =



un1,1
un1,2

...
un1,J
un2,1

...
unI,J


(17)

The coefficient matrix A is a sparse matrix of size (I×J)×(I×J) with 5 diago-
nals. Construction of A requires flattening the 2-D I×J model domain into a vector
of size (I × J) × 1 (Langtangen & Linge, 2017). We define a = 1 + 2κ

(∆x)2 and c =
−κ

(2∆x)2 . The central (or zeroth) diagonal of A is populated with a, the +Ith and −Ith
diagonals are populated with c, and +1 and -1 diagonals are populated with I×1 vec-

–7–
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tor [0, c, c, c, ...]T repeated J − 1 times.

A =



a c 0 0 . . . c 0 . . . 0 0
c a c 0 . . . 0 c . . . 0 0
0 c a c . . . 0 0 . . . 0 0
...

. . .
. . .

...
c 0 0 0 . . . 0 0 . . . 0 0
0 c 0 0 . . . a 0 . . . 0 0
...

. . .
. . .

...
0 0 0 0 . . . 0 0 . . . c 0
0 0 0 0 . . . 0 0 . . . a c
0 0 0 0 . . . 0 0 . . . c a


(18)

The matrix system in Eq. (16) is solved directly using LU factorization. Solution144

of diffusion equation using this implicit approach has a major advantage of being uncon-145

ditionally stable regardless of the timestep size.146

2.2.4 Boundary conditions147

The horizontal Boundary Conditions (BCs) are set to periodic, which makes the
model horizontal extent equal to the horizontal wavelength. This feature is useful for set-
ting the desired horizontal wavelength of the forced waves. Referring to Fig. 1, periodic
BCs are enforced by setting the following:

Qn1,j = QnI−3,j , Qn2,j = QnI−2,j , QnI−1,j = Qn3,j , QnI,j = Qn4,j (19)

Closed (reflective) condition is implemented at the bottom while the model top is set to
outflow boundary condition. Zero order extrapolation scaled with density is applied for
outflow condition to account for atmospheric stratification (LeVeque, 2002):

Qni,j+1 = Q̄ni,j+1 +Q′i,j

√
ρ̄i,j+1

ρ̄i,j
, Qni,j+2 = Q̄ni,j+2 +Q′i,j

√
ρ̄i,j+2

ρ̄i,j
, (20)

where the overbar refers to background quantity and prime refers to the perturbation.148

The model can be forced by specifying vertical velocity profile at the lower boundary con-149

dition or alternatively, by specifying thermal forcing.150

2.2.5 Radiative damping151

Radiative damping due to CO2 15 µm band is significant in Martian and Venusian152

middle atmospheres due to their CO2 dominant composition. Radiative damping is ver-153

tical scale dependent and dominates dissipation due to molecular viscosity below ∼120154

km altitude on Mars and above ∼100 km altitude on Venus (Imamura & Ogawa, 1995).155

For realistic modelling of GWs, it is important to include the role of CO2 infrared ra-156

diative damping in limiting wave amplitude growth on Mars and Venus.157

The radiative damping time scale, τr, refers to the time taken for a thermal dis-
turbance to decay by a factor of 1/e (Crisp, 1989). The reciprocal of damping time scale,
known as damping rate (τ−1) is estimated using the method described by Eckermann
et al. (2011). Based on Curtis-matrix based modeling, Eckermann et al. (2011) provide
lookup coefficients to estimate CO2 15 µm radiative damping rates for different verti-
cal wavenumbers. The lookup coefficients can be used to estimate damping rates for ver-
tical wavelengths in the range 1-500 km, up to an altitude of 200 km. According to Eckermann
et al. (2011), the damping rate is given by

τ−1
r (z,m) = exp(a(z) + b(z)ψ + c(z)ψ2 + d(z)ψ3) (21)

–8–
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where

ψ = lnm− ln
2π

500
(22)

Here z is altitude (in km), m is vertical wavenumber (in km−1) and a(z), b(z), c(z), d(z)
are lookup coefficients. The estimated τ−1

r (z,m) corresponds to a provided reference tem-
perature profile over vertical grid from z = 0 to 200 km with 0.5 km spacing. For any
arbitrary temperature profile, damping rates can be scaled from the reference values us-
ing the following relation:

τ−1
r
∂θ
∂t

=
τ−1
r
∂θ
∂t

|ref (23)

where
∂θ

∂t
= 1.23686× 105 × exp (971/T )

T 2(exp(971/T )− 1)2
(24)

Radiative damping length scale is defined as (Hinson & Jenkins, 1995):

Lr = 2| ω̂
m
|τr (25)

If the radiative damping length scale is much greater than the scale height (Lr >>158

2H) or the damping time scale is much greater than the wave period (τr >> τ), the159

effect of damping due to radiation can be regarded as insignificant.160

Radiative damping is implemented in the model in a similar fashion to Newtonian
cooling, using the following equation (Fels, 1982):

∂T

∂t
= −T

′

τr
(26)

where T
′

is temperature perturbation. This equation is discretized using Crank-Nicholson
scheme to yield the following explicit expression:

Tn+1
i,j =

(1− ∆t
2τr

)Tni,j + Ta
∆t
τr

(1 + ∆t
2τr

)
(27)

where Ta refers to the background temperature.161

3 Model validation162

In this section, we validate our model by simulating 3 test cases, corresponding to
linear wave propagation, critical layer absorption and breaking. The simulation results
are compared against analytical predictions. For validation purposes, we utilize an Earth
isothermal atmosphere with T = 290 K, and density and pressure decreasing exponen-
tially with height in altitude range 0-160 km. Kinematic viscosity profile is adapted from
Banks and Kockarts (2013):

ν(z) = 3.5× 10−7T (z)0.69/ρ(z) (28)

3.1 Linear dispersion relation163

The vertical velocity forcing at the lower boundary is of the form:

w(x, z = 0, t) = w̃ cos(ω(t− t0)− kx) exp

(
− (t− t0)2

2σ2
t

)
(29)

Isothermal background atmosphere is used and simulation variables are listed in164

table 1.165

–9–
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Table 1. Simulation parameters for validation with linear theory.

w̃ t0 σt ω λx dx dz CFL

0.001 m/s 1200 s 600 s 0.007 rad/s 40 km 0.5 km 0.5 km 0.8

Magnitude of forcing is kept small to ensure linear wave regime to enable compar-166

isons with linear wave theory. No dissipation is modelled for validation with linear the-167

ory, however a 20 km sponge layer is implemented above the domain to prevent spuri-168

ous oscillations.169

We plot the density-scaled vertical velocity, w
√

ρ
ρ0

, profiles at the middle of the

horizontal model domain with time. This results in a wave travel diagram illustrating
propagation trends over time, as shown in Fig. 3(a). It is seen that the wave travels with-
out overturning or breaking. Gravity wave dispersion relation for frequencies (ω) much
higher than Coriolis frequency (f), i.e. ω >> f , is given by Fritts and Alexander (2003):

ω =
Nk√
k2 +m2

(30)

Here, Brunt-Visl frequency, N =
√
γ − 1 g

cs
is taken to be 0.0182 rad/s, k and m are170

the horizontal and vertical wavenumbers, respectively. From the dispersion relation, we171

obtain m = 3.77×10−4m−1 which equates to vertical wavelength, λz = 16.7 km. From172

simulation results, we compute the wavelet transform of density-scaled vertical veloc-173

ity profiles, w
√

ρ
ρ0

for x in the middle of the horizontal domain obtained from simula-174

tion results. We compute the wavelet power spectrum and divide by the maximum power175

to yield the normalized spectrum for each profile. The normalized wavelet spectrum pro-176

files after 30 min of simulation start time are plotted in Fig. 3(b). We observe dominant177

λz ∼ 16.8 km based on the peak wavelet power. This agrees very well with the predic-178

tion from linear dispersion relation. Also, the vertical wavelength is observed to remain179

constant with time due to absence of dissipation.180

3.2 Critical layer181

We use our model to simulate gravity wave interaction with mean flow leading to
critical level absorption. Model forcing is identical to the settings mentioned in section
3.1. However, we add a horizontal background wind in this case. We simulate a Gaus-
sian wind profile varying vertically according to:

ū(z) = u0 exp

(
− (z − z0)2

2σ2
u

)
(31)

The parameter for background wind are such that u0 = 100 m/s, z0 = 100 km, and σu182

= 10 km. The maximum wind speed u0 is set high enough to exceed the phase wave speed.183

Fig. 4(a) shows the wave travel diagram for critical filtering case. It is seen that184

the wave packets are abruptly terminated below 90 km, unable to propagate upwards.185

Fig. 4(b) shows scaled vertical velocity contour after 5000 s of simulation time. We show186

2 sample vertical velocity profiles in Fig. 5. The Gaussian background wind is also plot-187

ted (dashed grey line) to identify the wind velocity and corresponding altitude where the188

critical layer exists. According to theory, critical level exists when horizontal phase speed189

equals the mean wind speed, i.e. cx = ū. Given cx = ω
k , the horizontal phase speed190

is estimated to be 44.6 m/s. From simulation, we identify critical level to be around z191

= 88.3 km and the corresponding value of ū at this height is 44.4 m/s. This is very close192

to the estimated phase speed from theory, and hence validates the simulated result.193
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images/WTD_dispersion.png

Figure 3. (a) Wave travel diagram showing linear GW propagation. (b) Normalized wavelet

power for vertical wavelength at various simulation times (starting after t = 1800 s). Based on

peak power, the dominant λz = 16.8 km throughout.

3.3 Breaking194

We use our model to simulate a wave breaking instance by ensuring departure from195

linear behaviour. Linear convective instability demands the ratio u
′

(c−u) = 1, where u
′

196

is horizontal wind perturbation. However in practise, this ratio is found to be ∼ 0.7 (Fritts197

et al., 1988). Using theoretical consideration of nonlinear diffusion, A. Medvedev and198

Klaassen (2000) find this ratio to be 0.707. We increase the convective instability ratio199

by increasing the forcing amplitude w̃ in Eq. (29) to a much larger value of 1 m/s. This200

ensures wave steepening and earlier onset of breaking. No background wind is simulated201

in this case. The rest of the simulation parameters remain the same as in table 1.202

Richardson number is a common indicator of wave instability, defined as (Nappo,
2013):

Ri =
N2

(∂u∂z )2
(32)
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images/WTD_criticallayer.png

Figure 4. (a) Wave travel diagram for critical layer case. Waves do not propagate vertically

above z = 88.3 km . (b) Scaled vertical velocity contour at t = 5000 s demonstrating a critical

level interaction of gravity wave with the background wind.

Flow is dynamically unstable when Ri ≤ 0.25. We calculate the value of Ri everywhere203

in the computational domain and mark regions where Ri ≤ 0.25 on the wave travel di-204

agram. Fig. 6(a) shows the wave travel diagram with white overlaid contours where in-205

stability is expected from Ri consideration. The waves are seen to break around t = 5000206

s, exactly corresponding to the white contours depicting Ri threshold. A scaled verti-207

cal velocity X-Z plot at t = 5000 s in Fig. 6(b) clearly shows waves breaking into tur-208

bulent eddies at z ∼ 80 km.209

4 Model applications210

The previous section demonstrated validation of MAGNUS-P model with results211

from linear theory of gravity waves. Simulations of wave-mean flow interaction and wave212

breaking were also shown to agree with theoretical predictions. In real atmospheres, there213

are dissipative processes that act to limit the amplitude growth of GWs at higher alti-214

tudes, leading to saturation. MAGNUS-P considers the two chief damping mechanisms215
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images/validation_criticallevel_profile.pdf

Figure 5. Wind profiles for critical level interaction validation case. Scaled vertical velocity

profiles are shown at t = 5000 s (blue line) and 8000 s (red dashed line). The wave amplitude

abruptly goes to zero at z = 88.3 km due to background wind shear. The Gaussian background

wind (shown in dashed grey) is about 44.4 m/s at this altitude.

relevant for vertically propagating GWs: molecular diffusion and thermal conduction.216

Thus, MAGNUS-P is suitable for application to real atmospheres. In this section, we ap-217

ply our model to simulate 2 realistic cases: tsunamigenic GWs on Earth and orographic218

GWs on Mars.219

4.1 Tsunami generated AGWs on Earth220

Gravity waves can be generated by ocean tsunami waves that are themselves gen-221

erated from large undersea earthquakes. These waves occur due to coupling of the at-222

mosphere with ocean surface displacement and are detected in the ionosphere a few hours223

after the earthquake (Artru et al., 2005; Occhipinti et al., 2006). Here we apply our model224

to simulate gravity waves resulting from the 2004 Sumatra tsunami. A strong earthquake225

off Sumatran coast (epicenter: 3.29◦N, 95.94◦E) on December 26, 2004 at 00:58:53 UTC226

triggered massive tsunami waves. Traveling Ionospheric Disturbances (TIDs) attributed227

to acoustic-gravity waves resulting from the tsunami were widely reported (DasGupta228

et al., 2006; Mikhailova et al., 2016; Liu et al., 2006). Our aim is to demonstrate the flex-229

ibility of our model to be able to couple with an external tsunami source model and sim-230

ulate realistic GWs. Thus, we do not consider the resulting ionospheric effects.231

Forcing due to tsunami can be modelled as vertical velocity perturbation due to
sea surface displacement. The sea surface displacement is modeled using Airy function
(Laughman et al., 2017; Wu et al., 2020) as:

h(x) = h0Ai(1− x)
(x

2

)
exp

(
2− x

2

)
(33)

The resulting vertical velocity is given by:

w(x) = (ū− c)∂h
∂x

= w0(ū− c) exp

(
2− x

2

)[
Ai(1− x)−A′i(1− x)x−Ai(1− x)

(x
2

)]
(34)

Here h0 and w0 are coefficients to produce peak sea surface displacement ∼ 0.5 m and
peak vertical velocity ∼ 0.85 mm/s respectively (Laughman et al., 2017). Ai is the Airy
function, tsunami phase speed c is taken to be 200 m/s and ū is the wind at sea surface.
The modelled sea surface height and vertical velocity forcing is shown in Fig. 7. In this
simulation we neglect the background wind, thus ū = 0. Background winds at the epi-
center were computed using the Horizontal Wind Model 2014 (HWM-14) (Drob et al.,
2015), as shown below in Fig. 8. The horizontal phase speed 200 m/s is found to greatly
exceed the background winds, thus justifying the windless atmosphere assumption. The
background atmospheric profile is taken from the MSISE-00 model (Picone et al., 2002),
for 3.5◦N, 96◦E on 26-Dec-2004, 02:00 UTC to approximate the event ambient condi-
tions. The simulation domain parameters are given in table 2. A 50-km thick sponge layer
is implemented above 200 km altitude to prevent spurious reflections at model top. Dis-
sipation from molecular viscosity and thermal conduction is considered and no eddy vis-
cosity is parameterized. To account for varying chemical composition with height, spe-
cific heat (γ) and kinematic viscosity (ν) are computed using the species’ number den-
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images/WTD_breaking.png

Figure 6. (a) Wave travel diagram for wave breaking case. Yellow colored overlaid contours

are regions where Ri < 0.25. Wave instability sets in around t = 5000 s, at z ∼ 80 km . (b) X-Z

snapshot of scaled vertical velocity perturbation at t = 5000 s. Eddies forming from breaking

waves are seen at z ∼ 80 km and above.

sities obtained from the MSISE-00 model. Specific heat ratio is computed using a sim-
ple weighing (Snively & Pasko, 2008):

γ =
1.4([O2] + [N2]) + 1.67[O]

[N2] + [O2] + [O]
(35)

Kinematic viscosity (m2s−1) is derived using (Rees, 1989):

ν = 1× 10−7 × 3.43[N2] + 4.03[O2] + 3.9[O]

[N2] + [O2] + [O]
T 0.69/ρ (36)

Prandtl number, Pr is set as 0.7 (Kundu & Cohen, 2002). Gas constant (in JK−1kg−1)
is given by R = 8314/Mr, where Mr is the mean molecular mass given by

Mr =
28[N2] + 32[O2] + 16[O]

[N2] + [O2] + [O]
(37)
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images/tsunami_forcing.png

Figure 7. Sea surface displacement and vertical velocity forcing due to tsunami, immediately

after the ramp up phase ( t = 600 s). The displacement and vertical velocity are modelled based

on Eqs. (33) and (34) respectively.

images/tsunami_winds.png

Figure 8. Background winds from HWM-14 for the Tsunami case.

Table 2. Simulation parameters for tsunami study.

Xmax dx Zmax dx Tmax CFL

6000 km 10 km 200 km 0.5 km 3 hrs 0.8

Tsunami induced sea surface displacement is known to produce a spectrum of acoustic-232

gravity waves. Acoustic waves have frequencies above the acoustic cutoff frequency, ωac =233

γg
2cs

, while gravity waves have frequencies lower than Brunt-Vaisala frequency, N =

√
(γ−1)g

cs
.234

We calculate ωac ∼ 3.3 mHz and N ∼ 2.9 mHz. A zero-phase fourth order Butterworth235

filter with passband 2.9 mHz - 8 mHz is used to isolate acoustic frequencies. Frequency236

separated time series are plotted for z = 200 km in Fig. 9. Acoustic wave peak is seen237

to arrive slightly under 5 min after simulation start time. This yields a vertical prop-238

agation speed of ∼ 0.7 km/s for the acoustic waves. This is in close agreement with 0.73239

km/s estimated from ionospheric total electron content analysis (Liu et al., 2006; Mikhailova240

et al., 2016). The gravity mode is filtered with passband 0.1 mHz -2.8 mHz. Gravity wave241

is much slower and the peak is seen to arrive ∼ 90 min after start time. This suggests242

vertical phase speed of approximately 35 m/s for the GW. We take the time series of sim-

images/tsunami_tseries.png

Figure 9. Vertical velocity time series at z = 200 km in the center of model horizontal do-

main. (Top): unfiltered time series, (Middle): acoustic mode extracted using passband 2.9-8

mHz, (Bottom): gravity mode extracted using passband 0.1-2.8 mHz.

243

ulated vertical velocity perturbations at z = 15 km at the center of model horizontal do-244

main for spectral analysis. Horizontal slice is taken closer to the surface at 15 km alti-245

tude to minimize any effects due to dissipation. We apply wavelet analysis to w time se-246

ries using Morse wavelet (Torrence & Compo, 1998) and plot the normalized wavelet power247
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in Fig. 10. We find peaks at around 5.5 mHz in the acoustic domain and 0.5 mHz in the248

gravity domain. The acoustic peak is observed much earlier than the slower moving grav-249

ity wave. To check the validity of simulated GWs, we compute the vertical phase speed.

images/tsunami_wavelet.png

Figure 10. Normalized wavelet spectrum for frequency filtered w time series at z = 15 km.

Horizontal white dashed line corresponds to the Brunt-Visl frequency, and the green dashed line

is the acoustic cutoff. Wave modes between these two frequencies are evanescent.

250

Horizontal phase speed given by cx = ω
k is known to be 200 m/s. Using ω = 0.5 mHz,251

we obtain k = 1.57 ×10−5m−1 or λx = 400 km. Using GW dispersion relation in Eq.252

(30), we calculate the vertical wavenumber, m = 8.9 ×10−5m−1. We now compute the253

vertical phase speed using cz = ω
m to be 35 m/s. This matches the phase speed deduced254

from time of arrival observation in Fig. 9. Moreover, Laughman et al. (2017) also cal-255

culate the dominant horizontal scale of GW to be 400 km and dominant GW period to256

be 33.3 min or 0.5 mHz, matching our results. This shows that the simulated tsunami257

driven gravity waves are in good agreement with the predictions from linear theory. Fig.258

11 shows the vertical profile of GWs at different times as scaled w contours. The wave259

amplitude is seen to decrease with altitude due to atmospheric attenuation through vis-260

cous damping and thermal conduction.

images/tsunami_result_scaled_w.png

Figure 11. Scaled vertical velocity amplitudes (in m/s) of simulated Tsunamigenic gravity

waves at different times. Tsunami source moving to the left is visible. The magnitude of waves

is seen to reduce with increasing altitude due to damping caused by molecular viscosity and

thermal conduction.

261

4.2 CO2 ice cloud formation on Mars262

Optically thick clouds over the winter polar caps have been observed by the Mars263

Orbiting Laser Altimeter (MOLA) aboard the Mars Global Surveyor (MGS) spacecraft.264

The MOLA cloud observations were obtained from echo returns of 1.06 µm infrared bursts265

towards the nadir at 0.1 s cadence (Zuber et al., 1992). The observed clouds extend from266

the surface to 4-6 km above the surface and are found tilted up to 20o with respect to267

the background wind. Mountain waves generated by wind flowing over the terrain are268

suggested as the generating mechanism for these sloping clouds (Pettengill & Ford, 2000).269

Observational evidence has established that the MOLA-observed clouds form due to CO2270

condensation (Hu et al., 2012).271
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In this case study, we simulate temperature perturbations due to Martian topo-
graphic GWs and compare them with the cloud echoes reported by MOLA. Tobie et al.
(2003) performed simulations with cloud microphysics to recreate some of the MOLA
cloud echo profiles reported by Pettengill and Ford (2000). Here we use our 2-dimensional
nonlinear model to simulate cold pockets caused by topographic GWs to identify regions
of possible CO2 cloud formation. Our interest is limited to generating temperature pro-
files modulated by gravity waves and thus, no cloud microphysics is included in this mod-
eling study. Horizontal wind over topography can induce perturbations in vertical ve-
locity. This forcing due to flow over topography is given by

w(x, t = 0) = ū
dh(x)

dx
(38)

where h(x) refers to the topography profile. Here we simulate waves from 2 MOLA passes:272

207 and 260. The terrain profile for the two passes is taken from Tobie et al. (2003). Den-273

sity of the background atmosphere is obtained from Mars Climate Database (MCD) v5.3274

(Lewis et al., 1999) for solar longitude Ls 316.4◦ at location 84◦N, 72.5◦E. Ambient at-275

mosphere at these coordinates realistically represent passes 207 and 260. The background276

temperature is set to 2% higher than the CO2 saturation temperature, following Hu et277

al. (2012). CO2 saturation temperature profile is taken from Spiga et al. (2012). Back-278

ground wind is set as constant ū = 10 m/s, which is representative of the Martian win-279

ter polar climatology. Furthermore, the wind direction is determined from the slope of280

the cloud echo observations since the clouds are tilted against the wind (Tobie et al., 2003).281

The forcing is turned on in a Gaussian ramp up fashion, to minimize acoustic noise. The282

simulation parameters are summarized in table 3.

Table 3. Simulation parameters for Mars CO2 cloud study.

Xmax dx Zmax dx Tmax CFL

350 km 0.25 km 15 km 0.25 km 4 hrs 0.85

283

A sponge layer is implemented to absorb outgoing waves at the model top, i.e. above284

15 km (>6 mbar level). No radiative damping or viscous effects are considered in this285

simulation given small altitudes involved. The model equations are integrated for 4 hours286

with results stored after every 3 min. Contours of difference between CO2 condensation287

temperature (Tcond) and simulated temperature (T ), are plotted in Fig. 12. Cloud echo288

data taken from Pettengill and Ford (2000) is overlaid on (Tcond−T ) contours. Nucle-289

ation of CO2 ice particles requires negative temperature perturbations, which are caused290

by airflow over terrain troughs. Coupled wave dynamics, cloud microphysics and ice par-291

ticle sedimentation simulations by Tobie et al. (2003) suggest that the nucleation occurs292

in the upstream of clouds. As the ice particles move with the wind (only a small frac-293

tion of ice particles falls to the ground), they grow in size in cold pockets and sublimate294

in hot pockets, and the associated latent heat provides the damping to prevent resonant295

trapped wave modes. In Fig. 12, regions with simulated (Tcond − T ) > 0 indicate the296

cold pockets and vice-versa. Thus, lighter color denotes colder regions and darker color297

represents warmer pockets. We observe that the overlaid cloud echo observations almost298

always fall in the coldest pockets, for both pass 207 and 260. The slopes of observed cloud299

echoes match those of the cold pockets generated by simulation. More cloud echoes are300

observed just upstream of the relatively warmer pockets, suggesting that nucleation oc-301

curs in the upstream of clouds and that the maximum particle size occurs just prior to302

their moving into the warmer regions (where the particles sublimate). This is consistent303

with the mechanism put forward by Tobie et al. (2003).304
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images/clouds207_260.png

Figure 12. Difference between CO2 condensation temperature and temperature field obtained

from topographic GW simulation for MOLA passes 207 and 260. Lighter color is cold and darker

color is warmer. The dots indicate cloud echo profiles reported by Pettengill and Ford (2000).

The corresponding terrain profiles are reconstructed from Pettengill and Ford (2000) with eleva-

tion relative to 6 mbar pressure level. The results are obtained after 4 hours of simulation with

background wind, ū = 10 m/s in direction of increasing x (i.e. left to right).

Airflow along downslope causes adiabatic warming while cooling occurs for flow along305

upslope. The general warming along a downslope implies that ice clouds can only form306

above a certain altitude and not too close to the surface. This is evident in the case of307

pass 207. From Fig. 12 we observe that the terrain for pass 207 has a general downs-308

lope from x ∼100 to ∼450 km beyond which the terrain is mostly flat. We observe a global309

scale warming near the surface and cloud echos are seen to be further from the surface310

along this downslope region. While modulated by temperature variations caused by sur-311

face irregularities, this downslope warming effect is seen to generally hold true. Terrain312

for pass 260 lacks any large-scale slope, thus general cooling or heating is insignificant.313

The terrain features result in small-scale wave perturbations leading to development of314

several finer cold and hot pockets. Despite lacking any condensation microphysics, the315
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temperature fields alone simulated by the model are broadly able to predict the regions316

of cloud particle nucleation and maximum particle size.317

5 Future work and Conclusion318

In this paper, we presented MAGNUS-P: a finite difference based 2-D nonlinear319

compressible numerical model for simulation of acoustic-gravity waves. This wave prop-320

agation model can be coupled with separate wave forcing models to simulate waves from321

different sources. Separate airglow or electrodynamics models can be coupled with MAGNUS-322

P to simulate the ionospheric effects resulting from the simulated waves. The GW model323

includes dissipation due to molecular viscosity and thermal conduction, which are im-324

portant to explain wave saturation at thermospheric heights. Thus, MAGNUS-P can be325

applied to realistic atmospheres to simulate non-linear wave-mean flow interactions. We326

have validated the model against results from analytical theory and presented two case327

studies employing the model to simulate realistic GWs. The first case study presents acoustic-328

gravity waves from 2004 Sumatra Tsunami simulated using a sea surface height model.329

Fast moving acoustic waves are seen to arrive at 200 km altitude within 5 min which agrees330

with the acoustic wave vertical propagation speed deduced from published GNSS TEC331

studies. Slower gravity waves are observed to arrive at 200 km altitude in 90 min. This332

rate of vertical propagation matches the vertical phase speed computed through disper-333

sion relation using wave frequency from spectral analysis and horizontal phase speed. The334

second case study involves simulation of topography induced GWs to generate cold pock-335

ets for CO2 condensation. Periodicities in terrain are linked to periodicities in cold pock-336

ets formed by wave perturbations in temperature. The observed cloud echoes lie in the337

cold pockets and their slopes match those of the simulated cold pockets. This is explained338

by the fact that ice particles nucleate and sublimate successively as they advect through339

the temperature-modulated atmosphere. Lower computational overhead accorded by con-340

sidering only two dimensions instead of three makes MAGNUS-P well suited for conduct-341

ing iterative studies over a large parameter space. The model can be used to perform342

comparative studies of GW propagation, growth, and dissipation on different planets by343

varying the ambient atmospheric and solar activity characteristics.344

Appendix A Molecular viscosity calculation345

Banks and Kockarts (2013) provide power law expressions for molecular viscosity
of different gas species as function of temperature in the form:

νi = AiT
0.69/ρ (A1)

with coefficients AO2
= 4.03, AN2

= 3.43 and kinematic viscosity (ν) in g/cm/s. Using
data from Golubev (1970) and performing curve fitting for power law of the same form,
we obtain ACO2 = 3.38 and AAr = 4.49. For gas mixtures, the equivalent coefficient can
be evaluated using (Banks & Kockarts, 2013):

A =
ΣAini
Σni

(A2)

Here ni is the mass fraction and Ai is the power law coefficient of individual species. For
Earth, we take 78% N2 and 22% O2; For Mars: 95.5% CO2, 2.6 % N2 and 1.9 % Ar; For
Venus: 96.5% CO2 and 3.5% N2, resulting in:

νEarth = 3.56× 10−7T 0.69/ρ,

νMars = 4.2× 10−7T 0.69/ρ,

νV enus = 3.38× 10−7T 0.69/ρ

(A3)

The units of ν in Eq. (A3) are kg/m/s.346
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