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Abstract

This paper presents an adaptive real-time spectrum data compression and recovery method for radio monitoring, its purpose is

to reduce the data storage space and the network bandwidth occupied by transmission without affecting the subsequent analysis

and application. Considering the similarity between spectrum data, we use correlation coefficients and bitmap similarity to

measure them, and then replace all the original spectrum with a small amount of typical spectrum to achieve the purpose

of compressing the original spectrum for storage and compression. The experimental conclusions show that the method can

automatically adapt to various radio frequency bands and achieve better compression effects.
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Abstract 32 

This paper presents an adaptive real-time spectrum data compression and recovery method for 33 
radio monitoring, its purpose is to reduce the data storage space and the network bandwidth 34 
occupied by transmission without affecting the subsequent analysis and application. Considering 35 
the similarity between spectrum data, we use correlation coefficients and bitmap similarity to 36 
measure them, and then replace all the original spectrum with a small amount of typical spectrum 37 
to achieve the purpose of compressing the original spectrum for storage and compression. The 38 
experimental conclusions show that the method can automatically adapt to various radio frequency 39 
bands and achieve better compression effects. 40 

Keywords: Spectrum data compression; Correlation coefficient; Real-time; Adaptive 41 

1. Introduction 42 

In the field of radio monitoring, spectrum data is the main research object and plays an 43 
important role in radio spectrum management. A lot of meaningful spectrum information can be 44 
obtained by analyzing scanning spectrum data [1-2], which has always been an important means 45 
to effectively manage spectrum resources and improve radio spectrum utilization. In practical 46 
applications, the acquisition of useful information in the radio spectrum is mainly through real-47 
time spectrum data analysis, or data mining of past spectrum data [3]. Therefore, we need to store 48 
radio signal spectrum data for a long time, however, this leads to the need for a large amount of 49 
storage media consumption.  50 

To efficiently store the huge amount of spectrum data, many spectrum data compression 51 
algorithms have been proposed, such as inspired by image compression methods, several improved 52 
image compression algorithms have been used to compress spectrum data [4-6]. In [7-8], spectrum 53 
data compression algorithms are based on energy detection, that is the algorithms realize the 54 
compression and storage of spectrum data by separating signal and noise. Summary, existing 55 
algorithms commonly possess the following characteristic: 1) they are relied on prior knowledge, 56 
i.e., by analyzing the pre-stored spectrum data and extracting information from the pre-stored 57 
spectrum data, these algorithms are utilized to compress and store spectrum data. 2) they have a 58 
high time complexity and recovery distortion. 3) they are used to compress and store off-line 59 
spectrum data, and there is no algorithm can be used to compress and store real-time or on-line 60 
spectrum data. 61 

In this paper, an adaptive real-time spectrum data compression and recovery method is 62 
proposed, in which similarity among radio spectrum data is utilized. In applications, it is worth to 63 
notice that based on different similarity measurements in different frequency bands, the new 64 
spectrum data compression algorithm has low time complexity, the advantage can be used to avoid 65 
affecting the collect of spectrum data in real-time compression [9]. In addition, according to 66 
comparison experiments, the proposed spectrum data compression algorithm is more effective to 67 
handle real-time network spectrum data transmission than existing algorithms. 68 

The rest of the paper is structured as follows: In Section 1, the similarity between radio 69 
spectrum data is introduced, including: spectrum data storage method and the process of spectrum 70 
similarity measurement, minimum similarity coefficient, correlation coefficient and bitmap 71 
similarity. In Section 2, an improved similarity measurement algorithm based on the normal 72 
distribution of noise is proposed. In Section 3, the compressed and restored spectrum data is shown. 73 
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In Section 4, the performance of the improved algorithm is verified through experiments. Section 74 
5 concludes that the algorithm can perform real-time adaptive compression of spectrum data 75 
without serious distortion. 76 

2. Similarity among radio spectrum data 77 

2.1. Similarity measurement process 78 

To achieve spectrum data compression, first, obtain a frame of original spectrum data, use 79 
the original spectrum to compare the similarity with all typical spectrums data in the typical 80 
spectrum database one by one. If the original spectrum is similar to a typical spectrum in the 81 
database, use the serial number of the typical spectrum in the database to replace the original 82 
spectrum, otherwise, compare with the next typical spectrum. If all the typical spectrums are not 83 
similar to the original spectrum, it is added to the typical spectrum database and assigned a number. 84 

The basic idea is to judge the similarity of the signal envelope of the two frames spectrum, 85 
then judge the overlap degree of the region in the envelope, and determine whether it is similar or 86 
not according to the comprehensive results. Based on this, the judgment criteria for the similarity 87 
between two frames of spectrum data is that the following two conditions are all satisfied in turn: 88 
𝑅𝑅𝑠𝑠 > 𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚 and 𝑅𝑅𝑏𝑏 > 𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚. That is, if the similarity coefficient 𝑅𝑅𝑠𝑠  is greater than the minimum 89 
similarity coefficient 𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚, then the bitmap similarity 𝑅𝑅𝑏𝑏 is also judged, if it is greater than 𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚 90 
too, the two frames of spectrum data are similar, otherwise it is not similar. As show in Fig.1. 91 

The similarity coefficient 𝑅𝑅𝑠𝑠 is obtained by calculating Pearson similarity coefficient of 92 
two frames of spectrum data, 𝑅𝑅𝑏𝑏 is the bitmap similarity. And the minimum similarity coefficient 93 
𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚  is obtained by empirical formula, which is obtained based on the characteristics of the 94 
spectrum data, obviously, the similarity judgment process is adaptive. 95 

Typical spectrum Original spectrum

Rs > Rmin

Acquire Rb

Rb > Rmin 

Dissimilarity Similarity

Acquire Rhist ,  Rmin and Rs

false

false

true

true

 96 

Fig.1. Similarity measurement of process 1 97 
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2.2. Correlation coefficient 98 

Since spectrum data can be regarded as a vector, the similarity of spectrum can be measured 99 
by those methods that measuring the similarity between two vectors. Existing vector distance 100 
calculation methods, such as Euclidean distance, calculate the total difference between two vectors 101 
[10], which cannot give expression to the shape similarity of data. In this paper, the Pearson 102 
correlation coefficient is used, and it can represent whether the trend of change of two vectors is 103 
the same [11]. Therefore, when applied to the spectrum data, we can judge whether two frames of 104 
spectrum are linearly correlated, that is, whether their shapes are similar, and then make a further 105 
judgment. The formula of Pearson correlation coefficient is as follows: 106 

𝜌𝜌𝑋𝑋𝑋𝑋 = 1
𝑛𝑛−1

∑ �𝑋𝑋𝑖𝑖−𝑋𝑋
𝜎𝜎𝑋𝑋

� �𝑌𝑌𝑖𝑖−𝑌𝑌
𝜎𝜎𝑌𝑌

�𝑛𝑛
𝑖𝑖=1                          (1) 107 

Where 𝜌𝜌𝑋𝑋𝑋𝑋 is the Pearson correlation coefficient value, 𝑋𝑋𝑖𝑖 and 𝑌𝑌𝑖𝑖 are the 𝑖𝑖 − 𝑡𝑡ℎ of the 108 
two vectors, 𝑋𝑋 and 𝑌𝑌 is the average value, 𝜎𝜎𝑋𝑋  and 𝜎𝜎𝑌𝑌  is the standard deviation of the two 109 
vectors, respectively. 110 

2.3. Minimum similarity coefficient 111 

The minimum similarity coefficient is used to determine whether two frames of spectrum 112 
are similar. In actual radio monitoring, the number of signals and noise parts in different frequency 113 
bands are different. Even in the same frequency band, the frequency band occupancy of signals 114 
and noise at different times are constantly changing. 115 

In the process of radio monitoring, more attention is paid to the signal parts of spectrum 116 
data. Therefore, during spectrum data compression, the information of the signal part should be 117 
kept as much as possible. In other words, the similarity between spectrum mainly requires that the 118 
signal parts must be similar to a great extent without paying too much attention to the noise part. 119 
So, we propose an adaptive method to obtain 𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚, i.e., according to the data changes of different 120 
frequency bands to achieve a better compression effect. That is, 𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚 is dynamically adjusted by 121 
the proportion of noise in the whole given frequency band. 122 

Empirically, the more the spectrum data obeys the normal distribution [12-13], the greater 123 
the proportion of noise, on the contrary, the more the number of signals. So, the proportion of noise 124 
can be judged according to the degree that it obeys the normal distribution. We translate this 125 
question into: compare whether the histogram of the spectrum data is similar to the histogram from 126 
the normal distribution [14]. If the similarity 𝑅𝑅ℎ𝑖𝑖𝑖𝑖𝑖𝑖  between the two histograms is larger, the 127 
proportion of noise is larger, and the coefficient 𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚 should be small relatively. On the contrary, 128 

if 𝑅𝑅ℎ𝑖𝑖𝑖𝑖𝑖𝑖 is smaller, then indicate the number of signals is more，here, in order to retain as much 129 

signal information as possible in the compression process, the coefficient 𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚 is required to be 130 
large relatively. Therefore, we use the following empirical formula to calculate 𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚. 131 

𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚 = 1 − (0.3 + 0.7 × 𝑅𝑅ℎ𝑖𝑖𝑖𝑖𝑖𝑖)                      (2) 132 

𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚 and 𝑅𝑅ℎ𝑖𝑖𝑖𝑖𝑖𝑖  is negative correlation, 0.7 represents the weight in the negative 133 
correlation, 0.3 for limiting the maximum range of 𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚 will not exceed 0.7. 134 

Formally, for a frame of original spectrum data 𝑆𝑆𝑡𝑡 = {𝑠𝑠1, 𝑠𝑠2,⋯ , 𝑠𝑠𝑖𝑖 ,⋯ , 𝑠𝑠𝑛𝑛}, where 𝑠𝑠𝑖𝑖 is the 135 
level value of this frame spectrum. Firstly, divide the range [𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚, 𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚] of level values into 136 
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several subintervals 𝐺𝐺 = 𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚−𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚
𝑔𝑔

，in which, 𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚 = 𝑚𝑚𝑚𝑚𝑚𝑚(𝑆𝑆𝑡𝑡 ), 𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚 = 𝑚𝑚𝑚𝑚𝑚𝑚(𝑆𝑆𝑡𝑡 ), 𝑔𝑔  is the 137 

number of intervals, which is taken as 11 in this paper. 138 

Second, for every 𝑠𝑠𝑖𝑖  of one frame of spectrum, statistic the number of spectrum data 139 
points placed in each subinterval 𝐻𝐻𝑡𝑡 = {𝐶𝐶1,𝐶𝐶2,⋯ ,𝐶𝐶𝑖𝑖 ,⋯ ,𝐶𝐶11} ,then get the histogram of 𝐻𝐻𝑡𝑡, as 140 
shown in Fig2(a). Meanwhile, calculate the median value of each subinterval 𝑀𝑀𝑡𝑡 =141 
{𝑀𝑀1,𝑀𝑀2,⋯ ,𝑀𝑀𝑖𝑖 ,⋯ ,𝑀𝑀11}, respectively. Thirdly, calculate the mean 𝑆𝑆𝐴𝐴𝐴𝐴𝐴𝐴 = 𝐴𝐴𝐴𝐴𝐴𝐴(𝑆𝑆𝑡𝑡) and variance 142 

𝜎𝜎(𝑆𝑆𝑡𝑡) of 𝑆𝑆𝑡𝑡，and the normal distribution of the current spectrum is obtained according to the 143 

𝐴𝐴𝐴𝐴𝐴𝐴(𝑆𝑆𝑡𝑡) and 𝜎𝜎(𝑆𝑆𝑡𝑡): 𝐹𝐹(𝑥𝑥) = 𝑥𝑥−𝐴𝐴𝐴𝐴𝐴𝐴(𝑆𝑆𝑡𝑡)
𝜎𝜎(𝑆𝑆𝑡𝑡)

. 144 

 145 
(a) Real histogram 146 

 147 
(b) Normal distribution histogram 148 

Fig.2. Real histogram and Normal distribution histogram of original spectrum data. 149 
 150 

Let 𝑋𝑋 = 𝑛𝑛
∑ 𝑃𝑃𝑖𝑖11
𝑖𝑖=1

 be the total number for 𝑀𝑀𝑡𝑡  in each subinterval of real histograms 151 

corresponding to the normal distribution histogram, where 𝑛𝑛  is total number of 𝑆𝑆𝑡𝑡 , 𝑃𝑃𝑖𝑖 =152 
𝑀𝑀𝑖𝑖−𝐴𝐴𝐴𝐴𝐴𝐴(𝑆𝑆𝑡𝑡)

𝜎𝜎(𝑡𝑡)
, 𝑃𝑃 is probability value of each subinterval, and then 𝑉𝑉𝑖𝑖 = 𝑃𝑃𝑖𝑖 × 𝑋𝑋, as shown in Fig2(b). 153 

𝑉𝑉 = {𝑉𝑉1,𝑉𝑉2,⋯ ,𝑉𝑉𝑖𝑖 ,⋯ ,𝑉𝑉11}  is the amount of data of each subinterval. Calculate the Pearson 154 
correlation coefficient between vector 𝐻𝐻𝑡𝑡 and vector 𝑉𝑉, when the correlation coefficient 𝑅𝑅ℎ𝑖𝑖𝑖𝑖𝑖𝑖 >155 
 0.8, it is determined that the frame spectrum obeys the normal distribution. Finally, according to 156 
the correlation coefficient of histogram 𝑅𝑅ℎ𝑖𝑖𝑖𝑖𝑖𝑖, the minimum similarity coefficient 𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚 can be 157 
obtained. 158 
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2.4. Bitmap similarity 159 

Pearson correlation coefficient can be used to preliminary judge whether the waveforms of 160 
the spectrum are similar, but even if the waveforms are similar, there may be a large gap between 161 
the corresponding level values of the two frames of spectrum data, so it is impossible to directly 162 
assert whether the two frames of spectrum are similar. 163 

To solve this problem, after using the Pearson correlation coefficient 𝑅𝑅𝑠𝑠 of the two frames 164 
of spectrum data to judge that they are similar, we convert the spectrum to a binary bitmap, and 165 
continue to perform a further comparison method to determine whether the two frames of spectrum 166 
are similar. That is, by comparing Pearson correlation coefficient of two binary bitmaps. 167 

The essence of converting spectrum data into binary bitmap is to convert 1-dimensional 168 
data 𝑆𝑆𝑡𝑡 into 2-dimensional binary matrix B[row][col]. The construction process of 2-dimensional 169 
matrix B is: assign values to each element in the matrix and compare them with the spectrum data 170 
one by one. If it is greater than the corresponding level value, it will be set to 0, otherwise it will 171 
be set to 1. Through this operation, the area above the spectrum envelope will be filled with white 172 
and the area below will be filled with black, the build process as show in Algorithm 1. Where 173 

𝑟𝑟𝑜𝑜𝑜𝑜 = 𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚−𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

, let 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = 0.5, 𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚 and 𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚 is the upper limit and lower limit of the level 174 

value of a given frequency band, which obtained from multi frame spectrum data through 175 
monitoring for a period of time. And 𝑐𝑐𝑐𝑐𝑐𝑐 is the number of points of 𝑆𝑆𝑡𝑡. 176 

A spectrum bitmap of the broadcast frequency band is shown in Fig3, in which the values 177 
of the black area be 1 and the values of the white area be 0. 178 

 179 
Fig.3. Spectrum bitmap in broadcast band. 180 

 181 
 182 

 183 
 184 
 185 
 186 
 187 
 188 
 189 
 190 
 191 
 192 
 193 

Algorithm 1: Spectrum data convert to binary bitmap 
Input: spectrum data array 𝑆𝑆𝑡𝑡 
Output: 2d array of binary bitmaps B 
1  for var=𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚 and i=0 ; var<𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚 ; var+=step and i++ do 
2      for j=0; j<col; j++ do 
3          if var > S[j] then 
4              B[i][j] = 0 
5          else 
6              B[i][j] = 1 
7         end if 
8    end for 
9  end for 
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The similarity of binary bitmaps is the quotient of their intersection divide by union [15]. 194 
The formula is as follows: 195 

𝑅𝑅𝑏𝑏 = 𝐵𝐵𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 ⋂𝐵𝐵𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
𝐵𝐵𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 ⋃𝐵𝐵𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡

                              (3) 196 

Where 𝑅𝑅b  is bitmap similarity，𝐵𝐵𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜  and 𝐵𝐵𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 is the filled area with black in the 197 

original spectrum bitmap and the typical spectrum bitmap respectively. Then, 𝑈𝑈 = 𝐵𝐵𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 ⋃𝐵𝐵𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡,  198 
is the number of elements of the union set that value be 1 in both two bitmaps, 𝐴𝐴 = 𝐵𝐵𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 ⋂𝐵𝐵𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡, 199 
is the number of elements of the intersection set that value be 1 in two bitmaps. The calculation 200 
process is shown in Algorithm 2. 201 

 202 
 203 
 204 
 205 
 206 
 207 
 208 
 209 
 210 
 211 
 212 
 213 

 214 
 215 

3. Optimization of Similarity Measure 216 

Experiments show that when most of the spectrum data are noise and only a few small 217 
signals, as shown in Fig4, the compressed spectrum often has distortion, especially in these signal 218 
areas. Here, we improve the algorithm. 219 

 220 

 221 

Fig.4. Spectrum of a small number of signals 222 
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Algorithm 2: Bitmap similarity 
Input: bitmap 𝐵𝐵𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 and 𝐵𝐵𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 
Output: bitmap similarity Rb 
1  for i=0; i<row; i++ do 
2     for j=0; j <col; j++ do 
3          if 𝐵𝐵𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜[i][j] == 1 and 𝐵𝐵𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡[i][j] == 1 then 
4              A++, U++ 
5          else if 𝐵𝐵𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜[i][j] ≠ 𝐵𝐵𝑡𝑡𝑦𝑦𝑦𝑦𝑦𝑦[i][j] 
6              U++ 
7          end if 
8     end for 
9  end for 
10 𝑅𝑅𝑏𝑏=A/U 
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Firstly, judge whether the original spectrum data obey the normal distribution, that is, judge 223 
whether 𝑅𝑅ℎ𝑖𝑖𝑖𝑖𝑖𝑖  is greater than the given threshold 𝑃𝑃 = 0.8. If true, it indicates that the noise 224 
occupies the majority in this frame of spectrum. Then, judge whether there are signals in the frame 225 
spectrum. If the maximum level value 𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚 of the frame 5 greater than the average value, that is 226 
𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚 −  𝑆𝑆𝐴𝐴𝐴𝐴𝐴𝐴 > 5, it is determined that there are some signals [16]. Thirdly, Judge whether the 227 
bitmap similarity 𝑅𝑅𝑏𝑏 is greater than the given threshold 𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚 = 0.4. If it is true, it is asserted that 228 
they are similar. It is worth noting that, here we use a skill on obtaining bitmap similarity, that is, 229 
let 𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚 = 𝑆𝑆𝐴𝐴𝐴𝐴𝐴𝐴 during bitmap transformation, so that these signals in the bitmap occupies the 230 
main part, which reduces the impact of noise on bitmap similarity. 231 

When it does not obey the normal distribution, that is, 𝑅𝑅ℎ𝑖𝑖𝑖𝑖𝑖𝑖 < 𝑃𝑃, it indicates that the 232 
signals in the spectrum occupy the majority, and the spectrum is compressed according to the 233 
previous judgment process of similarity. The similarity measurement process described in Fig5. 234 

Due to the redundancy of spectrum data, a limited number of typical spectrums always can 235 
be found to represent all original spectrum. After similarity judgment, if the original spectrum is 236 
similar to the typical spectrum, the serial number of the typical spectrum can be used to replace 237 
the original spectrum. If all the typical spectra are not similar to the original spectrum, the original 238 
spectrum can be used as a new typical spectrum. The result of similarity judgment is: either the 239 
serial number of the typical spectrum is obtained, or the new typical spectrum and its serial number 240 
are obtained. Then, the content of the stored files is the typical spectrum stored by serial and the 241 
serial list corresponding to the original spectrum. 242 

 243 
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 244 
Fig.5. Similarity measurement of process 2. 245 

4. Compression and recovery 246 

When recovering the spectrum data, the serial number list is read from the file, and the 247 
typical spectrum data is found by the serial number and replaced in turn. Of course, this algorithm 248 
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is a lossy compression, but from the perspective of radio monitoring, almost all the useful 249 
information used for frequency band occupancy, time occupancy analysis and electromagnetic 250 
environment evaluation are retained, as show in Fig6, so we can tolerate it. 251 

 252 

Fig. 6. The comparison of original spectrum and typical spectrum. 253 

5. Experiment 254 

The hardware platform of this experiment is composed of EM100 receiver, HE600 antenna, 255 
and PC. After receiving the wireless spectrum data packet, EM100 receiver sends it to PC through 256 
LAN. Then, the program on PC communicates with EM100 based on SCPI protocol. After 257 
receiving the data packet, the frequency, level values and other relevant information can be 258 
obtained by parsing according to the protocol. While receiving spectrum data, each received frame 259 
spectrum can be compressed according to the algorithm. 260 

TABLE 1 261 
COMPRESSION RATIO AND ERROR IN DIFFERENT BANDS. 262 

 263 
Band/MHz CR PRD SRD 
87-108 0.17 8.58 62.14 
108-137 0.24 8.67 63.68 
825-840 4.93 112.38 121.65 
870-885 0.89 6.97 18.18 
890-909 5.67 78.50 88.68 
935-954 1.23 19.74 48.68 
1710-1755 55.49 37.64 52.67 
1900-1920 5.28 13.84 25.95 
2635-2655 35.48 75.00 79.83 

After experiments on different frequency bands, the original spectrum files and compressed 264 
files are obtained respectively. And the original spectrum and typical spectrum in each band are 265 
shown in Fig7. 266 
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 274 

 275 

Fig.7. Comparison between original spectrum and typical spectrum. 276 
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According to these two types of files, we can evaluate the compression effect through three 277 
parameters: Compression ratio CR, Percent Root means square Difference PRD and standard 278 
Percent Root mean square Difference SRD, as shown in Table 1. 279 

The formula of compression ratio (CR) is: 280 

𝐶𝐶𝐶𝐶 = 𝐷𝐷𝑐𝑐𝑐𝑐𝑐𝑐
𝐷𝐷𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜

× 100%                            (4) 281 

Where CR is compression ratio, 𝐷𝐷𝑐𝑐𝑐𝑐𝑐𝑐 is the size of compressed spectrum data, 𝐷𝐷𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 is 282 
the size of original spectrum data. 283 

The formula of the Percent Root means square Difference (PRD) is: 284 

𝑃𝑃𝑃𝑃𝑃𝑃 = �∑ (𝑌𝑌𝑖𝑖−𝑋𝑋𝑖𝑖)2𝑛𝑛
𝑖𝑖=1
∑ 𝑌𝑌𝑖𝑖𝑛𝑛
𝑖𝑖=1

× 100%                        (5) 285 

The formula of the standard Percent Root means square Difference (SRD) is: 286 

𝑆𝑆𝑆𝑆𝑆𝑆 = �∑ (𝑌𝑌𝑖𝑖−𝑋𝑋𝑖𝑖)2𝑛𝑛
𝑖𝑖=1
∑ (𝑌𝑌𝑖𝑖−𝑌𝑌�)2𝑛𝑛
𝑖𝑖=1

× 100%                         (6) 287 

Where 𝑌𝑌𝑖𝑖 and 𝑋𝑋𝑖𝑖 is the i-th value corresponding to the original spectrum data and the 288 
compressed spectrum data, 𝑌𝑌� is the average of the level of the original spectrum. 289 

It can be seen from table 1 and Fig7 that the overall compression efficiency of the algorithm 290 
is high, the CR of some frequency bands is close to 2%, and the PRD is close to 9%, especially in 291 
these frequency bands with less noise. At the same time, we also find that when the noise is 292 

dominant, 𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚 is generally small, and there are too many typical spectra that meet the conditions，293 

So the error is relatively large. 294 

In fact, in the similarity judgment stage, the most similar typical spectrum should be used 295 
to represent the original spectrum. Due to the limitation of computing resources, we only use serial 296 
number of the first qualified typical spectrum to replace the original spectrum in the sequential 297 
calculation. In this way, it may appear that the typical spectrum used to represent the original 298 
spectrum is not the best one. 299 

6. Conclusion 300 

The algorithm proposed in this paper can adaptively compress real-time spectrum data 301 
without serious distortion. It can be widely used in on-line and off-line compression of swept 302 
spectrum data in radio monitoring process, and does not need a priori knowledge. The algorithm 303 
replaces the spectrum with the serial number, so that the serial number can be transmitted in real 304 
time through the network while compressing, which greatly reduces the consumption of network 305 
bandwidth. 306 

In future, we will further optimize the similarity calculation process to quickly match the 307 
best typical spectrum and reduce the compression error of the original spectrum. In addition, on 308 
this basis, we can further study the compression for storage and transmission based on coding to 309 
further improve the compression efficiency. 310 
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