
P
os
te
d
on

26
N
ov

20
22

—
T
h
e
co
p
y
ri
gh

t
h
ol
d
er

is
th
e
au

th
or
/f
u
n
d
er
.
A
ll
ri
gh

ts
re
se
rv
ed
.
N
o
re
u
se

w
it
h
ou

t
p
er
m
is
si
on

.
—

h
tt
p
s:
//
d
oi
.o
rg
/1
0.
10
02
/e
ss
oa
r.
10
50
86
63
.1

—
T
h
is

a
p
re
p
ri
n
t
a
n
d
h
as

n
ot

b
ee
n
p
ee
r
re
v
ie
w
ed
.
D
a
ta

m
ay

b
e
p
re
li
m
in
a
ry
.

Charge State Calculation for Global Solar Wind Modeling

Judit Szente1, Enrico Landi1, and Bart van der Holst1

1University of Michigan

November 26, 2022

Abstract

The charge state composition of the solar wind carries information about the electron temperature, density, and velocity of

plasma in the solar corona that cannot always be measured with remote sensing techniques, due to limitations in instrumental

sensitivity and field of view as well as line of sight integration issues. However, in-situ measurements of the wind charge state

distribution only provides the end result of the solar wind evolution from the source region to the freeze-in point. By using 3D

global modeling it is possible to follow solar wind plasma parcels of different origin along the path of their journey and study

the evolution of their charge states as well as the driving physical processes. For this purpose, we implemented non-equilibrium

ionization calculations within the Space Weather Modeling Framework’s Solar Corona and Inner Heliosphere modules, to the

Alfvén Wave Solar Model (SWMF/AWSoM). The charge state calculations are carried out parallel to the AWSoM calculations,

including all the elements and ions whose ionization-recombination rates are included in the CHIANTI database, namely from

H to Zn. In this work, we describe the implementation of the charge state calculation, and compare simulation results to in-situ

measurements from the ACE and Ulysses spacecraft, and study charge state evolution of plasma parcels along different wind

trajectories and wind types.
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ABSTRACT5

The charge state composition of the solar wind carries information about the electron tem-6

perature, density, and velocity of plasma in the solar corona that cannot always be measured7

with remote sensing techniques, due to limitations in instrumental sensitivity and field of8

view as well as line of sight integration issues. However, in-situ measurements of the wind9

charge state distribution only provides the end result of the solar wind evolution from the10

source region to the freeze-in point. By using 3D global modeling it is possible to follow11

solar wind plasma parcels of different origin along the path of their journey and study the12

evolution of their charge states as well as the driving physical processes. For this purpose,13

we implemented non-equilibrium ionization calculations within the Space Weather Model-14

ing Framework’s Solar Corona and Inner Heliosphere modules, to the Alfvén Wave Solar15

Model (SWMF/AWSoM). The charge state calculations are carried out parallel to the AW-16

SoM calculations, including all the elements and ions whose ionization-recombination rates17

are included in the CHIANTI database, namely from H to Zn. In this work, we describe the18

implementation of the charge state calculation, and compare simulation results to in-situ mea-19

surements from the ACE and Ulysses spacecraft, and study charge state evolution of plasma20

parcels along different wind trajectories and wind types.21

Keywords: MHD - solar wind - Sun: corona22

1. INTRODUCTION23

The solar wind is a continuous stream of highly ionized particles released by the Sun into the heliosphere,24

and it is of critical importance for Space Weather. Once released from the Sun’s surface, the solar wind25

fills the Heliosphere and determines the local plasma properties in interplanetary space, greatly affecting26

the propagation and geoeffectiveness of traveling disturbances such as Coronal Mass Ejections (CMEs);27

also, the interaction between solar wind streams of different speeds creates regions of shocked material that28

can have effects on the near Earth space environment. Thus, understanding the origin and the acceleration29

of the solar wind is of critical importance regarding the ongoing efforts in predicting the arrival time and30

geoeffectiveness of solar storms for the purpose of mitigating their adverse effects.31

The charge state composition of the solar wind plasma is of particular importance, because ionization and32

recombination processes are very sensitive to the evolution of the electron density, temperature, and bulk33

velocity; therefore charge states carry information not only about the solar wind source but also about the34

physical processes taking place in the low solar corona, until the ionization and recombination processes35
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http://orcid.org/0000-0001-5260-3944
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stop being effective. This results in different solar wind types coming from different sources in the solar36

innermost atmosphere carrying different ionization signatures (see for example: Neugebauer et al. 2016;37

Fu et al. 2017; Cranmer et al. 2017; Zhao et al. 2017). Solar wind charge states freeze-in within few solar38

radii from the solar surface due to fast decreasing electron density, where coronal heating and the wind39

acceleration mechanisms are also occurring (Hundhausen et al. 1968). Therefore studying the ionization of40

the solar plasma can provide important information about energy deposition in the low solar corona.41

There are two ways to compare models of solar wind heating and acceleration with observations: via42

in-situ measurements of solar wind properties and via remote sensing observations of the solar wind source,43

especially through high-resolution spectra. The most stringent constraints are obtained when both types of44

data types are used; however, in order to carry out such a comprehensive comparison, it is necessary to45

use theoretical models encompassing the whole domain from the solar transition region all the way to the46

heliosphere. Such solar models have been developed to encompass this domain; a few early examples are47

by Lionello et al. (2009), Downs et al. (2010) and the Space Weather Modeling Framework (SWMF, Tóth48

et al. 2012). In these models, semi-empirical heating functions were used to heat the corona accelerating the49

solar wind via Alfvén wave pressure gradient. Comparison is focused on narrow-band imaging observations50

in EUV and X-rays (for example: Sachdeva et al. 2019), and in-situ measurements of plasma properties.51

Only recently, synthetic spectra are being used for model validation (Szente et al. (2019), Shi et. al, 2021,52

submitted).53

Observations by the Hinode spacecraft (De Pontieu et al. 2007) and the Solar Dynamics Observatory54

(McIntosh et al. 2011) suggested that there is enough energy in the outward propagating magnetic fluctu-55

ations in chromosphere, transition region, and low corona to obtain and maintain the coronal temperature56

at 1MK. Following these results, advanced global 3D solar wind models were developed utilizing Alfvén57

wave turbulence as the engine for coronal heating and solar wind acceleration in a self-consistent way, such58

as van der Holst et al. (2014) and Mikić et al. (2018). In particular, the Alfvén Wave Solar Model (AW-59

SoM, van der Holst et al. 2014) is an extended magnetohydrodynamic model that includes low-frequency,60

reflection-driven, Alfvén wave turbulence. AWSoM accounts for three different temperatures: isotropic61

electron temperature and the parallel and perpendicular proton temperatures. This model has later been62

combined with a threaded-field-line model (AWSoM-R, Sokolov et al. 2021) for heliospheric distances63

RS < R / 1.1RS for the purpose of providing time accurate simulation results from Sun to Earth faster64

than real time.65

Many spacecraft have been providing in-situ measurements of solar wind plasma properties; among recent66

ones, ACE (Stone et al. 1998) and Ulysses (Wenzel et al. 1992; Balogh 1994; Marsden 2001) produced67

solar cycle-long solar wind data sets which include velocity, magnetic field, ionization and composition68

properties of the solar wind. Using input bulk speed (v), electron density (ne) and electron temperature69

(Te) along the trajectory of the solar wind, one can predict the wind charge state composition and compare70

it with the in-situ measurements. Several charge state models have been developed that enable such a71

comparison following individual solar wind plasma parcels along their trajectory, intrinsically working in72

1D (e.g. Gruesbeck et al. (2011) and references therein). The Michigan Ionization Code (MIC, Landi et73

al. 2012), for example, combines v, Te, and ne profiles along the wind parcel’s path with the ionization74

and recombination rate coefficients of the CHIANTI database (Dere et al. 1997; Del Zanna et al. 2021): a75

fourth-order Runge–Kutta method in combination with an adaptive step-size are used to solve the ionization76

equations as a function of time, using ionization equilibrium at the wind source region as initial condition.77
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Shen et al. (2015) developed another charge state model using an eigenvalue method with adaptive time-78

step.79

More recently, charge state models started to be combined with 3D magnetohydrodynamic models as a80

post-processing tool. In these cases, the wind’s v, Te, an ne are obtained along flow lines of the 3D model81

and used as input for the 1D charge state calculations, and the results are compared to in-situ charge state82

composition data measured by Ulysses/SWICS (Landi et al. 2014; Oran et al. 2015). Results showed that83

the ionization rates were underpredicted compared to observations and it was suggested that the difference84

was due to the unaccounted suprathermal electrons. Lionello et al. (2019) integrated a fractional charge-85

state code in the time-dependent 3D MAS model with Alfvén wave turbulence for both the steady-state86

global wind and CMEs. Here, again the ionization rates were under-predicted, but the authors ascribed the87

discrepancy to the excessive wind speed of the 1D model. Artificially lowering this bulk speed provided88

a more favorable comparison. Coupling of 1D charge state calculations to partial results of a 3D model89

provides invaluable information regarding a plasma parcel with specific solar wind properties, but does not90

allow us to reach an understanding on how the solar wind evolves on a global level, and limits comparisons91

only to the few times where the calculations are made. On the contrary, a systematic 3D determination of92

the solar wind charge state composition evolution can open a window on the solar wind global evolution93

and also provide us with a tool which allows to 1) carry out comprehensive comparisons with measurements94

obtained from multiple spacecraft anywhere in the heliosphere, and 2) predict the environment that current95

in-situ instrumentation such as those from Solar Orbiter (Müller et al. 2020) and Parker Solar Probe (Fox et96

al. 2016) will face in their orbits.97

Non-equilibrium effects can affect line emission close to the Sun (Landi et al. 2012; Shi et al. 2019). The98

combination of modules predicting the EUV and X-ray emission from the 3D global model with global99

charge-state calculation can contribute to improve the quality of the information obtained by comparing100

EUV and X-ray emission with narrow-band and spectroscopic data. This motivated us to develop a newly101

implemented non-equilibrium ionization calculation as an integral part of the 3D AWSoM model, which102

already possesses both narrowband imaging and spectral calculation (Szente et al. 2019) capabilities.103

The paper is organized as follows: We first describe the implementation of non-equilibrium ionization104

calculations for ions H-Zn into the AWSoM model in Section 2. Then we discuss the background solar105

wind obtained with AWSoM in Section 3. In Section 4 we analyze the results and discuss the freeze-in106

process along a select number of flowlines of various footpoints. In Section 5 we compare the model output107

with observations from the SWICS (Gloeckler et al. 1992) instruments on board the Ulysses and ACE108

spacecraft. We summarize our findings in Section 6.109

2. IMPLEMENTATION110

The charge state composition of the solar wind is determined by ionization and recombination due to111

inelastic collisions between free electrons and ions. (Landi & Lepri 2015) used MIC to show that photo-112

ionization from background UV, EUV and X-ray solar radiation also contributes to further ionize a few113

species. In the present work, we only consider collisional processes (radiative and dielectronic recombina-114

tion, collisional ionization and excitation-autoionization), and defer the implementation of photoionization115

to the future as these are less effective processes in forming the frozen-in charge state distributions (Hund-116

hausen et al. 1968). We also did not consider the FIP effect during implementation.117

The temperature-dependent ionization and recombination rate coefficients are taken from the CHIANTI118

database. At every location of the solar wind trajectory, the local collisional ionization and recombination119

rates depend on the plasma electron density (which regulates how many collisions an ion undergoes) and120
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electron temperature (which determines the efficiency of each collision at ionizing/recombining the collid-121

ing ion). The wind speed determines the time that the solar wind parcel spends at any given location: if this122

time is long enough, the plasma parcel reaches ionization equilibrium; however, Landi et al. (2012) showed123

that once the solar wind is released from the source, it almost immediately departs equilibrium. Also, if the124

local electron density is lower than a certain threshold value, the probability of an ion to undergo collisional125

ionization and recombination becomes very small, so that this ion remains unperturbed. This threshold126

density is different for each species, but as the wind density monotonically decreases with distance, more127

and more species stop ionizing and recombining. Once all of them have stopped, the plasma ionization128

status freezes in and its charge state distribution does not evolve anymore. This status is attained at different129

distances for different wind parcels depending on the wind conditions. The resulting frozen in charge state130

distribution is the end product of the thermodynamic and dynamic history of the solar wind, and thus it131

provides invaluable information about the plasma evolution through the lower solar atmosphere from the132

wind source region to the freeze-in point.133

In the present implementation of these processes, the Solar Corona (SC) and Inner Heliosphere (IH) mod-134

ules of the SWMF provide the plasma background for the calculations. Both modules include an option to135

decide the physical model used to calculate the plasma parameters. In the present work, charge state calcu-136

lations are performed when the model is taking into account three temperatures: electron temperature, and137

anisotropic proton temperatures (relative to the local magnetic field). While only the electron temperature is138

used to calculate the ionization and recombination rates, having a model that decouples the thermodynam-139

ics of free electrons from the one of protons causes the resulting electron temperature values to be vastly140

different from those obtained with a 1-temperature or even a 2-temperature model (van der Holst et al.141

2014).142

The charge states are calculated throughout the 3-dimensional domains of the SC and IH components in143

a cell by cell manner, similarly as done by MIC in 1 dimension, by solving the system of equation that144

regulates the plasma ionization and recombination processes:145

∂ym
∂t

+ u · ∇ym = ne (ym−1Cm−1 (Te)− ym (Cm (Te) +Rm (Te)) + ym+1Rm+1 (Te)) , (1)146

where Te is electron temperature, ne is the electron density, Rm and Cm are the total recombination and147

ionization rate coefficients respectively, ym is the fraction of the element in charge state m, so that148 ∑
m

ym = 1. (2)149

AWSoM implements this equation by considering the absolute ion densities rather than the ion fractions;150

this can be done by writing the continuity equation in a conservative form:151

∂n

∂t
+∇ · (nu) = 0, (3)152

and multiplying (3) by ym:153

∂nm

∂t
+∇ · (nmu) =

ne (nm−1Cm−1 (Te)− nm (Cm (Te) +Rm (Te)) + nm+1Rm+1 (Te)) .
(4)154

The total ionization and recombination rate coefficients Cm (Te) andRm (Te) are read from tables generated155

using CHIANTI; these values are tabulated on an electron-temperature grid element by element.156
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The charge state distributions of ionization equilibrium for the boundary condition at the solar surface157

(1 RS) and the initial condition throughout the whole domain in the beginning of the simulation are obtained158

by assuming equilibrium at the source: setting the right-hand side of Equation (1) to zero.159

The results presented in this paper are calculated using the coronal abundances (Feldman et al. 1992).160

The SWMF architecture naturally provided the possibility to implement the above calculations so that any161

three temperature AWSoM SC and/or IH simulations can be performed with the inclusion of charge state162

calculations in line without post-processing and with no modification to the original model, regardless of163

whether they describe the steady-state solar corona or dynamic events (Coronal Mass Ejections, jets, blobs).164

At any time, the charge state distribution is calculated over the entire computational domain, providing a165

convenient tool to predict the values for any place along the orbit of past and current satellites, such as166

Ulysses, ACE, and Solar Orbiter. Doing the non-equilibrium ionization calculation in line has the advantage167

that the radiative cooling can be computed self-consistently in future model modifications.168

These calculations are carried out under the assumption that the free-electron velocity distribution is169

Maxwellian, so that the CHIANTI rates, which are provided under this assumption, can be used. Such170

a distribution may not be appropriate for the solar wind (Montgomery et al. 1968; Ralchenko et al. 2007);171

the presence of non-Maxwellian tails of high energy electrons can indeed enhance the ionization rates and172

change the overall distribution (Cranmer 2014): when empirically included, they improved the AWSoM173

results compared to observations, see Oran et al. (2015). Also, we did not include photoionization, which174

affects certain ions (oxygen) more than others (carbon, iron), as shown by Landi & Lepri (2015). Both these175

approximations are expected to provide lower predicted ionization levels than observed especially in case of176

oxygen. Furthermore, our treatment of charge state evolution ignores the contribution provided by charge177

exchange between solar wind ions and Hydrogen and Helium atoms out-gassing from circumsolar dust,178

which, as Rivera et al. (2020) showed, can enhance the abundance of He1+ by orders of magnitudes over179

the values predicted by MIC. In addition, our treatment assumes that all heavy ions flow with the plasma180

at the same speed, not experiencing differential acceleration nor any interaction with the turbulence which181

energizes the background plasma.182

3. SOLAR WIND BACKGROUND183

The solar wind background is provided by the SWMF’s AWSoM model (van der Holst et al. 2021). The184

SWMF is an open source software containing multiple modules used for physics-based space environment185

modeling (Tóth et al. 2012). AWSoM is the model which is used in the the Solar Corona (SC) and Inner186

Heliosphere (IH) modules.187

3.1. Simulation setup for the Solar Corona and Inner Heliosphere188

The SC component starts from a uniform parallel and perpendicular proton temperature and isotropic189

electron temperature of 50, 000K at the inner boundary. The proton number density at the boundary is190

Np = 2× 1017 m−3: such a large, overestimated value prevents chromospheric evaporation in the same way191

as Lionello et al. (2009). The initial condition for the solar wind is the isothermal Parker wind solution. The192

boundary- and initial conditions for the charge states are ionization equilibrium as discussed in Section 2.193

The magnetic field at the inner boundary is prescribed via magnetograms: in our case we used the Global194

Oscillation Network Group (GONG, Harvey et al. 1996) magnetogram of Carrington Rotation (CR) 2063195

(between 2007-11-07 and 2007-12-04). Because of the consistent under-estimation of magnetic field at196

1 AU we experience when using GONG magnetograms, we enhanced the radial magnetic field strength at197

the boundary (50, 000 K temperature, 1 solar radii) by a factor of 3.7, empirically selected after a trial-and-198
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error procedure. The energy density of the outward propagating Alfvén waves is set via the Poynting flux199

SA: w = (SA/B)�
√
µ0ρ. We set (SA/B)� = 1MWm−2T−1 similar as in van der Holst et al. (2014). The200

solar atmosphere is heated by Alfvén wave turbulence and plasma is accelerated by the Alfvén wave pressure201

gradients. As previously mentioned, the simulation takes into account the proton temperature anisotropy202

relative to the local magnetic field, it calculates a separate electron temperature (3-temperature model).203

Also the model incorporates radiative losses from CHIANTI 8.0 using coronal abundances (Feldman et204

al. 1992) calculated under ionization equilibrium, Coulomb collisional heat exchange, and collisional- and205

collisionless electron heat flux.206

AWSoM uses two different grids for the SC and IH components. For the SC component we use a spherical207

grid starting at 1 solar radii and ending at 24 solar radii. The grid is stretched towards the Sun as to resolve208

the steep gradients in the transition region and low corona. To accurately resolve the charge state evolution209

near the solar wind source we need a fine grid close to the solar surface; the final number of grid cells used210

is about 23 million. For the IH component we use a Cartesian grid, which extends from−750RS to 750RS .211

The domain is such that the total number of used grid cells is about 40 million. Since at 24RS the solar wind212

is already frozen-in, no further refinements were necessary. To obtain a steady state solution we iterated the213

AWSoM equations for 200,000 steps in the heliographic rotating frame. Then we performed time accurate214

simulations started from this point of steady solution and followed several plasma parcel’s evolution (see215

section 4 for 50,000 and in one case 80,000 seconds.216

3.2. Model validation: narrow band images and in-situ bulk wind properties217

To assess the quality of the global model calculation we first compared the plasma results to in-situ ob-218

servations from the WIND and STEREO spacecraft at 1 AU (as extracted from NASA/GSFC’s OMNI data219

set through OMNIWeb), as well as EUV narrow-band images of the inner corona taken from the SoHO and220

STEREO spacecraft. During CR 2063 the two STEREO spacecraft locations allowed them to observe the221

Sun from a line-of-sight (LOS) ≈ 20 degrees from the Sun-Earth direction, where SoHO and WIND were222

located.223

Figures 1, 2 and 3 show EUV narrow-band images in the three coronal channels: 171 Å (encompassing224

temperature of the upper transition region and the corona through Fe IX and X lines), 195 Å (solar corona225

at 1.5 MK, through Fe XII) and 284 Å (a combination of upper transition region with Si VII, Mg VII, lower226

corona with Si VIII and active region plasmas with Fe XV). SOHO/EIT observations were made at 2007-11-227

04UT07:00:13 (channel 171), 2007-11-04UT07:06:02 (channel 284) and 2007-110-4UT09:48:09 (channel228

195). STEREO A and B/SECCHI/EUVI observations were made at 2007-110-4UT09:01:00 (channel 171),229

2007-11-04UT090530 (channel 195), and 2007-11-04UT09:06:30 (channel 284). The figures come, re-230

spectively, from STEREO-B/EUVI, observing the plasma that in emerging from SoHO’s solar east limb,231

SoHO/EIT, observing from Earth, and STEREO-A/EUVI, observing the plasma that is rotating away from232

SoHO’s view from the west limb. As this CR corresponded to the the very quiet minimum of solar cycle 23,233

no active regions were present in the field of view, while coronal holes were present at both poles, with the234

southern one being quite extended. The AWSoM predictions easily capture the presence of both holes, and235

also well reproduce the enhanced limb emission from the streamers at both limbs, as well as the region with236

decreased intensity in the southern hemisphere seen by STEREO-B at the central meridian. The color scale237

of each channel of each spacecraft is the same between observations and model, and it shows that AWSoM238

over-predicts solar emission at the limb in the quiet Sun, while at both poles the disagreement is reduced.239

The comparison at 1 AU for all three spacecraft are shown in Figure 4. For each spacecraft, the solar240

wind bulk speed, proton number density, isotropized proton temperature T = (2T⊥ + T‖)/3, and magnetic241
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field strength are shown. In all cases the simulation successfully reproduces the rapid change of plasma242

properties seen by WIND around Nov 20, after which the solar wind speed is overestimated significantly243

at all three locations. All other quantities are successfully reproduced, overall confirming the quality of the244

model predictions.245

Figure 5 shows the main coronal properties (plasma density, electron temperature and plasma speed)246

involved in the charge state calculation along the meridional plane as seen from Earth on November 4,247

2007. The configuration of the solar atmosphere is typical of solar minimum, with coronal holes at both248

poles where faster solar wind is accelerated, and a system of streamers in the equatorial region. The streamer249

belt as well as the current sheet are tilted from the ecliptic plane, especially at the East limb where a large250

and hot streamer extends southward at almost 40 degrees inclination, while at the west limb the northward251

tilt is much lower. Also, a third, weaker structure, which the magnetic field configurations indicates to be252

a pseudo-streamer, is present in the North-East sector of the image, whose temperature however is much253

lower than the other two structures and barely reaches 1 MK in the entire field of view. Furthermore, the254

north polar coronal hole has warmer plasma than the southern one, and its temperature exceeds 1.5 MK at255

much lower altitudes than the southern coronal hole; also, the north pole wind speed exceeds 100 km/s at256

lower heights than in the south polar hole. The interplay of increased temperature and speed in the north257

coronal hole results in the competing effects of increased ionization due to the higher temperature, and in258

a lower ionization due to the smaller time span spent in the high density regions: the consequences for259

the charge state evolution of such different properties between the two coronal holes will be discussed in260

Section 4.261

4. CHARGE STATE SIMULATION RESULTS262

4.1. Non-equilibrium effects versus equilibrium charge states263

Figures 6, 7 show selected charge state ratios from N, Ne, Si and S in the same plane as Figure 5. Figures264

8, 10, 12 show selected charge state ratios from C, O, and Fe in the same plane as Figure 5 along with the265

equilibrium ionization results in the same plane. N5+/N6+, N6+/N7+, Ne6+/Ne7+, Ne7+/Ne8+, C4+/C6+,266

C5+/C6+, O5+/O6+ etc. ratios are expected to decrease in a hotter, denser, slower moving plasma, while the267

S11+/S10+, O7+/O6+, Fe11+/Fe10+ ratios and the average Fe charge are expected to be larger.268

The different properties of the two polar coronal holes result in different charge state ratios, with the north269

pole consistently showing higher ionization in all ratios, indicating that the higher temperature leaves more270

lasting signatures than the shorter time spent in the inner corona due to the larger acceleration. It is worth271

noting that oxygen charge state ratios show a stronger evolution in the inner corona at the north pole than in272

the south pole, where they seem to freeze in at lower heights than in the north pole.273

The non-equilibrium solutions for C, O and Fe are compared to the equilibrium solutions in Fig-274

ures 8, 10, 12, while the individual non-equilibrium to equilibrium ion abundance ratios for carbon and275

oxygen are shown in Figures 9, 11.276

Carbon ionization solutions show that in the fastest regions (polar coronal holes) non-equilibrium effects277

result in larger fractions of carbon to be C4+ and C5+ than expected at equilibrium at distances of only278

a few tenths of radii, while C6+ is predicted to be significantly lower than at equilibrium at all distances.279

In the streamer belt non-equilibrium solutions are closer to the equilibrium, while in the eastern located280

pseudo-streamer the non-equilibrium solutions are the opposite of what is observed in the fast wind: there281

are less C4+ and C5+ and more C6+ in the non-equilibrium solution. The interplay of these results is shown282

in Figure 9: C4+/C6+ and C5+/C6+ both show that the plasma is less ionized in the non-equilibrium solution283
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in the fast polar wind, and more ionized in the pseudo-streamer. Departure from equilibrium is less in the284

slow-wind streamer belt region.285

In case of oxygen the departure from equilibrium is overall smaller in all regions. The fast wind originating286

from the polar coronal holes is predicted to have more O5+, O6+ and less O7+, while non-equilibrium is287

also affecting the oxygen charge state composition at the edge of streamers in a different way than in their288

centers. These differences are then propagated to the charge state ratios: the values in the non-equilibrium289

and equilibrium solution are shown in Figure 11; the non-equilibrium values for the fast wind indicate290

lower values for both the O5+/O6+ and O7+/O6+ ratios, suggesting that the wind is more concentrated in291

the dominant, He-like O6+ stage and did not have the chance of ionizing further. In the slow-wind we find292

ratios closer to 1, which means the departure from equilibrium are less pronounced, but still significant.293

In the streamer on the East we see increased ratios compared to the equilibrium solution. It is interesting294

to note that non-equilibrium effects are found also in closed-field structures, due to the combination of the295

presence of flows with lower plasma density.296

In the streamer belt, the charge state ratios and the average Fe charge state indicate higher ionization than297

in the solar wind, as expected from a plasma with temperature exceeding more than 2 MK. On the overall,298

Figures 9 and 11 indicate that speed-induced departures from ionization equilibrium are present both in299

closed and open field structures, though their values is larger in the latter. Departures from equilibrium in300

closed field structures have been predicted in the past, either as a result of siphon flows (e.g. Spadaro et301

al. (1990)) or nanoflares (Bradshaw et al. 2012). In both cases, the changes due either to speed-induced or302

nanoflare-induced variations in temperature were faster than the speed with which the plasma could adapt303

to the new temperature. Figures 9 and 11 indicate that such variations can be widespread in closed field304

structures, especially when the electron density is lower and thus at larger heights, although in the case of305

AWSoM departures from equilibrium are entirely due to the effect of speed.306

It is important to note that these departures occur well within the range of heights covered by past and307

current high-resolution spectrometers and narrow-band imaging instruments, and therefore may be expected308

to affect the analysis of spectral line intensities of the lines emitted by each of these ions. Usually, ionization309

equilibrium is assumed throughout the inner solar corona, but Shi et al. (2019) discussed the effects of wind-310

induced departures from equilibrium on coronal plasma diagnostics, concluding that these effects would311

lead to significant changes in the measured plasma elemental abundances. The key parameters in the corona,312

whose temperature ranges in the 1-3 MK, are the electron density and the speed. In most closed structures at313

low heights, the speed v is of the order of 10 km/s or less and the electron density ne densities are larger than314

107 cm−3. Assuming an isothermal loop around 105 km long at a temperature in the 1-3 MK range lying315

within the field of view that current EUV imaging instruments reach (that is, within ≈1.3 solar radii), these316

values correspond to values ne× t larger than 1011 cm−3s: according to Smith & Hughes (2010) such values317

imply that the plasma is likely to be close to equilibrium, especially for Fe which is the main contributor to318

the observed emission in the coronal channels of EUV imagers. However, in the presence of flows starting319

from the chromosphere and traveling into the corona, the e-folding time towards approaching equilibrium320

becomes temperature dependent, so that it is difficult to estimate departures from equilibrium a-priori, and321

how these will propagate into the emission observed by such instrument. Landi et al. (2012) carried out this322

calculation for the fast wind using the fast wind model from Cranmer et al. (2007), finding that with the323

exception of O, the departures from equilibrium of all elements were limited: this would suggest that narrow324

band imagers should be close to equilibrium. Still individual loops might host larger speeds in the transition325

region which could make these effects larger: in order to draw definitive conclusions, a full non-equilibrium326
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calculation of the solar spectrum is necessary. This work will be pursued in a future paper, where non-327

equilibrium ionization will be coupled to SWMF’s SPECTRUM module to calculate non-equilibrium line328

intensities.329

Another example is the difference in the predicted O5+ non-equilibrium/equilibrium abundance ratio in330

the core and in the leg of both the west and east streamers present in the model. Non-equilibrium effect lead331

to larger O5+ values in the leg than in the center, which translate in larger line intensities in the streamer332

legs than in the center. Raymond et al. (1997), reported brighter streamer legs than centers observed by333

the SOHO/UVCS instrument (Kohl et al. 1995) with the O5+ bright 1031.9 Å and 1037.6 Å lines: using334

the standard assumption of ionization equilibrium, they concluded that the oxygen element was depleted335

in the streamer center relative to the streamer legs. The present result suggest that such differences in336

O5+ line brightness may be in part due to departures from equilibrium. Specifically, the predicted higher337

O5+ abundance, once factored in, decreases the Oxygen elemental abundance required to account for the338

observed intensity. Assuming that the present streamer is a reasonable representation of the structure studied339

by Raymond et al. (1997), the present result indicate that the Oxygen elemental abundance is even more340

depleted in the corona than reported in Raymond et al. (1997); also, the difference between the leg and341

core is less pronounced. Still, Figure 11 reports non-equilibrium effects that are unlikely to account for the342

entire discrepancy found by Raymond et al. (1997); also, line of sight integration effects may even reduce343

the overall effect on measured intensities. Our results merely indicate that speed-induced non-equilibrium344

effects can influence the analysis of line intensities even in closed magnetic structures, and that future studies345

which couple the present implementation with SPECTRUM are necessary to thoroughly assess the impact346

of non-equilibrium on spectroscopic diagnostics.347

4.2. Individual wind flow lines348

In order to study the evolution of the solar wind along individual flow lines, we selected ten points on349

the solar surface where the plasma is likely to escape (that is, make it out to 5 solar radii) and followed350

the plasma’s path in time looking at how the charge states in the plasma parcel react to the changes in the351

ambient solar wind. The flow lines of the parcels are shown in Figure 13 and their characteristics are listed352

in Table 4.2, where we also include the distance and speed reached after 50,000 seconds of simulated real353

time. We selected these flow lines identifying footpoints where the magnetic field lines are open and we354

expect the plasma to depart from the solar body, and allow us to sample different physical situations: center355

and edges of both polar coronal holes including locations close to the helmet streamer or the open-closed356

boundary, as well as low-latitude regions close to the current sheet. We looked to the evolution with distance357

of the ratio of the carbon (C4+ - C6+) and oxygen (O5+ - O7+) charge states to their frozen-in value.358

The velocity, density, and temperature profiles along the path for flow lines #1 to #9 are shown in Fig-359

ure 14. #10 did not travel beyond 1.022 solar radii even after 80, 000 s and thus it is not shown there. As360

seen, #1 and #5 are much slower parcels than the average, they originate from close to the ecliptic plane,361

while #8 and #9 are the fastest ones, both from the southern coronal hole. #10, the slowest parcel originates362

from the southern coronal hole boundary: with the exception of #1 and #10 all parcels traveled beyond 3363

solar radii. #1 reached a (presumably) frozen-in state already about 1.4 solar radii already.364

Figure 15 shows the ratio between the charge state values and their frozen-in value along each flow line:365

results of the fast-wind coronal holes centers are qualitatively similar to those obtained in 1D by Landi et366

al. (2012)[][Figure 7.] using the fast wind from the coronal hole model of Cranmer et al. (2007). Plasma367

traveling along flow lines corresponding to open magnetic field freeze-in below three solar radii, although368

the precise height changes from ion to ion and flow line to flow line, with #1 freezing in already at 1.5369
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solar radii despite coming from a low-latitude source region. Note, that #1 does not reach beyond the370

height 1.54 RS , spending all 50,000 seconds in higher density plasma than #5, whose speed magnitude is371

comparable, but seemingly more radially oriented, reaching about 3 RS during the same time period. What372

is unforeseen based on results shown by Landi et al. (2012), is that along certain flow lines (#2,#3, #6 are373

from the edge of coronal holes, and #5 is low-latitude not related to coronal-hole open field) the ionization374

history passes the frozen-in value, and then resumes evolving back later. On the contrary, plasma properties375

from coronal hole centers evolve in a smoother manner and so the ionization states relax in a monotonic376

manner to the final, frozen-in values, unlike in the above mentioned examples.377

Flow line #6 is the line showing oscillation-like behavior, with the charge state ratios changing in a manner378

reminiscent of numerical instability. However, such a variability is due to a different cause, namely the379

plasma parcel is traveling along a helmet streamer boundary as seen in Figure 16, and the close proximity380

of the higher density plasma affects the sensitive charge state calculation. The SWMF uses the Block381

Adaptive Tree Solarwind Roe Upwind Scheme (BATS-R-US, Powell et al. 1999), in which we use a second382

order scheme for this simulation. Due to the finite grid resolution, the second order scheme occasionally383

samples from the high density streamer right next to the flowline resulting in the perceived oscillations. It384

is expected that at higher resolution such behavior would be greatly decreased, and confined to an even385

narrower range of location close to the real streamer boundary.386

387388

5. COMPARISON WITH OBSERVATIONS389

We compare charge state distributions and charge state ratios for multiple ions to what it was observed390

along the paths of Ulysses spacecraft during the 20070215UT00:00:00 and 20080115UT00:00:00 time391

period, and of the ACE spacecraft during the time span of CR 2063: 2007-11-04UT09:59:00 to 2007-12-392

04UT09:59:00. While ACE was observing in the ecliptic plane for the whole duration of CR 2063, Ulysses393

was undergoing its third polar pass, which however lasted for an entire year so the boundary condition based394

on the radial magnetic field of CR 2063 only captures a small part of Ulysses’ third pass. Still, a comparison395

between the data collected during the entire Ulysses pass and CR 2063 predictions along the Ulysses path396

can provide a meaningful assessment of the model performance, because this CR was extremely quiet, and397

during it there were only two days affected by CME events (2007-11-19UT23:00 and 2007-11-20UT12:00)398

according to the Richardson-Cane CME list (Cane & Richardson 2003; Richardson & Cane 2010) available399

online at http://www.srl.caltech.edu/ACE/ASC/DATA/level3/icmetable2.htm. Thus, CR 2063 can be taken400

as a proxy for the year-long Ulysses pass, which occurred during solar minimum.401

Level 2 ACE/SWICS data was provided by the ACE Science Center1 while the Ulysses/SWICS data402

was obtained from the ESA-NASA Ulysses final archive at http://ufa.esac.esa.int/ufa/#data. Since the two403

CME-affected days alone do not cause any significant bias in the distribution we did not exclude them from404

the comparison with ACE.405

5.1. Comparison with Ulysses measurements during the third solar pass406

We compared the AWSoM predictions along Ulysses’ entire third polar pass, which covered almost the407

entire range of latitudes between the south and north poles. This comparison allows us to assess AWSoM408

predictions outside the ecliptic, and is particularly important for the measurements that Solar Orbiter will409

take in the future.410

1 http://www.srl.caltech.edu/ACE/ASC/level2/lvl2DATA SWICS 2.0.html
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ID Footpoint R
[Rs]

v
[km/s]

Characteristics

#1 (−3.632E−1,−9.438E−1,−1.325E−1) 1.5315 22.8379 low-latitude, close
to current sheet

#2 (−2.011E−1,−3.980E−1, 9.174E−1) 7.84469 303.79 edge of N coronal
hole

#3 (−2.230E−2,−4.454E−1, 9.174E−1) 5.20304 194.097 edge of N-coronal
hole

#4 (−4.000E − 3,−4.940E − 2,−1.019) 17.8323 496.931 center of S coronal
hole

#5 ( 5.085E − 2,−1.015,−8.880E − 2) 2.99487 77.3872 low-latitude, close
to current sheet

#6 (−6.670E − 2, 3.820E − 1, 9.434E − 1) 8.91134 243.012 edge of N coronal
hole, close to hel-
met streamer

#7 ( 1.715E − 1, 2.137E − 1, 9.825E − 1) 17.556 444.955 edge of N coronal
hole

#8 (−6.700E − 3,−3.220E − 2, 1.020) 24.1064 553.316 center of N coronal
hole

#9 (−7.880E−2, 3.460E−1,−9.563E−1) 22.5754 672.706 edge of S coronal
hole

#10 (−1.780E−1, 4.420E−1,−9.017E−1) 1.02175 0.951 open-closed
boundary of S
coronal hole

Table 4.1. Table shows the studied plasma parcels’ information. From left to right: footpoint location in HGR
coordinates, distance and speed at t=50,000 s simulated real time, and global characteristics.

However, Ulysses completed its third polar pass between 2007 February 15 and 2008 January 15: this411

time period exceeds the boundaries of our simulation, which only include CR 2063, which roughly cor-412

responds only to the month of November 2007. As the magnetic boundary we used for this CR changed413

significantly during the rest of the year, the comparison between the present results to the Ulysses measure-414

ment is not consistent, in the sense that only a small part of the Ulysses data sets was effectively observed415

during CR 2063. Still, since the Ulysses pass took place during the depth of the very weak minimum of416

solar cycle 23, the configuration of the Sun was evolving slowly so that a comparison is still qualitatively417

meaningful, as the solar structures predicted by AWSoM are qualitatively similar to those which took place418

during the year of the Ulysses pass.419

Figure 17 shows the comparison between the predicted and measured C6+/C5+, O7+/O6+ and average420

charge state of Fe, computed from Fe6+ to Fe16+, for all latitudes sampled by Ulysses during its polar pass.421

Predicted values are taken from the trajectory that Ulysses followed.422

Figure 17 shows that the variability and higher charge state distribution of the slow wind is captured at the423

right near-equatorial latitudes, confirming that the overall structure of the Sun was not very variable, and424

that AWSoM is capable of accounting for the short term changes between faster and slower wind streams425
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occurring around the streamer belt. As far as the absolute values of the charge state ratios of C and O, they426

are correctly reproduced: given the relatively low spatial resolution which memory limitation impose on427

global models, the small-scale details are lost, but the solar wind ratios are in the correct range, indicating428

that overall the predictions of the model are accurate. The average charge of iron is overestimated at the429

poles, more on the north pole than on the south pole. Still, the value of the discrepancy is limited.430

For the same time period Oran et al. (2015) predicted lower charge state distribution than observed: their431

resulted prompted Landi & Lepri (2015) to evaluate the effect of photoionization finding that it could be432

significant but not enough to account for the discrepancy. This was due to the fact that during the minimum433

of solar cycle 23 the X-ray and photoionizing flux from the solar corona was too low to enhance the overall434

ionization; in fact, in the present model has been able to reproduce the observed charge states even without435

the inclusion of this additional process.436

At the north pole the predicted charge states are overestimated. This may be due to some improvement437

needed by the model in treating the north pole, as during CR 2063 Ulysses was sampling the latitude range438

57.62◦-70.75◦ so that the predictions should be most accurate (this period is marked by vertical lines in439

Figure 17, with an about 6-day extra margin to cover the time plasma travels to the approximately 1.6-440

1.7 AU distance). It is worth noting that magnetic field signatures at high latitudes are very weak, resulting441

in uncertain measurements which lead to imperfect boundary conditions for the solar coronal model: these442

uncertainties might contribute to these discrepancies.443

5.2. Comparison with ACE measurement at the ecliptic444

The comparison with ACE measurements provides a more direct assessment of the predictive capability445

of the model, as it is representing data corresponding to the exact time period of boundary condition of446

the simulation, namely CR 2063, although such assessment is limited considering that it focuses AWSoM447

predictions in the ecliptic plane only. The results are shown in Figure 18, where select measured charge state448

ratios are compared with AWSoM prediction as a function of time. Synthetic data is sampled once every449

1800 seconds, while ACE data was sampled once about every 7200 seconds. In case of the comparison of450

the Ulysses passing’s time period, the ACE data is represented by one data point per day. We focused on the451

C6+/C4+, C6+/C5+, O7+/O6+, Mg10+/Mg9+, Fe11+/Fe10+ charge state ratios, and on the average Fe charge.452

The average Fe charge was computed including all charge states from Fe6+ to Fe20+, as the others had too453

few counts in the available data set to be considered reliable.454

There are two main things to notice from these results. First, all predicted charge states are in the same455

range as observed by ACE. This is very encouraging as it indicates that the evolution of the solar wind456

is correctly captured by AWSoM also in the ecliptic plane, where the solar wind coming from coronal457

hole edges is modeled. Second, the simulation seems to be even able to predict, with a few days’ delay,458

the decrease in the carbon, oxygen and magnesium charge state ratios occurring at around November 22,459

meaning that a large scale structure corresponding to the faster wind stream seen by OMNI in Figure 4460

at around November 20-25 produces compositional signatures which AWSoM can successfully capture.461

Interestingly, the lower carbon, oxygen and magnesium charge state ratios do not correspond to lower462

charge states for iron. AWSoM actually predicts an increase in those values, while the observations seem to463

suggest a steady value: although AWSoM seems to overestimate the iron ionization status, it is nevertheless464

capable of capturing the different behavior between these elements.465

Since the resolution of global models is not large enough to enable a direct comparison between individual466

wind streams, we compared the distribution of predicted charge state ratios with observed ones. The direct467

comparison for CR 2063 is shown in Figures 19 and 20 for the C4+/C6+, C5+/C6+, O5+/O6+, and O7+/O6+
468
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charge state ratios. AWSoM predictions are in the same range as the observations, although they tend to469

be clustered more sharply around some values than the observations suggest. There is one exception: the470

O5+/O6+ ratio, which is predicted to be one order of magnitude lower than observed. As noted by Landi471

et al. (2012), the large ionization rates from O5+ to O6+ cause this ratio to freeze at larger heights than the472

other oxygen ions, and mimic ionization equilibrium until the plasma freeze-in, so that this ratio is expected473

to have values resembling the solar corona in the 1-3 MK temperature range, which are predicted to be474

≈ 2 − 4 × 10−3 consistently with AWSoM results. On the contrary, ACE observations are more typical475

of colder plasmas, at altitudes far below the oxygen freeze-in height. This discrepancy, however, may be476

due to another process recently discovered by Rivera et al. (2020) to increase the He1+/He2+ ratio orders of477

magnitude from the expected value, namely recombination induced by wind particles colliding with neutral478

Hydrogen and Helium out-gassed from circum-solar dust. The large O6+-H charge exchange rates and the479

relative abundance of O6+ make this process a promising candidate: work is in progress to study whether480

this process is responsible for this behavior (Rivera et al. 2021, in preparation).481

The question, however, is why is only O5+ affected by charge exchange and not O6+,7+, or the carbon482

ionization stages. The reason may be that oxygen is a peculiar element because it is mostly concentrated in483

the He-like O6+ stage, and the abundances of O5+ and O7+ are much lower. This means that small amounts484

of O6+ recombining into O5+ by charge exchange can enhance the abundance of the latter element by a large485

factor, without changing significantly the overall abundance of O6+. In the same way, charge exchange can486

significantly decrease O7+, without altering O6+. However, these trends in O5+,7+ are directly counteracted487

by photo-ionization (also not taken into account by the current implementation). It is possible that our488

neglect photo-ionization is behind our underestimate of the O7+/O6+ ratio because for O7+ photo-ionization489

is more important than charge exchange due to the very large abundance of O6+. On the other side, photo-490

ionization is not enough to counterbalance the charge-exchange contribution to O5+, again because of the491

large abundance of O6+ causes charge-exchange to dominate. For carbon, charge-exchange and photo-492

ionization may be balancing each other because this element is not dominated by a single charge state like493

oxygen, and the major charge states (C4+ to C6+ have comparable abundances, and Landi & Lepri (2015)494

showed that photoionization is less important for carbon than for oxygen. However, a detailed calculation495

is necessary to confirm or improve this scenario, which we defer to a future paper.496

Distributions of carbon and oxygen charge state ratios (C4+/C6+, C5+/C6+, O7+/O6+) and the average497

charge state of oxygen (calculated using charge states from 5+ to 8+) have also been compared to the dis-498

tribution of the measurements taken by ACE for an entire year. The comparison is shown in Figures 21 and499

22, and shows that AWSoM is capable of reproducing the range of values under all conditions during an500

entire year. Oxygen is under-ionized, with the highest peak of the predicted distribution indicating a ratio a501

factor 2 or less than observed. This difference can be ascribed to our model having neglected photoioniza-502

tion: Landi & Lepri (2015) showed that in 2007 photoionization was able to increase the predicted O7+/O6+
503

by around 1.3-1.8 (see their Figure 3) for typical ionizing fluxes observed at the ecliptic by TIMED/SEE.504

It is worth noting that such a photoionizing flux is expected to be lower for the wind observed by Ulysses505

(see Section5.1) and the portion of the solar disk affecting high-latitude wind will be dominated by polar506

coronal holes, whose EUV and X-ray flux is significantly lower than the quiet Sun values affecting the wind507

observed in the ecliptic plane.508

6. SUMMARY509

We described the implementation of non-equilibrium charge state ionization in AWSoM, which allows to510

determine the non-equilibrium ionization distribution everywhere in the SC/IH computational domains of511
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the SWMF, combining CHIANTI ionization and recombination rate coefficients with AWSoM’s predicted512

plasma electron temperature, density and speed in every cell. We carried out a simulation for CR 2063,513

during the minimum of solar cycle 23, extending the results to 1 AU, and compare them with in-situ mea-514

surements of charge state composition from the SWICS instrument on both the ACE and Ulysses spacecraft.515

We directly compared ACE measurements for CR 2063, and the data for the entire Ulysses third polar pass,516

even though it extended beyond the CR we modeled. Predicted charge state distribution compared favor-517

ably with observations demonstrating the accuracy of both the implementation and of the AWSoM model’s518

predictions. Charge state calculations in the 3D solar wind model are very useful to study the evolution of519

the solar wind plasma in regions inaccessible to both remote sensing and in-situ observations, where the520

heating and acceleration mechanisms are still active.521

During the comparison with observations, we discovered that solar circum-stellar dust might play a role522

in altering the charge state composition of oxygen (Rivera et al. 2021, in preparation). The agreement523

with observations improves on the results obtained with previous versions of the code providing agreement524

with in-situ measurements, while earlier comparison showed too low predicted charge states, indicating525

improvements in the AWSoM’s model performance. Also, this new update to the AWSoM model provides526

an excellent tool to predict solar wind conditions anywhere in the heliosphere, where retired, future or527

current (Parker Solar Probe, Solar Orbiter, etc.) spacecraft are (or were) located. Overall, the reported528

discrepancies in charge state composition are similar to other non-equilibrium ionization modeling efforts,529

such as Oran et al. (2015), where the suprathermal electron population was used, or Shen et al. (2017)530

where the validation was not directly by comparing with in-situ measurements, but by deriving the synthetic531

emission from the region of interest and compare with UVCS observations.532

Future development steps will be the inclusion of photoionization in the equation for ionization and re-533

combination, whose effects were small for the CR analyzed in the present work, but are expected to be534

more significant during solar maximum. Also, the coupling of the present non-equilibrium charge states535

with he post-processing tool SPECTRUM will allow the prediction of non-equilibrium line intensities: non-536

equilibrium effects are expected to be important while studying the emission of coronal holes and other537

plasmas (Shi et al. 2019). Also Landi et al. (2012) showed that wind-induced departures from ionization538

equilibrium can affect radiative losses in the innermost solar atmosphere. As the AWSOM model incor-539

porates radiative loss calculations, and these departures are significant in the transition region, it would be540

beneficial to conduct a study how the induced radiative loss changes the energy deposition at a global level.541
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Figure 1. Synthetic narrowband images (top row) compared to observations (bottom row) for CR 2063. Observations
were taken by STEREO-B spacecraft’s SECCHI/EUVI imager. Channels from left to right correspond to wavelengths:
171, 195, 284 Å. Observations correspond to about 2007-11-04UT09:01:00-06:30. Details in Section 3.



Figure 2. Synthetic narrowband images (top row) compared to observations (bottom row) for CR 2063. Observa-
tions were taken by SOHO/EIT imager. Channels from left to right correspond to wavelengths: 171, 195, 284 Å.
Observations correspond to about 2007-11-04UT07:00:00-10:24:00. Details in Section 3.



Figure 3. Synthetic narrowband images (top row) compared to observations (bottom row) for CR 2063. Observations
were taken by STEREO-A spacecraft’s SECCHI/EUVI imager. Channels from left to right correspond to wavelengths:
171, 195, 284 Å. Observations correspond to about 2007-11-04UT09:01:00-06:30. Details in Section 3.



Figure 4. Top to bottom: simulation plasma speed, temperature, density and magnetic field compared for CR 2063 to
measurements taken by (from left to right, in the order of their relative position of the time period) STEREO-B, Wind
(OMNI data), and STEREO-A spacecraft. Observed data is shown in red and synthetic data in black. See discussion
in Section 3.



Figure 5. Left to right: density, electron temperature and velocity solution in the low corona as seen from Earth on
November 4, 2007. The field of view is 6 solar radii. The solar body is represented with the white full circle in the
center. The current sheet is tilted with respect to the ecliptic plane. The solar activity was quiet this period. There is
also an asymmetry between the North and Southern poles: the plasma is warmer, denser and slower above the North
pole than above the South pole.



Figure 6. Nitrogen (N5+ / N6+ (top, left), N6+ / N7+ (top, right)) and neon (Ne6+ / Ne7+ (bottom, left), Ne7+

/ Ne8+ (bottom, right)) charge state ratios solutions are shown in the same meridional plane as in Figure 5. Black
magnetic field lines around the solar body (white) show the tilted current sheet and magnetic poles. Differences occur
not only between closed and open field regions, but the asymmetry observed in plasma conditions at the poles is
strongly reflected in the resulting charge state compositions.



Figure 7. Silicon (Si7+ / Si8+ (top, left), Si8+ / Si9+ (top, right)) and sulphur (S9+ / S10+ (bottom, left), S11+ /
S10+ (bottom, right)) charge state ratios solutions are shown in the same meridional plane as in Figures 5, 6.



Figure 8. Carbon (C4+ / C6+ (top),C5+ / C6+ (bottom)) charge state ratios of non-equilibrium (left) and equilibrium
(right) solutions are shown in the same meridional plane as in Figures 5, 6. The departure from equilibrium ratios is
more prevalent in the open field regions, having an overall lower ionization in most parts of the cut-plane.



Figure 9. Carbon ionization solutions relative to the equilibrium solution (non-equilibrium/equilibrium) are shown in
the same meridional plane as in Figures 5, 6.



Figure 10. Oxygen (O5+ / O6+ (top), O7+ / O6+ (bottom)) charge state ratios of non-equilibrium (left) and equilib-
rium (right) solutions are shown in the same meridional plane as in Figures 5, 6. The charge state ratios again show
departure from equilibrium resulting in a less ionized plasma.



Figure 11. Oxygen ionization solutions relative to the equilibrium solution (non-equilibrium/equilibrium) are shown
in the same meridional plane as in Figures 5, 6.



Figure 12. Iron (Fe11+ / Fe10+ (top)) charge state ratios and weighted average of iron charge states (bottom) are
shown in the same meridional plane as in Figures 5, 6, solutions of non-equilibrium (left) and equilibrium (right)
ionization.



Figure 13. Radial magnetic field component is colored on the 1 Rs sphere of the solar surface, and #1-10 flowlines
of plasma parcels are indicate the path the parcels travel during the simulation. The field of view is 4 solar radii. The
enumerated field lines’ footpoint on the solar surface correspond to the starting point of the plasma parcel’s history
followed as shown in Figures 14, 15, with the exception of field line #10, which corresponding plasma parcel did not
depart from the solar surface beyond 1.022 solar radii even within 80,000 seconds of simulated real time. We show
the Southern (left), Northern (middle) poles and the East (right) side of the solar sphere to show the footpoints of the
plasma parcels followed.

#1 #2 #3

#4 #5 #6

#7 #8 #9

Figure 14. Density (black), velocity (magenta), temperature (blue) profiles versus the height from the solar surface
(in the simulation setup 50, 000 K) of the plasma as traveling during the time accurate simulation of 50, 000 s. Note,
that the different paths correspond to different times the plasma spends at different regions of the density/temperature
distribution. The starting points of these simulations correspond to the field lines footpoint shown in Figure 13 in an
increasing order from left to right and top to bottom, with the exception of #10, see explanation above.
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Figure 15. Oxygen and carbon ion charge state compared to the final, frozen-in value is shown for the plasma parcels
traveling along paths #1-#9 shown in Figure 13. The difference observed in the different freezing-in locations are due
to the difference of temperature, density, and velocity distribution along the path, shown in Figure 14. Carbon ions are
plotted with solid, oxygen ions with dashed lines.



Figure 16. Fieldline corresponding to footpoint #6 is marked with magenta color, and neighboring magnetic fieldlines
are plotted in black, the solar body is colored respective to the radial magnetic field. Parcel #6 travels along the
boundary of a helmet streamer which explains the unusual fluctuations seen in the corresponding image of Figure 15.
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Figure 17. Carbon (C6+ / C5+) and oxygen (O7+ / O6+) charge state ratios and weighted average of iron charge state
(Fe6+ - Fe16+) as a function of latitude is shown. Observations are taken by SWICS/Ulysses (black) and synthetic
results are using simulation with magnetogram of CR 2063 as boundary condition (green). Vertical blue lines show
the edges of passing during CR 2063.
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Figure 18. Carbon, oxygen, iron and magnesium charge state ratios and iron average charge state are compared
between ACE data (black) and model output (green)for the same time period of CR 2063.
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Figure 19. Carbon charge state ratio distribution is compared between ACE data (black) and model output (green) for
the same time period of CR 2063.
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Figure 20. Oxygen charge state ratio distribution is compared between ACE data (black) and model output (green)
for the same time period of CR 2063.
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Figure 21. Carbon charge state ratio distributions are compared to ACE data (black) as simulated (green) for a year,
using the magnetic background of CR 2063.
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Figure 22. Oxygen charge state ratio and average oxygen charge states (between O5+ and O8+) distributions are
compared to ACE data (black) as simulated (green) for a year, using the magnetic background of CR 2063.
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