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Abstract

The rupture process of earthquakes at intermediate depth (770-300 km) have been rarely illuminated by a joint analysis
of geodetic and seismic observations, hindering our understanding on their dynamic rupture mechanisms. Here we present
detailed rupture process of the 2019 My8.0 Peru earthquake at the depth of 122 km with a holistic approach reconciling
InSAR and broadband seismological waveform data. The joint inversion of InSAR observations and teleseismic body waves
results in a finite rupture model that extends "200 km along strike, with unilateral rupture towards north that lasted for “60
s. There are four major asperities in the finite fault model which are well corresponding to position and timing of the sources
in back-projection (BP) and multiple points source (MPS) results. The largest asperity, which occurred “40 s after the rupture
initiation, was featured with longer and smoother risetime, and radiated much weaker high-frequency seismic waves compared
to other smaller asperities. This distinct frequency-dependent rupture requires a strong dynamic weakening mechanism, likely
thermal pressurization of pore free water rather than thermal runaway. Our frequency content analysis could be generalized to
study other earthquakes including those deeper than 300 km.
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Key Points:

e The rupture process of the 2019 M, Peru earthquake occurred at 122km
depth is imaged by teleseismic and InSAR observations.

e The largest asperity radiated much weaker high-frequency seismic waves
compared to other smaller asperities.

e Thermal pressurization of pore free water rather than thermal runaway
likely explains the distinct frequency-dependent rupture.

Abstract

The rupture process of earthquakes at intermediate-depth (~70-300 km) have
been rarely illuminated by a joint analysis of geodetic and seismic observations,
hindering our understanding on their dynamic rupture mechanisms. Here we
present detailed rupture process of the 2019 M, 8.0 Peru earthquake at the
depth of 122 km with a holistic approach reconciling InSAR and broadband
seismological waveform data. The joint inversion of InSAR observations and
teleseismic body waves results in a finite rupture model that extends ~200 km
along strike, with unilateral rupture towards north that lasted for ~60 s. There
are four major asperities in the finite fault model which are well corresponding to
position and timing of the sources in back-projection (BP) and multiple points
source (MPS) results. The largest asperity, which occurred ~40 s after the
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rupture initiation, was featured with longer and smoother risetime, and radiated
much weaker high-frequency seismic waves compared to other smaller asperities.
This distinct frequency-dependent rupture requires a strong dynamic weakening
mechanism, likely thermal pressurization of pore free water rather than thermal
runaway. Our frequency content analysis could be generalized to study other
earthquakes including those deeper than 300 km.

1 Introduction

The mechanism of the intermediate-depth (~70-300 km) earthquakes that oc-
cur within the subducted oceanic lithosphere is one of the most puzzling issues
in seismology as brittle dislocation should be forbidden in such high confined
pressure. The explanation for the mechanism has over the years been sought
using various approaches, for example, stress drop analysis (e.g. (Germéan A.
Prieto et al., 2013), source time functions (e.g. Houston et al., 1998), seismicity
and aftershock distributions (e.g. Germén A Prieto et al., 2012), finite rup-
ture process analysis (e.g. Melgar et al., 2018), rock experiments (e.g. Jung
et al., 2004; Okazaki and Hirth, 2016), geological and mineral analysis (e.g.
Brudzinski et al., 2007; John and Schenk, 2006; Kirby et al., 1996). The stud-
ies have settled on two most possible hypotheses: dehydration embrittlement
(e.g. Green and Houston, 1995; Hacker et al., 2003) and thermal runaway (e.g.
John et al., 2009; Kelemen and Hirth, 2007). According to the dehydration em-
brittlement hypothesis, hydrous minerals in the subducted oceanic lithosphere,
principally serpentine, release water into the pore space in the surrounding
rocks at intermediate depths. This process increases the pore fluid pressure,
facilitating frictional sliding, and consequently triggering earthquakes. Under
this mechanism, the thermal pressurization of pore fluid, that is fault friction
causes the fluids within the fault shear zone to heat up and expand, could
play an important role during the dynamic rupture process. Although thermal
pressurization has been proposed to explain rupture and stress evolution of shal-
low earthquakes (e.g. Sibson, 1973; Rice, 2006), it has not yet been reported
in intermediate-depth earthquake observations. In comparison, according to
the thermal runaway hypothesis, positive feedback between shear heating and
temperature-dependent rock softening possibly results in partial rock melting
which triggers earthquakes. Both hypotheses have supports from laboratory ex-
periments and natural earthquakes, making the dynamic rupture mechanism of
intermediate-depth earthquake still under debate.

One of the most commonly adopted ways to understanding the mechanisms
of earthquakes is to analyse earthquake ruptures using seismic observations,
as such approach can directly constrain earthquake source parameters. This
approach includes finite fault modelling (FFM) (e.g. Wei et al., 2015; Wei et
al., 2013), multiple point source inversions (MPS) (e.g. Chen et al., 2014; Shi
et al., 2018), and the more recently developed back-projection (BP) methods
(e.g. Zeng et al., 2020; Meng et al., 2012). Geodetic measurements, on the
other hand, are complementary with seismic data in determining the source
location and fault geometry when applying joint FFM inversions (e.g. Avouac



et al., 2015; Wang et al., 2018; Wei et al., 2011). However, to date, to the
best of our knowledge, only three intermediate-depth events: the Kash M, 7.7
earthquake (Barnhart et al., 2014), the Tarapaca M, 7.8 earthquake (Peyrat
et al., 2006), and the Tehuantepec M, 8.2 earthquake (Melgar et al., 2018),
have been studied by combining geodetic and seismological inversions. None
of the studies has applied all these methods holistically (i.e., joint inversion of
seismological and geodetic data together with BP and MPS) to cover broader
range of source spectrum, although such a holistic approach has been clearly
demonstrated to reveal greater rupture details in studying shallow earthquakes
(e.g. Avouac et al., 2015). The lacuna of holistic studies is not surprising, given
that large intermediate-depth events are rarer inland, and the magnitude of
the earthquakes have to be sufficiently large (e.g. > M, 7.5) to be recorded
by geodetic data. The May 26, 2019 M 8.0 Peru earthquake was such a rare
event, and was additionally well captured in satellite images, providing a unique
opportunity to jointly analyse the seismological and geodetic observations to
reveal its rupture process.

The 2019 M,,8.0 Peru earthquake occurred at an intermediate depth of 122 km
(National Earthquake Information Centre, NEIC) within the Nazca plate, which
is subducting beneath the South American plate at a velocity of ~58 mm/yr
(Kreemer et al., 2014) (Figure la). Global Centroid Moment Tensor (GCMT)
reported a pure normal faulting solution on a moderately-dipping (~50°) fault
oriented nearly N-S (Ekstrom et al., 2012). Based on the Slab1.0 model (Hayes
et al., 2012), the earthquake was located near the eastern edge of the flat portion
of the Nazca plate (Figure 1a). This massive quake generated large-scale surface
deformation, mostly inland, that was clearly captured by Sentinel-1 Synthetic
Aperture Radar (SAR) interferograms (Figure 1b). The accurate geodetic mea-
surements, along with broadband seismological observations, allow us to well
constrain the ground-truth location of the earthquake, fault geometry and rup-
ture process of the earthquake, making it an unprecedented case to further
understand the mechanism of intermediate-depth earthquake.

The rupture process of the 2019 M 8.0 Peru earthquake was already reported
by a few studies. Ye et al. (2020) used finite fault inversion of teleseismic body
waves to reveal a rupture speed of ~3.0 km/s and pointed out the anomalously
low aftershock productivity. Liu and Yao (2020) studied the earthquake rupture
with teleseismic finite fault inversion and back-projection of high frequency array
waveforms. They found that the high frequency and lower frequency sources
are highly consistent in strength, location and timing. More recently, Hu et
al. (2021) also adopted back-projection and finite fault inversion with flexible
fault geometry to study the rupture process of the earthquake. Their result
shows a much smoother slip model than the other studies. They explained this
discrepancy with higher degrees of freedom and stronger smoothing parameter
in their inversion. In this study, we incorporate InSAR observations along with
a set of seismological approaches, including BP, MPS inversion, FFM inversion
and high frequency envelope analysis, to cover a wider range of source spectrum
that has not yet been fully investigated.



Here, we first present our BP result from the North America array, followed by
our InSAR measurements and geodetic-only slip inversion. The rupture direc-
tivity derived from BP and the geodetic slip model allow us to discriminate the
fault geometry from two nodal planes. Then we present the FFM result derived
from the joint inversion of teleseismic body waves and InSAR measurements, fol-
lowed by verification from MPS analysis. We find that the discrepancies between
the BP and FFM results are supported by high frequency envelope analysis and
can be well explained by the risetime duration contrast between the largest and
smaller asperities. Lastly, we discuss the implications of this finding for the
thermal pressurization mechanism of intermediate-depth earthquakes.
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Figure 1. Overview of the study region and coseismic interferograms produced
by Sentinel-1 SAR images. (a) The map shows the subduction of the Nazca
plate beneath the northern part of the South American plate. The sea floor is
coloured by its age (Muller et al., 2008), and the blue contours show the depth
of the interface of Slabl.0 model (Hayes et al., 2012). The blue triangle in inset



represents the SSPA seismological station of the North American array, whose
seismograms are analysed later. The plate boundaries are shown as bold black
lines. The beach balls represent moment tensor solutions for M, >6 events
from GCMT project (Ekstrom et al., 2012), and the coloured dots represent
M>4.5 events from the U.S. Geological Survey (USGS), both shaded by their
depths. The GCMT solution of the Peru M, 8.0 event is indicated by the red
beach ball connecting to the USGS-determined epicentre (red dot). The event
used in MPS path calibration is highlighted by a small red square. The red
triangles represent volcanos (Global Volcanism Program, 2013). Note the lack
of volcanos between 3° S and 15° S. The black frame indicates the area shown
in (b). (b) Coseismic interferograms by Sentinel-1 images in track DT69 and
DT171. Each fringe represents 2.8 cm of surface deformation along the radar’s
line-of-sight direction, and phase increasing indicates that the motion is away
from the satellites. (¢ and d) The panels show the depth profiles along A-A’
and B-B’ in (a), along with seismicity (green dots), Slabl (Hayes et al., 2012)
and Slab2 (Hayes et al., 2018) models (orange and gray lines, respectively).

2. Data, method and results
2.1 Back-projection
2.1.1 Data and method

We adopt the MUSIC back-projection method (Zeng et al., 2019; Meng et al.,
2012) to image the kinematic rupture process of the Peru earthquake by us-
ing the North America array P-wave data (Figure Sla). This technique back-
propagates the waveforms to the source region to trace the sources of the co-
herent high-frequency energy in frequency-domain. For the beginning part of
the rupture, the theoretical travel-time that calculated from 1D global velocity
models (e.g., PREM) is usually calibrated by aligning the first several seconds
of observed P waves (Ishii et al., 2005). However, due to the complicated 3D
source-side velocity structure, this calibration may not work well for rupture area
that is far away from the epicentre. Additional calibration should be applied to
correct this travel time error. We select three smaller intermediate-depth events
(2012/11/28, Mw5.6; 2017/01/02, Mw5.9 and 2019/05/29, Mb 4.8) to the north
of the mainshock epicentre and conduct BP using the travel time calibration
from the mainshock hypocentre. The results show that high frequency sources
are offset from the epicentres by ~20 km (Figure S1b-d), suggesting that addi-
tional calibrations should be and could be derived from events closer to the later
part of the mainshock rupture. Here, we apply an interpolation algorithm to the
travel time corrections from the mainshock and the three smaller events to cal-
ibrate the source-side 3D velocity structure (see supplement material for more
details, also see Zeng and Wei (2019)). These calibrations are used to update the
travel-time table in the back-projection of teleseismic P waves recorded at the
North American array (Figure Sla) to image rupture process of the mainshock.

2.1.2 Results

With path calibration from three smaller earthquakes (Figure S1 and supple-



ment text), the mainshock BP result from the North American array is displayed
in Figure 2 as the spatial and temporal evolution of the High Frequency (HF)
radiators, which can be clearly clustered into four groups (H1-H4 in Figure 2).
We can observe a clear lineation of these groups that shows the rupture lasted
~60 s and propagated unilaterally northward ~170 km. Beyond the initial 60 s,
the BP signals are much weaker, probably the artefacts of depth phases (Figure
S1). This lineation is highly consistent with the strikes of the nodal planes in
the focal mechanism (353° and 166°). The smooth linear relationship between
the timing and location of these HF clusters reveals a near-constant rupture
speed of ~3.0 km/s. Strong HF energy is radiated by ruptures near the epi-
centre (H1), 40 - 80 km (H2) and 140 - 160 km away (H4) from the epicentre
(Figure 2). The power of high frequency energy of the BP result is shown in
Figure 3a (red lines), where the highlighted peaks (H1-H4) are corresponding
to the map view of the clusters. Note the much weaker amplitude of H3, which
will be interpreted and discussed later.
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Figure 2. Map view of the preferred rupture kinematic models. The fault
slips are derived from the joint FFM inversion. The BP’s HF radiators are
indicated by the colored circles, with their size proportional to the amplitude
of the BP power. The red beachballs (1-4) represent the four major subevents
derived from MPS inversion. The inset shows the spatial temporal relationship
of the BP result in four clusters numbered by their distance from the epicentre
(H1-H4), with an estimated rupture speed of 3.0 km/s.

2.2 InSAR data processing and static slip model inversion
2.2.1 Data and method

To obtain the geodetic observations for the earthquake, We collect multi-frame
Sentinel-1 SAR images from six tracks to ensure the complete coverage of the
deforming area of the 2019 Peru earthquake as possible (Figure S2). These im-
ages are processed using the burst-based processing chain implemented in the
Sentinel-1 Interferometry Processor (http://sarimggeodesy.github.io/software)
(Jiang et al., 2017). The Digital Elevation Model (DEM) from Shuttle Radar To-
pography Mission (SRTM) is used for co-registration and for topography phase
removal. The interferogram of each burst is multi-looked at first and then mo-
saicked into one ~250-kilometer wide interferogram with multi frames along the
same track. The phase discontinuity between adjacent bursts is estimated from
burst-overlap interferometry and satellite parameters, and is corrected before
mosaicking (Yague-Martinez et al., 2016). Because smooth coseismic deforma-
tion signal is expected, large multi-looking factors are applied as 10 pixels in
azimuth and 40 pixels in range. Then the mosaicked interferograms are fil-
tered using the Goldstein method to further improve the signal-to-noise ratio
(SNR) (Goldstein and Werner, 1998). All interferograms are unwrapped by
the Statistical-cost, Network-flow Algorithm for Phase Unwrapping (SNAPHU)
(Chen and Zebker, 2000). Unwrapping errors are manually corrected, and the
unwrapped phases are then converted to deformation in the radar’s line-of-sight
(LOS) direction.

Then InSAR derived surface deformations are used to constrain the fault geom-
etry and static slip distribution. Here we assume that the pre- and post-seismic
deformation can be ignored, as the earthquake source is deep and there is no
foreshock and very few aftershocks (Ye et al., 2020). Quadtree down sampling
method is applied to reduce the number of measurement points to ~500 for each
image (J onsson et al., 2002). The earthquake is firstly modelled as a rectan-
gle plane with nine parameters describing fault size, orientation, location and
the uniform slip vector. The static Green’s functions for a homogeneous elastic
half-space are applied and the Poisson ratio is set to be 0.25 (Okada, 1985).
To identify the ruptured fault plane, we set up the initial fault geometry with
both east- and west-dipping directions based on the nodal planes from GCMT.
We use the Geodetic Bayesian Inversion Software (GBIS) to search for the op-
timal source parameters of uniform slip model through the Bayesian approach
(Bagnardi and Hooper, 2018). Then, based on the inverted optimal fault pa-
rameters with uniform slip, distributed slip inversions are performed using the
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steepest decent method (SDM) with a least-square optimization (Wang et al.,
2011). Considering the depth of the 2019 Peru earthquake, a 1D layer velocity
model extracted from Crustl.0 (Laske et al., 2013) is applied to calculate the
Green’s function for distributed slip model inversion. We extend the fault plane
to 340 km-by-150 km for the east-dipping fault and 340 km-by-220 km for the
west-dipping fault, and divide the planes into 10 km-by-10 km sub-faults.

2.2.2 Results

The derived InSAR images are coherent, despite the dense cover of the Ama-
zon rainforest, with four coseismic interferograms in three tracks (descending
tracks DT171, DT69 and ascending track AT120) showing clear fringes, proba-
bly thanks to the short revisit period (Figure 1b shows the region around the
epicentre, Figure S2 shows all interferograms). Two interferograms in descend-
ing track DT69 are produced in this study including the 6-day interferogram
(2019/05/23-2019/05/29) that covers only small portion of the coseismic defor-
mation field but with shorter spanning time, i.e. higher coherence, and the
12-day interferogram (2019/05/23-2019/06/04) that covers larger area but with
longer spanning time, i.e. lower coherence (Figure S2). These InSAR interfero-
grams reveal an elliptical deforming pattern elongated in N-S direction (Figure
1b), with clear fringes spreading at least 450 km. Due to the large focal depth
(122 km) and a normal faulting mechanism of the earthquake, the deformation
pattern is relatively smooth, with a maximum displacement of ~19 centimetres,
moving away from the satellite along the radar’s line-of-sight direction.

The uniform slip inversion results on both fault planes are shown in Figure S3-4
as marginal posterior probability distributions, where the strikes/dips/rakes and
centroid depths are highly consistent with the long period GCMT and W-phase
solutions. For distributed slip inversions (Figure S5), the root-mean-square
(RMS) misfits are 1.287 cm and 1.365 cm for the east- and west-dipping fault
planes, respectively, which are somewhat comparable considering the possible
errors caused by atmospheric delays and other error sources. Therefore, we
cannot with certainty determine the ruptured fault plane from geodetic inversion
alone. Comparable misfits are also obtained from teleseismic-only finite fault
inversions for the two nodal fault planes in previous study (e.g., Liu and Yao,
2020). However, the ruptured fault plane can be discriminated by joint analysis
of the epicentre (uncertainty of ~10 km), geodetic slip models and BP results.
In the geodetic slip models, the slip distribution on the west-dipping fault plane
shows two separate asperities located to the north and south of the hypocentre,
respectively, indicating a bi-lateral rupture (Figure S5b and d). In contrast,
slip on the east-dipping fault plane is mostly distributed to the north of the
epicentre (Figure Sha and c), suggesting a unilateral northward rupture, highly
consistent with the BP result (Figure 2). We therefore conclude that the 2019
M,,8.0 Peru earthquake ruptured unilaterally toward north on the east-dipping
fault plane.

2.3 Joint finite fault model inversion



2.3.1 Data and method

Before joint inversion of geodetic and seismic data for the FFM of the earth-
quake, we refine the hypocentre depth of the mainshock using a reference event
method. We carefully pick the first P-wave arrivals on 50 teleseismic (30° ~ 90°)
stations that have good azimuthal coverage to the earthquake and relocate the
hypocentre relative to the nearby 2011 M_,7.0 event (depth = 148 km, 7.641°S,
74.525°W, NEIC) through a grid search method.

Using the refined hypocentre, we derive FFM with the method developed by (Ji
et al., 2002), which allows the joint inversion of seismic waveforms and static
deformation data (e.g. InSAR). Since teleseismic and static data provide com-
plementary constraints on the kinematic rupture process, joint inversion can
greatly suppress trade-off among model parameters (e.g. Wei et al., 2011). We
download teleseismic waveform data from IRIS (http://www.iris.edu) recorded
by the Global Seismological Network (GSN), which was designed to study global
seismology therefore has the most uniform spatial coverage that provides best
teleseismic (30° - 90°) dataset for FFM inversion. We selected 36 P-waves and
18 SH-waves based on the data quality and azimuthal coverage. Instrument re-
sponses are removed from the raw waveform data and converted to displacement
after a low-pass filtering with corner frequency of 1.0 Hz. Although 1Hz seems
quite high frequency for deterministic inversion, the waveforms are dominated
by relatively low frequency energy. We use the same down-sampled InSAR
datasets as used in the previous static inversions. In the inversion, we solve for
quadratic ramps in the InSAR data to correct for orbital errors.

To parameterize the finite fault model, we divide the rectangle fault plane into
smaller sub-faults and solve for the slip amplitude and direction, risetime and
rupture velocity on each sub-fault. For each parameter, we specify the bounds
and a discretization interval. The bounds and increments of 7?7 are selected
based on trial-and-error. We define the misfit function as:

Eyf + WixEr + WgxS + Wy xM (1)

where E_; is the waveform misfit. E; is the geodetic misfit, S is a normalized,
second derivative of slip between adjacent patches (smoothing), M is a normal-
ized seismic moment, and Wy, Wg and Wy, are the relative weighting for the
geodic misfit, smoothing, and seismic moment, respectively. In the joint inver-
sion, the relative weighting is realized by normalizing the misfit of each dataset
by the misfit derived by inverting the individual dataset. Here we test different
values of Wi, and we found that by setting the weight for the geodetic misfits
twice larger than the waveform misfits did not significantly degrade the fits
to the teleseismic or geodetic data between the individual and joint inversions
given the normalizations schemes. The static green’s functions at free surface
are calculated by using the same 1D velocity model from Crust1.0 (Laske et al.,
2013). We use a simulated annealing algorithm (Ji et al., 2002) to find the best
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fitting model parameters for the joint inversions for coseismic slip. This nonlin-
ear, iterative inversion algorithm is designed to avoid local minima by searching
broadly through parameter space in initial steps, and then in later iterations to
focus on regions that well fit the data.

Here we set the sub-fault size as 8 km x 6 km, constrain the rake angles to be
between -110° to -70°, and allow rupture velocity to vary between 3.5 - 2.7 km/s,
assume the risetime to be an arc of the cosine function and to vary between 1.0
and 19.5 s with 1.5 s steps. The slip amplitude can change from 0 to 6 m.
Note that the selection of rupture speed range is guided by the BP results, this
is critical for resolving the risetime of the rupture, as it reduces the trade-offs
between rupture speed and risetime.

2.3.2 Results

The depth of the calibration event is well resolved by moment-tensor inversion
using teleseismic waveform data, as depth phases are fitted decently (Figure S6a-
e). Since a simple source-time-function can fit the waveform of the calibration
event very well, we consider the source process of the event is relatively simple
and compact, and therefore its hypocentre depth and centroid depth are nearly
the same. We then refine the hypocentre of the Mw8.0 mainshock by minimizing
the L2-norm error between the handpick travel-time residual of the event pair
and the theoretical predictions. The grid search yields the best depth at 122
km (Figure S6f), which is coinciding with the NEIC report.

Based on the ruptured fault plane determined from geodetic inversion and the
BP result, we adopt the strike (353°) and dip (57°) from the GCMT solution for
the finite fault inversion. With the hypocentre depth refined by the calibration
event at 122 km, we further refine the horizontal location of the hypocentre.
We move the epicentre around the NEIC report (5.813°S, 75.2775°W) at the
grid spacing of 0.1°, which is the approximate uncertainty of the NEIC location,
and conduct joint inversion at each grid point to find the best location that
minimizes misfits. We find that the epicentre at 5.913°S, 75.3775°W fits the
data best (Figure S7), and we therefore use it for the following finite fault
inversions. Thanks to the InNSAR data, the absolute location of the epicentre
is robust (e.g., uncertainty < 10 km). The accurate hypocentre and epicentre
are essential to verify the two slab interface models: Slab1.0 (Hayes et al., 2012)
and Slab2 (Hayes et al., 2018). As shown in Figure 1c and d, Slab1.0 model
places the east-dipping fault plane within the subducted Nazca plate, while the
fault plane is located in the mantle wedge in the Slab2 model. Therefore, we
consider Slabl.0 as a better model for the Peru region, and use it to interpret
and discuss our results.

With the refined epicentre we derived our preferred rupture model of the earth-
quake. The depth profile of the rupture model is presented in Figure 3b-d, along
with the corresponding moment-rate functions (Figure 3a, grey zones). The
waveform and InSAR data fits can be found in Figure S8 and Figure S9. Excel-
lent fits between the data and synthetics indicate the robustness of the inversion.
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To further verify the resolution of the inversion, we conduct checkerboard tests
for the inversion setups. We generate synthetic data for checkerboard-like slip
models and invert these synthetic data with the same inversion parameters as
we apply to the real data (Figure S10). The results indicate that the model has
good and relatively uniform resolution to the rupture area of the earthquake.
We note that the spatial resolution is slightly worse in the middle of the model
than the edges, which is related to the extreme checkerboard like input slip
model, as the middle of the model has stronger contrast with the nearby slip
patches compared with the edges of the model. The rise time recovery is pre-
sented in Figure S10d, which shows reasonable agreement with the input model
(about £ 2s variation around the input value). In general, rise time is more
difficult to be resolved in checkerboard test, as it is a quite extreme case, where
zero slip patch is located next to the largest slip patches. To show the resolution
to the rise time in a more realistic scenario, we conduct another resolution test
(Figure S11), in which we use four major slip patches, which better mimic the
slip distribution of the real earthquake (Figure 2), to generate the synthetic
data. It shows that we can well resolve the rise time of each slip patch (Figure
S11). We notice that the last slip patch has slightly worse resolution than the
earlier asperities, which is caused by the interferences from the earlier rupture
to the later rupture.

We also conduct another checkerboard test to show the contribution of InSAR
data in the inversion (Figure S12). The main difference between the joint in-
version and teleseismic only inversion is the slip amplitude of the asperities and
the sharpness of asperity boundary. The improvement from the InSAR data is
not as dramatic as that for the shallow earthquakes, but this is not unexpected,
as the InSAR data resolution reduce as the depth of earthquake increases. The
west dipping fault plane can be ruled out easily, as teleseismic waveform fits are
much worse than the east dipping fault (Figure S13).

The preferred joint inversion model on the east dipping fault plane shows a clear
northward rupture directivity (Figure 2 and Figure 3), with an average rupture
speed of ~3.0 km/s, as constrained by the value from BP. The rupture model
displays multiple asperities along strike, spatially highly consistent with the H1-
H4 clusters from the BP result. We name these asperities as S1-S4, with the
numbers indicating both the propagation from south to north and their rupture
in time (Figure 3). S1 corresponds to the rupture near the hypocentre in the first
14 s, and has a M, of 7.40. S2 is located at about 60 km north of S1, and has a
M,, of 7.35, with its rupture starting at ~20 s after the origin time. The largest
asperity S3 (M,,7.70) follows S2 closely in both space and time, corresponding
to the peak slip (4 m) in the model. The last asperity, S4, (M,,7.45) follows S3
immediately, and extends the rupture further north, terminating at the latitude
of ~4.3° S, and corresponding to the rupture from 45 to 60 s. The finite fault
model defines a total rupture length of 200 km and a duration of ~60 s (Figure
2). Note that the same velocity model is used in hypocentre refinement, centroid
depth inversion of the reference event and FFM inversion, therefore the relative
location between the hypocentre and the asperities are robust.
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Interestingly, there is almost no slip between S1 and S2, indicating that the rup-
ture almost completely stopped between these two asperities. This can be veri-
fied by a careful inspection on the azimuthal profile of the displacement record
section for this quiet zone (Figure 4a). Assuming a depth of 122 km, the depth
phases of S1 would have arrived later than 30 s after the rupture started, there-
fore the first 20 s of the waveform records are dominated by direct down-going
P waves. For stations that sampled the strongest negative P-wave radiation
pattern (e.g., North American stations), the P-wave displacement should be ei-
ther negative (corresponding to rupture) or zero (corresponding to no or very
little rupture). Accordingly, the displacements of the North American array
stations almost fall back to zero between S1 and S2 (indicated by the dashed
line in Figure 4a), which further supports a very limited rupture or even no slip
between S1 and S2.
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Figure 3. Rupture process derived from joint inversion using geodetic InSAR
and teleseismic waveform data. (a) The moment-rate function of the preferred
FFM (black) overlaps with the normalized BP power (red) from the North
American array at 0.2-1.0 Hz and moment rate from the MPS result (blue).
(b) The risetime distribution of the model in depth profile and the BP result
are presented at the bottom as a function of time and distance away from the
epicentre. Note that as BP does not have depth resolution, the BP result does
not correspond to any depth. The contours indicate the rupture time of the
model. (c) Depth profile of the slip distribution. The arrows indicate the rake
angles. (d) Smoothed slip-rate, defined as slip over risetime, distributed on the
depth profile.

2.4 Multiple point source inversion

12



2.4.1 Data and method

To investigate the variability of fault geometry during the rupture for the 2019
Peru earthquake, we also perform a multiple point source (MPS) inversion which
allows the variability of fault geometry of subevents and focuses more on the
first-order complexity of the rupture process. The MPS inversion method (Shi
et al., 2018) we use here takes advantages of the Cut-and-Paste (CAP) waveform
modelling scheme (Zhao and Helmberger, 1994; Zhu and Helmberger, 1996) and
the Markov-Chain-Monte-Carlo sampling algorithm. By cutting the teleseismic
waveforms into P- and S-wave time window and allowing different time shifts
to align them with synthetics, the inversion relies less on the accuracy of the
velocity model and hence can be performed in relatively higher frequency range.
Due to much fewer parameters than those in a finite fault model, the MPS
method can avoid overfitting the data.

We run the MPS inversion iteratively to gradually increase the number of
subevents, therefore the optimal MPS model should have appropriate number
of parameters that adequately model the waveform. Here we use the 1D IASP91
velocity model to compute the Green’s functions by the FK method (Zhu and
Rivera, 2002). The reliability of the Green’s functions is validated with a path
calibration technique that has been demonstrated to be very useful in previous
studies (Wei et al., 2015; Wei et al., 2018; Wei et al., 2013). A good calibration
event is selected in the source region, of which the rupture process should be as
simple as a point source within the frequency range that is meaningful for re-
solving the detailed rupture process of the target event (i.e., the 2019 M 8 Peru
earthquake). Once the calibration event is selected, the calibration is done by
conducting point-source moment tensor inversion using the CAP method (Zhao
and Helmberger, 1994; Zhu and Helmberger, 1996). Because the site conditions
and ray paths to the stations are different, we apply different filtering frequency
ranges for P and S waves on different stations. In general, the frequency range
is 0.01-0.2 Hz for P-waves and 0.01 — 0.15 Hz for S-waves. We then use the
waveform cross-correlation and misfit between data and synthetics to select the
components that can be well modelled. We discard the stations that are close
to other stations to avoid the station coverage being dominated in a certain
azimuthal range. In this study, we conduct path calibration with nearby 2011
M, 7.0 event (7.641°S, 74.525°W, NEIC). We select P and S waves from 47 IRIS
(http://www.iris.edu) stations that are relatively evenly distributed in azimuth,
for which the Green’s functions are reliable at the calibrated frequency ranges.
In the MPS inversion for the target earthquake, we apply the P and S time
shifts for aligning the data with synthetics of the calibration event to the time
correction of the MPS synthetics, which greatly reduce the uncertainty of the
inversion results.

2.4.2 Results

Through multiple inversions, we find that four sources are required to adequately
model the teleseismic waveforms (Figure 2, red beach balls numbered 1-4 and
Figure S14). Their moment magnitudes are Mw7.01, Mw7.10, Mw7.36, and
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Mw7.87, and their centroid depths are 133 km, 135 km, 140 km, and 139 km,
respectively (see Figure S15 for the uncertainties of the source parameters).
Note that these depths are ~15 km deeper than the refined hypocentre (122
km), indicating the earthquake likely started within the oceanic crust and rup-
ture propagated to the upper mantle of the subducted slab. The moment-rate
function from MPS is highly consistent with that from FFM (Figure 3a, trian-
gles). The first and second subevents together match S1 in FFM, as shown in
both the map view and moment-rate functions (Figure 2 and Figure 3a). The
third subevent matches S2 in FFM and the largest, fourth, subevent corresponds
to S3 in FFM. MPS cannot resolve S4 as well as FFM can, partly because the
MPS inversion is dominated by longer period waveforms than FFM while S4
is characterized by higher-frequency rupture following the largest low-frequency
asperity S3, therefore the coda wave of S3 could have contaminated the direct
waves of S4.

Although the MPS solution resolves the first order rupture directivity well, the
horizontal locations of the third and fourth subevents are ~20 km further to the
north of the corresponding asperities in FFM (Figure 2). This is likely caused
by the uniform source time function applied to all the stations in the MPS
inversion, which is insufficient to approximate the rupture directivity of each
subevent, and hence the inversion is compensated by location shifts in the rup-
ture direction. We do not see dramatic fault geometry variation but find that
the strike of the first subevent is 20°, and gradually rotates counter clockwise to
353° for the northernmost subevent. All subevents have pure normal-faulting
focal mechanisms except for the first subevent, which has some left-lateral strike-
slip component. The geometry difference between the first and the following
subevents indicates a relatively heterogenous stress status or fault structure
near the hypocentre compared with the subsequent rupturing areas. Consid-
ering the fault geometries of the later ruptures are relatively uniform, such an
intermediate-depth earthquake may involve a relatively complex nucleation pro-
cess, after which the rupture is dominated by a pure normal-faulting mechanism,
facilitated by a dynamic weakening mechanism as discussed later.
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Figure 4. Comparison between broadband and high-frequency waveforms. (a)
Displacement waveforms of teleseismic P-waves recorded by GSN stations, which
is dominated by low-frequency energy. (b) 0.5—2.0 Hz and (c) 0.2—1.0 Hz
velocity waveforms of down-sampled North American array stations. The thick
red line in (a) indicates the arrival of energy from the largest coseismic asperity
(S3 in Figure 3) in different azimuths. The blue shadows in (b) and (¢) mark the
identified high frequency energy following the largest low-frequency energy and
bursting around 40 s after the P-wave arrival. The red waveforms are recordings
from the SSPA station (location is shown in Figure 1 inset and Figure Sla),
which will be further analysed in Figure 5.

3. Frequency dependent rupture

The agreement in timing and location (horizontal) between HF-clusters (H1-H4)
derived from BP and asperities (S1-S4) inferred from FFM (Figure 2 and Figure
3) confirms that our results are robust. Intriguingly, BP and FFM results show
striking contrasts between H3 and S3, where the BP result indicates a very weak
HF-energy (H3) radiated from the largest asperity (S3) in the FFM (Figure 3a).
This contrast thus clearly indicates a frequency-dependent rupture and can be
explained by another contrast: the risetime contrast between S3 and the other
asperities (S1, S2 and S4) (Figure 3b). The FFM risetime for S3 is 4-8 times
longer than that for the other asperities, while the peak slip ratio of S3 and each
remaining asperity is less than 2. The ultra-long risetime of S3 (~15 s) could
be interpreted as a smooth and low slip-rate rupture process which therefore
radiated much weaker HF-seismic waves (Figure 3d). We conducted another
FFM inversion in which the maximum rise time allowed is 9 s (Figure S16). We
notice that the waveform and InSAR data fitting is only slightly worse than the
preferred model, but the rise time for S1 and S2 are still much shorter than S3.
Therefore, we consider the rise time contrast between S3 and other asperity is
a robust feature, but the absolute rise time value of S3 is less well constrained.
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Both rupture models could be found in the supplementary materials.

To further verify the frequency-dependent strength contrast between S3 and the
other asperities, we inspect the spectrum of teleseismic P-waves recorded by the
North American stations. We select a representative station, SSPA (azimuth
= 357°, distance = 46.32°, Figure 1 inset and Figure Sla), for the spectrogram
analysis. In Figure 5, the arrival times of low-frequency energy from S1-S4
can be clearly identified from the displacement waveform and the corresponding
spectrum. The peak displacement, generated by S3, arrived ~32 s after the
P-wave onset. Note that the unilateral northward rupture propagating at 3.0
km/s caused the peak displacement to arrive at the SSPA station ~10 s earlier
than the peak in the moment-rate function (describing the energy release on the
fault), as S3 is ~100 km closer to SSPA compared with S1. The HF-spectrum
(0.5-2.0 Hz and 0.2-1.0 Hz), on the other hand, clearly shows that the largest
amplitude arrived around 42 s after the P-wave onset, ~10 s later than the
arrival of the low-frequency energy of S3 (Figure 5). Based on the timing and
rupture directivity, this largest high-frequency energy corresponds to S4, rather
than S3, as it arrived much later. As shown in Figure 4, the SSPA waveform is
similar to waveforms recorded by other North American array stations, therefore
represents a robust feature of the data. This spectrum analysis confirms the
relatively weak HF-strength of S3, as shown in both the beamforming of BP
and moment rate function of FFM (Figure 3a).

In addition to this single station detailed waveform analysis, the stacked wave-
forms of the North America array in azimuthal profiles also shows clear contrast
of high frequency radiation between S3 and other asperities (Figure 6). The tim-
ing and amplitude of low frequency (< 0.2 Hz) envelopes of the stacked high-
frequency waveform agree very well with the displacement waveform in the first
30s (peak-to-peak, trough-to-trough), indicating similar timing and location of
high and low frequency seismic sources. But dramatic difference is shown for S3,
where the envelope amplitude is much weaker than the displacement. The peak
amplitude of the envelope appears at the timing of S4, 4 — 5s later than the
arrival time of peak displacement waveform (S3). The stacked envelopes of the
high frequency waveforms show different amplitude ratio between the beginning
part of the rupture and the later larger asperities, which is well consistent with
the shorter rise time (or larger slip-rate) for the beginning part of the rupture.
In contrast with the displacement waveform, the depth phase is almost invisible
in the envelopes, likely caused by stronger attenuation for high frequency pP
and sP phases. This also support that our BP result is less affected by the depth
phases.

The power derived from our BP result is at odds with the power derived in
a previous study (Liu and Yao, 2020), in which the Alaska array data were
used. Their results show that the peak of the HF-energy arrival time is 42
s, 10 s earlier than the timing of H4, which clearly does not agree with the
power spectrum analysis for SSPA as well as array stacked waveform analysis,
possibly because they didn’t consider the rupture directivity of the earthquake
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and thus mis-located the timing of the maximum BP power and the moment-
rate function. Ye et al. (2020) has similar BP result with Liu and Yao (2020)
and the BP signals after 50 s are ignored. Noted that in these published BP
analysis, no path calibration was conducted. The slip distribution of our result
and the published FFMs are quite similar, but our rise time resolution is better
as geodetic data and rupture speed constraints from BP allow us to better
resolve rise time variation of the earthquake.

B T Northern Peru |
= SSPA  BHZ

1 3

2

<2

P T T S SR VAR [ L P R S S R |
500 520 540 560 580 600

(zH) Aouanbaiy

X 10-8

(zH) Aouanbauy

X 10-10
o Y S o o

— T 3

:E/ i Noler Peru 3

‘l’_(z)__ KR VI Ye) ) po e

20 T 07:41:15.000 10

O i U I IR I B U I IR B
500 520 540 560 580 600

time after origin time (s)

Figure 5. Spectrogram at the SSPA station (the red waveform trace in Figure
4a). The broadband displacement waveform is shown at the top, followed by the
spectrogram of displacement and velocity (0.5-2.0 Hz). The velocity waveform
filtered to 0.5 - 2.0 Hz is presented at the bottom. The arrows indicate the
arrivals of key asperities. P-wave (P) and the depth (sP and pP) phases of
these asperities are indicated in the displacement spectrogram as well. Note the
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different arrival times of S4 at low and high frequencies.
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Figure 6. Stacked North America array waveforms. (a-b) Illustration of the
two steps stacking strategy, with the first step in a 2.5° circle (a) and then in
an azimuthal bin of 10° (b). (c) Azimuthal profile of stacked high frequency
(0.5 — 2.0 Hz) velocity waveform for the North America array. The bottom
heavier traces are the stacked of all the waveforms in the profile (same for (d)
and (e)). (d) Raw envelope (blue) and low pass filtered (< 0.2 Hz) envelope
(red) of high frequency waveforms in (c). The arrows indicate the subevents (S1
- S4) identified in Figure 4 and 5, note that the largest amplitude is produced by
S4. (e) Comparison between the stacked displacement waveforms (black) and
the low pass filtered (< 0.2 Hz) envelopes (red). The smaller arrows indicate
the largest amplitudes in displacement waveform (S3, black arrow) and high
frequency envelope (S4, red arrow).

4. Discussion and Conclusions

The strike (356 ©) of the 2019 M, 8.0 northern Peru earthquake is consistent
with the orientation of the linear bathymetric features near the trench, and is
also similar to the strike (near N-S direction) of outer-rise normal faulting focal

mechanisms. The ruptured fault plane determined in this study dips to the east,

as do the majority of outer-rise faults in a region that is ~1500 km further to the
north (Ranero et al., 2003). The moment tensors of earthquakes near the 2019
M,,8.0 event (Figure la and inset of Figure 7) have very similar normal faulting
focal mechanisms, which is in contrast to other intermediate-depth intraslab
earthquakes in south America where more diverse focal mechanisms are found
(Warren, 2014). These observations point to a reactivation of an outer-rise
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normal fault (Jiao et al., 2000) during the 2019 Peru event.

This reactivated fault ruptured both the shallow and deeper seismicity zones,
which separated by ~16 km as revealed in (Brudzinski et al., 2007), and the area
between them, based on the vertical extent of the rupture (up to 25 km) in our
preferred model, suggesting a dynamic weakening mechanism during the earth-
quake. Here, we argue that such a dynamic weakening mechanism is most likely
thermal pressurization (TP) of pore fluid for the following reasons. First, ob-
servations for the largest asperities in several well-resolved shallow earthquakes
that show longer risetime, smoother ruptures and lack of high-frequency radia-
tion, such as Ma et al. (2003) for Chi-Chi earthquake and Wei et al. (2012) for
Tohoku-Oki earthquake, similar to S3 in our model. These observations have
been interpreted as an effect of TH (e.g., Wei et al., 2012; Tanikawa and Shi-
mamoto, 2009; Noda and Lapusta, 2013). Second, these features have been re-
produced by earthquake dynamic simulations considering TP of pore fluid (Noda
and Lapusta, 2010). Third, laboratory experiments on rock samples from fault
zones also confirm that slip weakening can be produced by TP (Wibberley and
Shimamoto, 2005; Tanikawa and Shimamoto, 2009), although such experiments
have not yet been conducted on serpentinite. Fourth, given the temperature and
pressure at the depth of the 2019 Peru earthquake, dehydration of the oceanic
crust and the upper portion of the mantle lithosphere supplies free water to the
porous rock (Ranero et al., 2003) as a pre-condition for TP, meaning that the
rupture mechanism of the 2019 earthquake can be explained by the dehydration
embrittlement hypothesis (e.g. Green and Houston, 1995). Although existence
of free water at such depths is sometimes disputed (e.g. Kohlstedt et al., 1996),
it is generally agreed on (e.g. Green and Houston, 1995; Hacker et al., 2003).
Fifth, permeability of the hydrous serpentinite at the depth of the earthquake
is sufficiently low in the lithosphere mantle (Hatakeyama et al., 2017) to allow
TP of pore fluid to take place.

With the above-mentioned arguments in favour of TP as the dynamic weakening
mechanism of the 2019 M 8.0 northern Peru earthquake, we also highlight that
our study expands the TP mechanism to intra-slab earthquakes at intermediate
depths, that is, to earthquakes not included in the extensive dataset compiled
based on fracture energy by (Viesca and Garagash, 2015).

It is unlikely that the ductile shear instability mechanism played a role during
the 2019 Peru earthquake. The hypocentre of the earthquake (122 km as in
Figure S6), which was ~15 km shallower than the centroid of sub-events in the
MPS solution and asperities in FFM (Figure 3), was likely located within the
oceanic crust or the uppermost lithosphere mantle in the upper seismicity zone.
This portion of the slab has a temperature of less than 400 °C (Figure 7) (Hu
and Liu, 2016; Stadler et al., 2010), much lower than the temperature needed
for ductile shear instabilities caused by heating (600 - 800 °C) (Kelemen and
Hirth, 2007). Actually, most of the slip of the Peru earthquake took place in the
fault area whose temperature is lower than 600-700 °C (Figure 7), and slip was
confined within a vertical rupture width of ~25 km (Figure 3), less than half
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of that revealed for the 2013 Khash, Pakistan, intra-slab earthquake (Barnhart
et al., 2014). Such a narrow rupture width is expected, given that the Nazca
plate (~30 Ma old) is much younger than the Makran slab (~80Ma old) that
hosted the Khash earthquake. Therefore, the ~650 °C isothermal depth relative
to the subducted oceanic floor in the Nazca plate is much shallower than that
of the Makran slab (Figure 7). This suggests that the thermal structure of 650
°C controlled the depth range of the rupture, consistent to the extensive dataset
compiled for shallower intraplate earthquakes (McKenzie et al., 2005).

The 2019 M,,8.0 event was located further east of all other nearby intra-slab
normal faulting earthquakes (Figure 7 inset), where the slab begins to bend and
dip into deeper mantel. The T-axis components of all these intra-slab events are
mainly along the downdip direction of slab, showing tensional stress in this part
of the slab (Figure 7 inset). The slip of the 2019 Peru event rupture was located
mostly above the mid-plane (derived from a geodynamic modelling result of
Sandiford et al., 2019), defined as the boundary between extensional stress above
and compressional stress below it. Based on the geodynamic modelling, intra-
slab normal faulting earthquakes could be largely explained by the downdip
curvature gradient of the slab, yet, the 2019 Peru event is an outlier (Figure 8
in Sandiford et al., 2019). In fact, the moment of the 2019 event was larger than
the sum of the moments of all previous nearby earthquakes in the NEIC catalog.
We therefore argue that the stress status within the seismogenic portion of the
slab is better represented by the largest earthquakes, and we suggest that the
slab-pull force was the driving factor that produced the 2019 event. The slab-
pull interpretation is also adopted by Liu and Yao (2020) in their study of the
2019 event.

We calculate the static stress drop distribution from our preferred model for
the 2019 Peru event (Figure S18), by implementing the method proposed by
Ripperger and Mai (2004). The slip-weighted average stress drop derived in
this way is ~6 MPa, which is only a third of that derived for the 2005 Mw7.8
intra-slab Tarapaca earthquake (Delouis and Legrand, 2007). Similarly, the
2019 Mw7.5 intra-slab event, which occurred several hundred kilometers to the
north, also shows more compact slip distribution compared with the Mw8.0
event  (https://earthquake.usgs.gov/earthquakes/eventpage/us2000jlfv/finite-
fault). Such diversity in stress drop calls for further studies along with the
frequency dependent feature of the rupture, as the spectrum of earthquake
energy radiation is closely related to its stress drops. The seismological ap-
proach adopted in this study can be applied to other large intermediate-depth
and deep-depth earthquakes to further investigate their frequency dependent
ruptures, as well as to verify the universality of the TP mechanism.
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Figure 7. Schematic map of the 26 May 2019 Peru earthquake and subducted
Nazca slab in Peru. Thermal structure is represented by coloured lines (details
of thermal structure model (Stadler et al., 2010) are shown in Figure S17). The
inset shows the projection of CMT events in this region on a vertical cross-
section in the schematic map. Dashed line shows the midplane. Green star in
slip projection on the profile represents the hypocentre of the earthquake.
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