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Abstract

Quantitative prediction of natural and induced phenomena in fractured rock is one of the great challenges in the Earth and
Energy Sciences with far-reaching economic and environmental impacts. Fractures occupy a very small volume of a subsurface
formation but often dominate flow, transport and mechanical deformation behavior. They play a central role in COg seques-
tration, nuclear waste disposal, hydrogen storage, geothermal energy production, nuclear nonproliferation, and hydrocarbon
extraction. These applications require prediction of fracture-dependent quantities of interest such as COq leakage rate, hydro-
carbon production, radionuclide plume migration, and seismicity; to be useful, these predictions must account for uncertainty
inherent in subsurface systems. Here, we review recent advances in fractured rock research that cover field- and laboratory-
scale experimentation, numerical simulations, and uncertainty quantification. We discuss how these have greatly improved the
fundamental understanding of fractures and one’s ability to predict flow and transport in fractured systems. Dedicated field
sites provide quantitative measures of fracture flow that can be used to identify dominant coupled processes and to validate
models. Laboratory-scale experiments fill critical knowledge gaps by providing direct observations and measurements of frac-
ture geometry and flow under controlled conditions that cannot be obtained in the field. Physics-based simulation of flow
and transport provide a bridge in understanding between controlled simple laboratory experiments and the massively complex
field-scale fracture systems. Finally, we review the use of machine learning-based emulators to rapidly investigate different
fracture property scenarios and to accelerate physics-based models by orders of magnitude to enable uncertainty quantification

and near real-time analysis.
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Key Points:

e Integration of field and lab experiments, simulation and uncertainty quantification is

required to understand and predict the properties and response of fracture systems.

e Densely monitored field sites and in situ lab experiments provide quantitative measures

of flow and transport that can constrain models.

e Physics-based models with machine-learning emulators enable uncertainty quantification

of flow and transport in complex fracture networks.
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Abstract

Quantitative prediction of natural and induced phenomena in fractured rock is one of the great
challenges in the Earth and Energy Sciences with far-reaching economic and environmental
impacts. Fractures occupy a very small volume of a subsurface formation but often dominate
flow, transport and mechanical deformation behavior. They play a central role in many
subsurface applications including CO2 sequestration, nuclear waste disposal, hydrogen storage,
geothermal energy production, nuclear nonproliferation, and oil and gas extraction. These
applications require prediction of fracture-dependent quantities of interest such as CO> leakage
rate, hydrocarbon production, radionuclide plume migration, and seismicity; to be useful, these
predictions must account for uncertainty inherent in subsurface systems such as the number,
spatial distribution and connectivity of existing and induced fractures. Here, we review recent
advances in fractured rock research that cover field- and laboratory-scale experimentation,
numerical simulations, and uncertainty quantification. We discuss how these have greatly
improved the fundamental understanding of fracture processes and one’s ability to predict flow
and transport in fractured systems. Dedicated field sites provide quantitative measures of fracture
flow that can be used to identify dominant coupled processes and to validate both conceptual and
numerical models. Laboratory-scale experiments fill critical knowledge gaps by providing direct
observations and measurements of fracture geometry and flow under controlled conditions that
cannot be obtained in the field. Physics-based simulation of flow and transport provide a bridge
in understanding between controlled simple laboratory experiments and the massively complex
field-scale fracture systems. Finally, we review the use of machine learning-based emulators and
surrogate models to rapidly investigate different fracture property scenarios and to accelerate
physics-based models by orders of magnitude to enable uncertainty quantification and near real-

time analysis.
Plain Language Summary

Some of the greatest challenges currently facing humanity have roots in the Earth and Energy
Sciences. Policy makers are relying on scientific research to answer questions related to the
transition to green renewable energy, to the mitigation of the climate crisis, and to ensure global

stability with reliable energy and water resources. A common thread in addressing these societal
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issues with far-reaching economic and environmental impacts, is the prediction of flow and
transport in subsurface systems in the Earth, and in fractured rock in particular. The need to
predict, optimize and ultimately control fractured subsurface systems is an increasingly
important topic with 80% of the U.S energy resources and 50% of its drinking water supply
coming from the subsurface. In this review, we describe the state-of-the-art of research on flow
and transport in fracture systems and the path forward for the integration of field observations,
laboratory experiments, predictive modeling and uncertainty quantification to enable more

efficient and environmentally prudent usage of critical subsurface resources.
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1. Introduction

Some of the greatest challenges currently facing humanity have roots in the Earth and Energy
Sciences. Policy makers are relying on scientific research to answer questions related to the
transitioning to green renewable energy, to the mitigation of the climate crisis, and to ensuring
global stability with reliable energy and water resources. A common thread in addressing these
societal issues is answering these science questions with far-reaching economic and
environmental impacts, is the prediction of flow and transport in subsurface systems in the Earth,
and in fractured rock in particular. The need to predict, optimize and ultimately control fractured
subsurface systems is an increasingly important topic with 80% of the U.S energy resources and
50% of its drinking water supply coming from the subsurface (Hubbard et al., 2015).
Additionally, decision making in the realm of national security, such as nuclear nonproliferation,
rely on predictions of gas flow through subsurface fractures to assess the nuclear capabilities of

other nation states (Jordan et al., 2014).

Fractures are breaks or mechanical discontinuities in rock that consist of two rough surfaces in
partial contact. The voids between contacts provide the flow and transport paths through a
fractured rock. Though fractures make up a very small volume of the subsurface, they often are
the major conduits that dominate flow and transport behavior in many subsurface environments.
In addition, the presence of fractures can strongly impact the geomechanical behavior of a rock
mass because fractures are intrinsically planes of weakness, and slight perturbations in stress can
open/close the voids that affect flow and transport. Fractured systems are difficult to characterize
and predict for several reasons. First, fracture systems are inherently complex because of the
geometry and connectivity of a fracture network and of the individual fractures that compose the
network. Second, rock is opaque which makes it difficult to identify and image fractures in the
subsurface which is required to constrain the properties and topology of fracture networks and
the individual fractures within the network. Third, flow and transport properties in fractures are
highly sensitive to coupled thermal, hydrologic, mechanical and chemical (T-H-M-C) processes
that are triggered by natural and subsurface activities (e.g., Tsang et al., 2012). Finally, any
evaluation of coupled processes must consider the contributions from both the fracture network

and rock matrix as well as the fluxes between the two. For example, fractures are the interfaces
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between rock and the natural and engineered fluids that exist, are injected, extracted or
sequestered in the subsurface. However, flow and transport through fractures are moderated by
source-sink contributions from the matrix, by chemical alterations that depend on fracture-matrix
interactions, and thermal transfer that is mediated by advection into the matrix and affected by

the thermal conductivity of the rock matrix (National Research Council, 1996).

These challenges complicate efforts to optimize many key subsurface energy production and
anthropogenic waste disposal activities. For example, current extraction methods recover little
more than 10% of in-place unconventional hydrocarbons, which is largely believed to be a
consequence of sub-optimal fracture performance. Extensive geothermal energy resources
remain untapped due to the inability to effectively stimulate and sustain engineered fracture flow.
The absence of accurate quantitative predictions of fluid movement and its impact induced
seismicity from deep fluid injection into fracture systems has impeded the development of
enhanced geothermal energy and the disposal of produced water and CO,. Lastly, the viability of
CO- sequestration and high-level nuclear waste disposal remains uncertain because of the

difficulty in determining potential flow and transport rates through fractures.

Another challenging aspect of fracture systems arises from the vast disparity in time scales over
which fracture processes occur in different subsurface applications. This affects the ability to
characterize and model these systems because different processes may dominate at early and late
times in the subsurface activity (Figure 1). For example, nuclear nonproliferation monitoring
requires detection of gases such as radioactive xenon from underground tests that seeps into the
surface within minutes to months through fractures generated and reactivated by complex T-H-
M-C processes induced by the nuclear blast. Hydrocarbon extraction from unconventional oil
and gas sites operates at time scales of days to years and requires a detailed understanding of
hydro-mechanical coupling caused by the hydraulic fracturing processes. Geothermal energy
extraction requires full characterization of T-H-M-C processes, with reservoir performance
forecasts that range from 1 to 100 years. Disposal of CO2 and nuclear waste in repositories must
account for time scales from days (during injection) to thousands of years to ensure safe
containment. At these long time scales, chemical processes often play a critical role in addition
to other coupled processes since relatively slow chemical reactions alter the permeability and

flow field. As the world transitions from fossil fuels to a carbon-neutral economy, the subsurface
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will continue to play an important role. The emerging area of blue hydrogen, where natural gas is
used to produce hydrogen and COz is sequestered in the subsurface, is an example of a future

energy technology where fractured systems are critical (van Renssen, 2020).
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Figure 1: Approximate relevant timescales for subsurface fracture system applications and

principle coupled processes that occur from these subsurface activities.

Analysis and prediction of the behavior of fracture systems also face the challenge of dealing
with a wide range of spatial scales while often lacking high-resolution direct measurements.
While fluids move through fractures and interact with matrix materials on scales of um to mm,
most subsurface applications affect fracture systems at much larger scales, typically meters to
kilometers. At such scales, flow occurs within a network of fractures subject to external stresses
and temperature gradients. Useful constraints on the impact of network topology and coupled
processes at large scales can be established in underground field experiments (m to 100s of m)
(Section 2). Laboratory-scale experiments can be used to characterize individual fractures or
small fracture systems, to elucidate the basic hydrologic behavior of fractures, and their response
to T-H-M-C processes on the order of 10s nm to 1 m for time scales from ns to months. These
controlled simple experiments complement field studies, fill in the knowledge gaps remaining

from field observations, and can validate simulations (Section 3).
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Small-to-reservoir-scale simulations can integrate the entire system across scales to forecast
behavior (Section 4). At all scales, T-H-M-C processes may play a critical role, and physics-
based models can interpret observations and help to develop an understanding of the key
processes that control flow and transport in fracture systems. However, characterization data are
often spatially and temporally sparse such that knowledge of the distribution and properties of
fractures is highly limited. Consequently, the ability to equip predictions with uncertainty bounds
is crucial. This requires the development of upscaled models and emulators of complex fracture
systems that can be used to produce thousands of predictions that span a wide parameter space
(Section 5).

Topical reviews addressing the broad spectrum of fracture transport issues are decades old
(Tsang, 1991; Wang, 1991; National Research Council, 1996). Some reviews deal with specific
technical issues present in fractured systems (Babadagli, 2020; Berkowitz, 2002; Berre et al.,
2019; Dietrich et al., 2005; Seales, 2020). Other reviews touch, but do not focus on, flow and
transport in fractured rock (Bonnet et al., 2001; Laubach et al., 2019; Meakin and Tartakovsky,
2009; Molz et al., 2004; and Tsang and Neretnieks, 1998). Many of the challenges identified in
these works still remain. In particular, the role of coupled T-H-M-C processes has been shown to
be even more critical for predicting flow and transport. With intensified interest in fractures, the
2015 National Academy of Sciences report on Characterization, Modeling, Monitoring and
Remediation (http://www.nap.edu/21742) has been rereleased to the public in 2020 at no charge.
The 2015 DOE roundtable report (Pyrak-Nolte & DePaolo 2015) identified coupled processes as

a key need to improve our ability to control fractures and subsurface flow to enhance their

resource potential and for safe operation of waste storage and disposal facilities.

High-resolution measurements under extreme conditions are now possible because of the rapid
advancements in downhole characterization techniques, the advent of real-time geophysics, and
new distributed sensing with fiber optics. These new methods produce “big data” that shifts the
data-scarcity paradigm, once very prevalent in subsurface science, to a new paradigm of
multiple large yet noisy data sets that need to be combined and properly interpreted to better
constrain subsurface simulation. Laboratory experiments that can replicate in situ conditions in
real rock have made it possible to measure key parameters under controlled and repeatable

conditions to fill knowledge gaps where field observations are lacking. Progress in high-
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performance computing has enabled detailed representation of T-H-M-C fracture flow
mechanisms that can be constrained by the measurements. The explosion of machine learning
has permeated the geosciences facilitating extraction of key parameters from noisy data,
discovery of critical mechanisms, and robust uncertainty quantification (Bergen et al., 2019).
Finally, dedicated field sites provide quantitative measures of fracture flow processes and our
ability to model those. As a result, in the last five years, the potential to integrate subsurface data
and simulation has greatly increased in a field that has been plagued by data scarcity. With these
advances and the potential to fuse laboratory experiments, field observations and simulation, a

new review of the current state of the art is needed.

Our review explores recent advances in new experimental methods, both in the field and in the
research laboratory, that provide direct observations of fracture flow; physics-based simulations
that span the properties of individual fractures to large complex fracture networks; emulators that
can rapidly investigate different fracture property scenarios; and surrogate models that accelerate
physics-based models by orders of magnitude to enable uncertainty quantification and near real-
time analysis. We discuss how these advances have greatly improved the understanding of, and
the ability to predict, fundamental fracture processes and flow and transport in fractured systems.

The review is organized as follows:

e Field Observations: We describe the recent developments in our ability to monitor the
complex perturbations of fractured rock systems as triggered by subsurface applications
such as CO- sequestration and geothermal energy extraction. These perturbations, which
may involve coupling between thermal, hydrologic, geomechanical and geochemical
processes, in turn may lead to transient changes in the flow and transport behavior of
fracture systems. We discuss the truly transformational advances made recently in our
ability to develop and deploy dynamic monitoring techniques, providing measurements
that capture the temporal variation of a property or system state at sufficient spatial
resolution. We describe the value of dedicated in situ field test sites for subsurface
research which allow for testing of new monitoring techniques and provide testbeds for
new subsurface utilization ideas involving fractured systems. Two examples are

presented of ongoing experiments conducted in underground research facilities that bring
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together state-of-the-art monitoring technologies, fast data processing, and integrated
modeling to better understand dynamic subsurface processes in fractured rock.
Laboratory Experiments: We discuss advances in understanding the effect of
fundamental chemical and mechanical processes on geometry and flow. Recent
laboratory experiments replicate subsurface pressures, temperatures, and stresses under
controlled conditions and provide data through direct optical, x-ray and acoustic
observations of fluid flow and transport in fractured rocks. These results provide single
fracture-level information on the interaction of rock properties, stress, displacement and
chemistry on fracture aperture and flow.

Coupled Thermal, Hydrologic, Mechanical and Chemical Simulations in Fractured
Rocks: Field and lab experiments illuminate the effect of coupled processes that often
control flow and transport in subsurface fractured systems. We describe here how a new
generation of mechanistic flow and transport fracture models built on discrete and
continuum approaches uses high performance computing to predict T-H-M-C flow and
transport in highly complex fracture networks and how these predictions can be validated
by this latest generation of lab and field experiments.

Upscaling, Emulators and Surrogate Models: We describe here how advances in
emulators and surrogate models using machine learning and graph theory make it
possible to accelerate mechanistic models of flow and transport in fractures by three to
four orders of magnitude. This enables both analysis with robust uncertainty
quantification to bound system behavior and near real-time analysis, as many applications
now require the ability to optimize performance of subsurface fractured reservoirs to
increase production efficiency and reduce environmental impacts. We also discuss
upscaling methods to best incorporate small scale fracture flow processes into larger

scales.

2. Field Observations and Experiments

A first step in the understanding and prediction of coupled processes that control flow and

transport in fractured rock at the field scale involves the identification and characterization of

relevant natural fractures, in particular those that are hydraulically significant. A second step
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involves monitoring the complex perturbations of fractured rock systems caused by subsurface
applications such as CO; sequestration, geothermal energy extraction, or geothermal energy
extraction. These perturbations may lead to transient changes in the flow and transport behavior
of the fractured system, which in turn are induced by complex coupling between thermal,
hydrological, geomechanical and geochemical processes. In other words, the first step involves
the static characterization of fractured rock hydrology (via geophysical methods, well imaging
and logging, and hydrologic/tracer testing; see National Research Council, 1996), while the
second comprises dynamic monitoring of relevant changes to the behavior of fractured rocks.
Both steps are challenging, and both have seen important developments over the past decades.
However, truly transformational advances have recently been made in our ability to develop and
deploy dynamic monitoring techniques, providing measurements that capture the temporal
variation of a property or system state at sufficient spatial resolution. Such techniques have
allowed for high-resolution monitoring of the temporal and spatial evolution of complex
processes and perturbations, and these advances will be our focus. We provide an overview of
how the advent of real-time geophysics and integrated borehole tools for coupled processes,
coupled with high-resolution spatial monitoring via fiber optics technologies, enabled by much
improved methods for rapid synthesis, interpretation and data analysis, and demonstrated in
dedicated in situ research facilities, has resulted in much better observation of fractured rock

perturbations and how these affect flow and transport processes.

2.1. Advances and developments for monitoring complex perturbations in fractured rock systems

2.1.1. Dynamic monitoring techniques

Dynamic monitoring techniques have dramatically increased the availability of high resolution
in-well data in fractured systems. These techniques can be schematically classified into
permanent sensors, mainly fiber optic based, grouted behind casing, and non-permanent probes
that can perform local tests as well as more or less continuous profiles by circulating along the
borehole. Distributed fiber-optic sensing (DFOS) methods, a family of techniques which utilize
the analysis of scattered laser light within fiber strands (Hartog et al., 2017), are capable of
making measurements of temperature, strain, and even seismic wavefields at fine spatial

intervals (mm to 10s of m) and as a function of time; these techniques can integrate the complex
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fracture-intact rock interactions along multi-kilometer borehole axes, thus providing a unique
combination of spatial extent and spatio-temporal resolution during monitoring. Distributed
temperature sensing (DTS), of both passive and active forms, has been particularly valuable in
understanding flow in fractured systems (e.g., Read et al., 2013; Coleman et al., 2015; Maldaner
et al., 2019). More recently, distributed acoustic sensing (DAS) has been leveraged for low
frequency hydro-mechanical measurements in crystalline rocks (e.g., Becker et al., 2017). In the
context of unconventional reservoirs, strain measured by DAS has quickly revolutionized
detection of fracture propagation to offset wells, crucial for understanding induced fracture
architecture after stimulation (e.g., Jin and Roy, 2017); this has been enabled by the low noise
floor (sub nanostrain) of modern DAS interrogators which will only improve with advances in
optical technology and engineered fibers. Higher frequency recordings using the same DAS
systems can also be utilized for microseismic event location (e.g. Verdon et al., 2020), relevant
for understanding the stimulated rock volume, as well as active source seismic imaging to detect

elastic perturbations induced by fractures (e.g. Binder et al., 2020; Titov et al., 2021).

A current limitation of DFOS methods, both for strain and seismic monitoring, is that they are
single component measurements. While multi-fiber cables, theoretically capable of resolving the
full strain tensor, have been proposed and modeled (Lim et al., 2018), such systems are yet to be
realized in operational packages. DSS monitoring often tends to display a relatively poor
sensitivity to quasi-static shear, resulting in a limited measurement resolution of any
environmental loading that is not parallel to the borehole axis (although some DFOS settings
such as helical fibers attempt to improve on that). DFOS methods also require careful fiber
encapsulation and protection during deployment to avoid damage during casing and completion,
particularly in deep deviated wells.

In parallel to distributed sensing, the most recent borehole logging tools offer a full three-
dimensional (3D) coverage of the borehole surface, i.e., axial, azimuthal and radial
measurements (see Serra and Serra 2004 for a synthesis). Image-log techniques such as Electrical
Microlmager (EMI), Fullbore Formation Microlmager (FMI), a wide variety of acoustic
scanning tools, and finite difference time domain radars (FDTD) allow the local reconstruction

of Discrete Fracture Models (DFN) when the tool is profiling along the borehole nearfield (i.e.,
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about 1-2m away from the borehole). When combined with tracer tests, such tools can then be
used for time-lapse monitoring of electrically conductive tracers penetrating fractures, and
fracture mechanical opening (see Aghli et al., 2020 for case study). Finally, since the 2000s
(Murdoch et al., 2003), hydromechanical well testing has been developed, using probes that
allow the local downhole direct measurement of fractures opening and shear while pressurizing it
between two sealing inflatable packers (Schweisinger et al., 2009; Guglielmi et al., 2014). These
techniques provide direct input for geomechanical analyses of fracture properties, full stress
tensor and potential for induced seismicity (Guglielmi et al., 2020b).

2.1.2. Data synthesis, interpretation, inversion, and analysis

Dynamic high-resolution measurement techniques have led to such drastic increases in data
quantity that the incoming data streams are too large to be stored, transmitted, or analyzed within
reasonable time periods. To solve this issue in the domain of borehole log analyses, a wide
variety of statistical approaches (clustering, multivariate analyses, artificial intelligence
algorithms) has been developed to extend the classical fracture detection, density, geometry and
various attributes analyses from image logs (Massiot et al., 2017; Zhang et al., 2011; Zazoum,
2013; Dong et al., 2020). These techniques enable advanced corrections from the inherent
sampling bias related to borehole logging and provide probability laws for building different near
borehole DFNs equiprobable scenarios. Fully coupled thermo-hydro-mechanical (T-H-M)
numerical codes such as TOUGH-FLAC (Rutqvist et al., 2003), FLAC3d and 3DEC (Itasca
Consulting Group, 2013), and many other academic codes which have been continuously
developed in parallel to the in situ characterization techniques provide the theoretical basis for
the forward interpretation of fracture permeability variations measured during hydromechanical
well tests (Murdoch and Germanovich, 2006; Cappa et al., 2006b). Recently, Afshari Moein et
al. (2018) developed a stress-based tomography approach that combines a geomechanical
modeling of quasi-static stress variations caused by fractures with an inversion algorithm to
reconstruct probable DFN geometries from stress variability profiles obtained from borehole
logs. In addition, progress has been made on inversion methods, mainly through the combined
inversion of different borehole log datasets (Tian et al., 2021) or by using some borehole datasets
to better constrain the inversion of other types of cross-borehole datasets (Wu et al., 2019).
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Geophysical monitoring strategies for fractured systems have also benefited from a range of new
techniques over the last decade, including both physics-based and data-driven strategies to
extract even more relevant information from geophysical measurements. A major advance in
seismic imaging, predominantly driven by advancement of computational resources, has been the
wide adoption of full wavefield inversion (FWI) strategies as well as wave-based reverse-time
migration (RTM) methods. These techniques, while developed theoretically and first
implemented in the 1990s (e.g., Tarantola 1988, Pratt, 1998, Pratt et al., 1999) have now become
feasible for inversion of 3D volumes (Virieux and Operto, 2009; Brittan et al., 2013), because of
the availability of massively parallel computation and more recently GPU and cloud
deployments. The strength of these approaches is their capacity to utilize a larger fraction of the
seismic waveform to recover elastic properties with higher spatial resolutions than previously
possible with arrival-time based methods. This is a particularly crucial element when imaging
fractured systems where localized variations in seismic anisotropy or attenuation are the target
feature (e.g., Bretaudeau et al., 2014) or a detailed map of the host rock is needed to guarantee
the integrity of engineered systems (e.g., Bentham et al., 2018). Most recently, the use of FWI
approaches in a timelapse capacity has opened a window into monitoring subtle property

changes (e.g., Li et al., 2020) relevant to understanding complex fractured system behavior.

For systems involving engineered fractures including those generated by hydraulic stimulation in
both geothermal 