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Abstract

The coastal zone is one of the most important features on the earth’s surface; therefore, it is imperative to extract the coastline,

a representative coastal zone feature with high quality. Previously, related methods mainly focus on edge and small-scale

information, when processing large scale images, misclassification can occur because it’s difficult to determine whether a local

area belongs to land or sea. To solve this problem, in this study, a deep learning-based multiscale coastal line extraction

algorithm is proposed, whose core is a scene classification-based multiscale coastal zone classifier to identify the coastal zones

from low to high levels using quadtree decomposition. Compared to the conventional method, the proposed method can obtain

information from a large receptive field so as to identify land and sea precisely in high resolution imagery. The results indicate

that the proposed method can effectively eliminate confusing features, and is of high calculation speed.
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Abstract The coastal zone is one of the most important features on the earth’s surface;

therefore, it is imperative to extract the coastline, a representative coastal zone feature

with high quality. Previously, related methods mainly focus on edge and small-scale

information. However, when processing large scale images, misclassification can occur

because it’s difficult to determine whether a local area belongs to land or sea. To solve this

problem, in this study, a deep learning-based multiscale coastal line extraction algorithm

is proposed, whose core is a scene classification-based multiscale coastal zone classifier to

identify the coastal zones from low to high levels using quadtree decomposition. Compared
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to the conventional method, the proposed method can obtain information from a large

receptive field so as to identify land and sea precisely in high resolution imagery. The

results indicate that the proposed method can effectively eliminate confusing features,

and is of high calculation speed.

Plain Language Summary The coastal zone is one of the most important features on

the earth’s surface; therefore, it is imperative to extract the coastline, a representative

coastal zone feature with high quality. Previous methods mainly focus on edge and small-

scale information, which is able to produce results with accurate contours. However, when

processing large scale images, misclassification can occur because it’s difficult to determine

whether a local area belongs to land or sea. To solve this problem, in this study, a deep

learning-based multiscale coastal line extraction algorithm is proposed, whose core is a

scene classification-based multiscale coastal zone classifier to identify the coastal zones

from low to high levels using quadtree decomposition. Compared to the conventional

method, the scene classification network can accurately identify land and sea owing to its

larger receptive field. This advantage can be further strengthened by processing images

with lower resolution and larger coverage using the quadtree decomposition structure. The

results indicate that the proposed method can effectively eliminate confusing features, and

the overall accuracy is improved by 5%. In addition, the screening process also significantly

reduced the number of input samples for the segmentation network, which led to a higher

calculation speed.
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1. Introduction

The coastal zone is the interface between land and ocean. Because the majority of the

world’s population inhabits coastal zones, it is one of the most important features on the

earth’s surface; therefore, effective coastal zone management is essential to the human

economy, society, and security. The coastline marks the transition between land and sea.

It is the most representative feature of the coastal zone. Investigation of coastlines has

attracted attention in coastal zone management.

Remote sensing techniques provide a new access to coastal zone investigations owing

to their fast information acquisition speed, short data acquisition period, and mass infor-

mation features. Because of these advantages, coastline extraction using high-resolution

imagery has attracted scholarly attention and various coastline extraction methods have

been developed.

Because the spectral characteristics of ground objects are obvious in early low-resolution

remote sensing images, initial coastline extraction methods are mostly based on thresh-

olding, index, operator, and other simple image processing methods. For instance, using

a histogram thresholding method on band five of TM or ETM+ imagery(Bagli & Soille,

2003), an NDWI was imported to extract the coastline based on the reflectance of water

and other land covers on each band of the TM or ETM+ imagery(Grigio et al., 2005;

Ouma & Tateishi, 2006). Edge detection operators include extracting coastlines by in-

tegrating canny edge detection(Lin et al., 2003), integrating a canny edge detector with

two masking steps(Heene & Gautama, 2000), and integrating locally adaptive threshold-

ing methods(H. Liu & Jezek, 2004). These pixel-based methods only employ spectral
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information of individual pixels and ignore the relationship between neighboring pixels.

They are simple and stable, which ensures their application in the production of long-

term low-resolution coastline products. However, such simple methods do not perform

well in complex scenarios such as images with high-resolution images or large coverage

areas owing to the confusion caused by synonyms spectrum.

To solve the problem of inaccurate boundaries (the direct problem synonyms brought

by the spectrum), subsequent studies focus on small-scale features using texture analysis

and object-oriented classification models. Texture analysis uses GLCM, LBP, frequency

domain transform, and other methods to calculate the texture features of each pixel(Bo

et al., 2001; Wei & He, 2016; L. Li et al., 2021). Pixels with the same texture features

are considered as homogeneous and merged into one region. Object-oriented classification

methods divide coastal zone images into objects through segmentation, such as watershed

or meanshift(Yang & Liu, 2005; Hollenhorst et al., 2007; Jarabo-Amores et al., 2010)

and classify these objects as land and sea. Because the features are extended from pixel

to neighborhood, these methods can extract accurate outlines on local high-resolution

images; however, the utilization of spatial information is still limited and largely depends

on manually selected parameters and artificial rules. When the study area becomes larger,

a number of confusing objects will occur, and more complex artificial rules will be required.

Such disadvantages limit the generality and robustness of these methods.

In recent studies, to address the problem of confusing objects in large coverage images,

scholars have used deep learning methods to further improve the ability of image feature

mining. Because the purpose of the coastline extraction is to extract complete coastline
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contours and semantic segmentation, an end-to-end network is the most suitable and

widely adopted method. Similar to image segmentation methods, semantic segmentation

networks can also extract accurate contours from high-resolution images. For example,

FCN, a typical semantic segmentation model, is applied to coastline extraction (Pashaei

& Starek, 2019). To enhance the effect of edge extraction, SeNet (Cheng et al., 2016)

proposed multi-task loss by adding an edge loss function to the conventional loss function

as the measurement of edge detection.

Considering the confusing objects problem, using series of convolution and deconvolu-

tion operations, a semantic segmentation network can obtain image features at multiple

scales to analyze each pixel more comprehensively and accurately. Based on this, improve-

ments in the network structure, loss function, and post-processing process are proposed

to amplify the perception of features on a certain scale. For example, to reduce the mis-

classification, the OAE-V3 model is proposed. It integrates the RESNET structure into

a conventional Deeplab V3 network (Sui et al., 2020). DeepUnet (R. Li et al., 2018) adds

a downscaling process to the network and widens the input data to increase the receptive

field of the deep learning network. The pixels of maritime imagery are divided into three

classes: sea, land, and ships. The input is divided into fine- and coarse-scale paths and

are joined together to extract the features of different scales (Lin et al., 2017).

Despite many efforts, because these methods are based on a single network and their

receptive field cannot be expanded infinitely owing to the feasibility of increasing the

network size, misclassification still occurs. For instance, high-resolution images require a

very large-scale to distinguish between coastal and large reservoirs.
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Currently, pre- and post-processing are added to compensate for this deficiency. For

example, Res-UNet CRF (Chu et al., 2019) uses a conditional random field (CRF) model

and morphological operation as post-processing to eliminate confusing features. A large

amount of calculation is required for semantic segmentation on high-resolution remote

sensing images, and confusing features are mainly located inland. This indicates that they

have obvious distribution characteristics. Therefore, compared to the post-processing,

eliminating confusing features in advance through pre-processing is more sophisticated.

Considering the preprocessing methods, images of several specific scales were selected,

and small-scale images were used to optimize the contour. Large-scale images were used

to determine the feature category. For example, the original image is decomposed into

small tiles for the initial segmentation and processing of the final segment based on the

spatial key of each tile (Wang et al., 2020). This can extracting raw outlines of lakes in a

large space through Landsat images and adjust the details of these outlines through GF-1

images (F. Chen et al., 2017).

In this study, we would further improve the preprocessing and propose a multiscale

coastline extraction method. As a state-of-the-art machine learning method, deep learning

plays an important role in our model. Two branches, scene classification and semantic

segmentation, are related to our study.

Scene image classification refers to the task of grouping a whole picture into an ex-

act semantic category. Considering previous studies, scholars proposed deep convolu-

tional one-way networks such as Alexnet (Krizhevsky et al., 2012), ResNet (He et al.,

2016), and VGG16 (Simonyan & Zisserman, 2014). These groundbreaking studies also
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proposed various methods, such as downscaling, dropout, and transformation on input

labels. Subsequent studies attempted to design more elaborate structures rather than

simply stacking convolutional layers deeper and deeper. The most influential is the in-

ception family (Szegedy et al., 2015). It creates an inception module that performs three

different convolutional processes on an input, and the outputs are concatenated and sent

to the next inception module. Considering the latest inception networks (Inception v4

and Inception-ResNet v2)(Szegedy et al., 2017), improvements such as kernel size and

replacement pooling with residual connections have been made. The goal of the assign-

ment is to classify images into coastal and non-coastal areas, which is a simple binary

scenario. In this study, MobileNet (Howard et al., 2019), a typical lightweight network

as a coastal zone classifier, is introduced. It uses depthwise separable convolution and

lightweight depthwise convolutions to filter features in the intermediate expansion layer.

Particularly, it requires a small amount of calculation and is easy to train.

Semantic segmentation aims to link each pixel in an image to a class label. Therefore,

it replaces the fully connected layer used for classification in a scene recognition network

with a convolution layer and forms a fully convolutional network, such as FCN (Long

et al., 2015), the landmark of image segmentation. Because pooling will irreversibly

lose detailed information, it creates a deconvolution and skips the connection structure to

recover detailed features. However, the loss of detail caused by repeated pooling operations

cannot be perfectly repaired by such a simple method, and the output of the FCN is a

coarse segmentation map.
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There are two kinds of studies addressing this problem. One is to perform convolution on

an input with different kernel sizes instead of repeated pooling processes, such as PSPnet

(Zhao et al., 2017)(Yu et al., 2018) and Deeplab family (L.-C. Chen et al., 2014)(L.-

C. Chen et al., 2017)(L.-C. Chen et al., 2018). These methods use atrous convolution,

which effectively enlarges the field of view through a single spectral kernel. To better

incorporate multiscale information, the subsequent version adopts a fully connected CRF

and SPP. The other is to improve the deconvolution process, and the representative model

of this type is the Unet(Ronneberger et al., 2015), which is a simple and clear end-

to-end convolutional structure. The Unet consists of two parts: a downsampling part

with the same effect as pooling, which is composed of two identical convolutions and

a rectified linear unit (ReLU), and an upsampling part, which uses the deconvolution

layers to increase the resolution of the output. To preserve better details, deconvolution

and skip connection processes were added after each downscaling process. Recently, its

improved version, Unet++ (Zhou et al., 2018), has been proposed. This redesigns the

skip connections to aggregate the features of varying semantic scales at the decoder sub-

networks. In this study, to segment the coast image more accurately, Unet++, one of the

forefront methods, is used as the final coastline extraction model.

2. Overview of the Methodology

This study aims to solve the problem of confusing features by further strengthening the

ability of large-scale spatial information mining. Compared to semantic segmentation (a

pixel-to-pixel network with a limited receptive field) the scene classification network ex-

tracts the information of the entire image as a coastal zone identifier. Because inland and
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coastal areas have different suitable scales for interpretation, a multiscale dataset is gener-

ated. Considering the fractal dimension characteristics and self-similarity of the coastline

shape in the research area, a quadtree decomposition framework is proposed for multiscale

image discrimination. Through this process, a number of inland and offshore areas can

be excluded at a very large-scale, and the coastal zones can be delimited accurately and

sharply.

Specifically, considering our method, the tile map service (TMS) is utilized to recon-

struct the input data to obtain a multiscale dataset based on a quadtree structure. Sub-

sequently, a multiscale coastal zone identifier with a quadtree as the skeleton and scene

classification network as a classifier is constructed to eliminate non-coastal zone tile im-

ages level by level. Considering this preprocessing, only tile images at the highest level

and precisely in the coastal zone were retained for subsequent semantic segmentation.

Process flow of the proposed method is as follow: we first generate a multiscale dataset

(Cz[w, h] = [Cz1[w, h], Cz2[w, h]...Czn[w, h]]) from the original image (C), where z is the

level dimension according to the data organization mode of the tile map service (TMS).

The width of the labels of each level is the same, and the resolution of the previous level is

twice that of the subsequent level. Second, labels located in the coastal zone at the original

resolution are screened out through the coastal zone recognition network proposed in this

study, and we obtain a sub-dataset(czn[w, h] ⊂ Czn[w, h]). Finally, we process semantic

segmentation on czn[w, h] or Czn[w, h] and obtain the result of the coastline extraction

(W [w, h]).
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3. METHODOLOGY

3.1. Multiscale Dataset Generation Based on TMS

Conventional remote sensing image semantic segmentation tasks mainly divide an orig-

inal image into series of fixed-size samples with one or few resolutions. Considering coast-

line extraction, suitable scales for different relevant tasks vary greatly. For example,

extracting accurate contours requires small-scale information, whereas identifying land

and sea positions of an area requires larger-scale information. Considering this scenario, a

dataset with multiple resolutions is required. In addition, in previous multiscale datasets,

samples of different scales are separated from each other, and indexes between the samples

of different scales are needed.

To achieve this, the tile map service (TMS) (TMS Rule @ONLINE , n.d.) was intro-

duced. It is a protocol for serving maps as tiles (i.e., splitting map up into a pyramid of

images at multiple zoom levels). Each output block is a fixed-size image encoded according

to the spatial position.

The division rules are shown in (1). A pixel located at (lon, lat) is divided into a file

z x y.png at level z. 
x = 2z−1 · ( lon

180
+ 1)

y = 2z−1 · (1− ln[tan(lat·π/180)+sec(lat·π/180)]
π

)
(1)

Regarding this data format, images of different scales are assimilated into series of tile

images of the same size to classify or segment them directly through a single deep learning

network. In addition, the quadtree index can be constructed using the tile number.

This provides convenience for the quadtree decomposition-based coastal zone recognition

method.
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3.2. Quadtree Decomposition-based Index

Considering the previous section, a multiscale dataset based on TMS was created, and

each scale produced a corresponding result. In this section, it is necessary to find an

appropriate rule to integrate these results. Previous studies disassembled the task into

multiple parts. Each part of the task had a corresponding scale and finally merged the

results through simple rules (L. Liu et al., 2018). However, because our task is difficult

to disassemble and there are huge scales differences within the dataset, improvements in

the utilization of this multiscale information are needed.

The study area used here is the coast of Shenzhen, a metropolis located in the South

China Sea, a marginal sea with the Eurasian continent as the boundary, where remote

sensing image is composed of two large land covers, water body and land. The water body

is completely and evenly distributed at the edges of the image. According to (Xiaohua et

al., 2004), the fractal dimension of the Chinese mainland coastline is approximately 1.16.

Considering the spatial distribution, such a region is of a certain degree of self-similarity;

therefore, it is suitable to use an adaptive way to construct an index to make each area find

its own suitable interpretation scale. Consequently, processing the quadtree decomposition

(Shusterman & Feder, 1994) on this type of image is unlikely to cause misclassification or

over-segmentation, and it can achieve the effect of a compressed perception. We propose

a quadtree decomposition framework to perform an accurate and efficient screening of

coastal zone images.

The quadtree decomposition divides the geographic space recursively into different lev-

els of quadtree structures. If a block is determined to be decomposed, it is subdivided
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into four blocks (2 × 2), and the criterion is applied again to the subdivided blocks.

This process is repeated iteratively until all the blocks are determined. The quadtree

decomposition process is shown in Fig.S1, where Pcoast is the image feature, L is the TMS

level, and Tcoast and TL correspond to the thresholds of Pcoast and L, respectively. Because

quadtree decomposition subdivides an image into blocks that are more homogeneous than

the image itself through the discriminator, the core of the method is the discriminator.

The original discriminator is usually composed of simple grayscale statistics or texture

information, such as a grayscale threshold or standard deviation. In this study, to identify

the complex multiscale coastal zone tile image, a scene classification network was used as

the discriminator.

3.3. Multiscale Coastal Zone Recognition

Considering the previous section, quadtree decomposition was identified as an index

for multiscale coastal zone identification for the integrity of land, and the sea distribu-

tion of the study area makes it less likely to be misclassified. In this section, the scene

classification network and current frontier classifier are utilized as multiscale coastal zone

recognition algorithms known as the discriminator of quadtree decomposition.

As a deep learning network, the input data size of the scene classification network is

fixed. This indicates that the coastal images with very different resolutions are processed

through one network. The consistency of the coastal zone images at different scales was

analyzed using a gray histogram as shown in Fig.S2. The results indicate that waterbodies

of different scales are of spectral and texture consistency for the histogram distribution of

each band. Comparatively, there are obvious differences between waterbody and land area.
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To quantify the proportion of seawater on different levels of tile images and to analyze the

impact of freshwater (the most confusing feature at each level), the proportion of seawater

and waterbodies of tile images in the corresponding coastal zones of different scales are

calculated as shown in Fig.S3. Among them, the proportion of seawater is extracted from

the electronic navigational chart (Electronic Navigational Chart @ONLINE , n.d.), and

that of waterbody is extracted from Amap (Amap @ONLINE , n.d.). It can be observed

that there is no obvious change in the proportion of the seawater area in the tile images

of the coastal zones at different levels. In addition, at a lower level, the proportion of

seawater was similar to that of the waterbody. In contrast, at higher levels, freshwater

occupies a certain area in the tile images; therefore, the proportion of waterbodies is

larger than that of seawater. Consequently, the identification of coastal zones should be

more accurate at large-scales, and our quadtree decomposition method is an iterative

process from large-scale to small scale. Two scene recognition networks were adopted

as multiscale coastal zone discriminators. Because the application scenario is a simple

binary classification, MobileNet V3 has been adopted. In addition, to verify the accuracy,

the latest network of the Inception family, Inception Res V2, was adopted. The labels

of the coastal area used in this study were generated based on a slight modification of

the electronic navigational chart. Therefore, they are essentially semantic segmentation

samples. To convert it into a fuzzy classification label, the coastal zone index Pcoast is

proposed as (2), where Area and Areasea are the area of the tile image and waterbody on

the tile image, respectively.

Pcoast =

√
min(

Areasea
Area

, 1− Areasea
Area

)× 2 (2)
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Considering the discriminator, the threshold discrimination method was used as Pcoast >

Tcoast. Because confusing features and imperfect labels have a greater imp/act on large

scale targets, the threshold is slightly larger at the large-scales. Considering the experi-

ment, Tcoast was taken based on 0.5− 0.3× (zmax − z)/(zmax − zmin), where z, zmin, and

zmax are the current, minimum, and maximum levels, respectively.

3.4. Coastline Extraction through Semantic Segmentation

After screening using the multiscale coastal zone identifier proposed in this study, high-

resolution samples in a small area around the coastal zone were obtained. Finally, the

filtered samples, rather than the entire image, were used to train the semantic segmenta-

tion network for accurate coastline contour extraction. In our study, a nested U-Net (a

cutting-edge method in the field of semantic segmentation) was adopted.

Considering the experiment, the coastline broke when some tile images were missing,

or the local coastline was too close to the TMS splitting line. To make the result more

complete, the results at different levels are output, and the missing parts in the high-level

results are covered with the upper-level results.

4. Experiments and Analyses

4.1. Study Area

The research area is ShenZhen, which covers a total area of 1996.85 km2. It is an

important economic zone in China and is located in the Pearl River Delta, north of Hong

Kong. Because of its large population, high economic status, and the impact of land

reclamation on the natural environment during urbanization, it is important to investigate

its coastal zone.

September 6, 2021, 11:53pm



: X - 15

Shenzhen is a cosmopolitan city with a population of tens of millions. Therefore, a

number of sand and mud deposition coasts have been developed as bathing beaches. Nev-

ertheless, it is also an important international port, and the container handling capacity

of Shenzhen Port ranks fourth in the world. Therefore, there are several artificial coasts.

In addition, the Shenzhen area has national mangrove nature reserves. This is because of

the economic status and diverse types of coastlines in Shenzhen.

4.2. Experimental Data

The input data consist of two parts. One is the satellite imagery of Shenzhen collected

from Google Map imagery (Google Map @ONLINE , n.d.), and the other is the labels of

the coastal area, generated from a slightly modified electronic navigational chart.

To satisfy the requirements of the quadtree decomposition, we directly adopted the

data organization form of TMS and collected TMS images of ShenZhen from level 11

(resolution, 64 m) to level 17 (resolution, 1 m). Both the input and output are file lists

of the tile images. The semantic segment was used to extract the coastline.

4.3. Accuracy Assessment

The main purpose of our study is to solve the misclassification phenomenon caused

by the inability to identify coastal locations in large-scale and high-resolution images.

Therefore, we adopted pixel accuracy (PA), a commonly used deep learning accuracy

index, to evaluate the overall accuracy.

In addition, to evaluate the extraction effect of the detailed coastline contour, we in-

troduced line matching(LM), defined as (3), to reflect the error size in the local normal
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direction.

LM =
Area[Seareal4Seapredict]

Lreal
(3)

It represents the ratio of the intersection area of the real coastline and the extraction

result to the length of the coastline, where Seareal refers to the real seawater (or land)

area, Seapredict refers to the related extraction result, 4 refers to the difference set, and

Lreal is the length of the real coastline.

4.4. Experimental Results

The presentation and evaluation of the experimental results consist of the following

three parts: evaluation of quadtree decomposition, evaluation of the overall accuracy and

local area, and time consumption assessment.

As shown in Fig.S4, the extraction result of the Unet++ directly on the original resolu-

tion image is often unable to identify confusing features such as lakes, ponds, and ships.

In contrast, the proposed method can effectively filter ships in the ocean and most confus-

ing features on land, including the Tiegang Reservoir (the largest freshwater target in the

study area, covering an area of 64 km2). The pixel accuracy of each method is correspond-

ingly 87.9%(Unet++), 92.6%(Quadtree only) and 93.5%(Our Method). Considering the

proposed method, the training dataset of semantic segmentation was also screened us-

ing the quadtree decomposition. The accuracy of this method was also the highest. In

addition to directly using Unet++, an experiment that only adopted the quadtree decom-

position as a coastline identifier and used all labels in the training semantic segmentation

network served as the control. The results show that quadtree decomposition improves

the accuracy by approximately 5%. In addition, according to the split line of the quadtree
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decomposition, more than 90% of coastal zone blocks at level 17 are correctly identified

in both the mobileNet and inception. Nevertheless, 95.1% of the result area or 20.6% tile

images are confirmed at level 15 or above. This indicates that the best scale for coastal

zone identification is at least four times of the original resolution.

As shown in Fig.S5, the red, green, and blue lines represent the ground truth, Unet++

(control group), and proposed method, respectively. In the local region, the proposed

method exhibits a better performance. Owing to the confusing features, such as freshwater

or some buildings, they are very similar to seawater areas, considering the features. During

the training, they are considered as land. This will mislead the network and lead to

coarse segmentation results. In contrast, many confusing features are excluded using the

quadtree decomposition; therefore more accurate contours can be extracted. It can be

observed from the results that the LM of the method in this study has an improvement

of 0.5, compared to the direct use of semantic segmentation.

The operating environment includes one Rt x 2080 ti graphics card, 64 GB memory,

and an NVME SSD. Extraction directly through semantic segmentation will process 53728

effective tile images and take more than 15 min. The proposed method only takes approxi-

mately 1.5 min, which is ten times faster than the direct use of the semantic segmentation.

The running time of the scene classification network is 44 s, processing 4794 tile images.

The semantic segmentation process only takes 60 s because it only processes 3536 tile

images as shown in Table S1.
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5. Conclusion

Coastline extraction through remote sensing images is an important task in coastal

zone investigations. When processing large scale and high-resolution coastal zone images,

because the existing methods only extract the coastline contour based on the limited

receptive field, misclassification has occurred. To solve this problem, a multiscale coast-

line extraction method is proposed based on sense classification network and quadtree

decomposition.

The core of this method is to use a multiscale coastal zone discriminator for preprocess-

ing. It embeds the scene classification network into the quadtree decomposition framework

to realize the coastal zone region recognition level by level. This pre-processing can fur-

ther enhance the receptive field to achieve high-accuracy coastal zone identification and

effectively eliminate easily confused objects. Moreover, the process of eliminating confus-

ing objects optimizes the training set, improving the subsequent semantic segmentation

network. In addition, because quadtree decomposition is a top-down process, many areas

have been excluded on a large-scale, which has greatly reduced the amount of calculation

and time consumption.

The proposed method was tested in Shenzhen, China. The results indicate that the

pixel accuracy has been improved by 5%. In addition, the number of tile images to be

processed is greatly reduced to the corresponding time consumption.
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Figure S1. Process of quadtree decomposition

Figure S2. Histogram of waterbody of each band at (a)level12 (b)level14 (c)level16, and (d) comparison of histogram

between waterbody and land.
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Figure S3. Statistics of proportion of seawater area and freshwater in tile images of different scales

Figure S4. Coastline extraction result (a) directly using Unet++, (b) our method and (b) split line of quadtree

decomposition.

Unet++ Our Method Unet++ Our Method

LM: 9.38 LM: 3.76 LM: 17.54 LM: 11.42

Figure S5. Extraction results of the local area and line matching index
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Table S1. Time consumption of each method

Time Consumption Identification Segmentation Total

Unet++ 920.82s 920.82s

Our Method 44.13s 60.24s 104.37s

Number of Tiles Identification Segmentation

Unet++ 53728

Our Method 4794 3536
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