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observations.

Hosted file

essoar.10507630.1.docx available at https://authorea.com/users/529761/articles/602325-the-

atmospheric-scale-lengths-of-turbulence-and-its-dependencies-derived-from-gps-single-

difference-with-a-common-clock

1

https://authorea.com/users/529761/articles/602325-the-atmospheric-scale-lengths-of-turbulence-and-its-dependencies-derived-from-gps-single-difference-with-a-common-clock
https://authorea.com/users/529761/articles/602325-the-atmospheric-scale-lengths-of-turbulence-and-its-dependencies-derived-from-gps-single-difference-with-a-common-clock
https://authorea.com/users/529761/articles/602325-the-atmospheric-scale-lengths-of-turbulence-and-its-dependencies-derived-from-gps-single-difference-with-a-common-clock


The Atmospheric Scale Lengths of Turbulence and Its Dependencies
Derived from GPS Single Difference with a Common Clock

Gaël Kermarrec1 and Steffen Schön2

1Geodetic Institute, Leibniz Universität Hannover, Nienburger Str. 1, 30167
Hannover, Germany
2Institut für Erdmessung, Leibniz University Hannover, Schneiderberg 50, 30167
Hannover, Germany

Corresponding author: Gaël Kermarrec (kermarrec@gih.uni-hannover.de)

Key Points:

• Signals from Global Navigation Satellite Systems are influenced by random
variations of the refractivity index as they travel through the troposphere

• The power spectral density of positioning residuals from Single Differenced
phase observations allows studying key parameters of tropospheric turbu-
lence

• The cutoff at low frequency show daily variations whereas the outer scale
length can be considered as an atmospheric constant of the order of 3000m

Abstract

Microwave signals, for example, those from Global Navigation Satellite Systems
(GNSS) and very long baseline interferometry, are affected by tropospheric tur-
bulence in such a way that the random fluctuations of the atmospheric index of
refraction correlate the phase measurements. These atmospheric correlations are
an important error source in space geodetic techniques. For computational rea-
sons, they are neglected in positioning applications, to the detriment of a trust-
worthy description of the precision, and rigorous test statistics. Fortunately,
modelling such correlations is possible by combining concepts from electromag-
netic wave propagation in a random medium and the Kolmogorov turbulence
theory. In this contribution, we will process single differences GNSS phase ob-
servations from a 300 m baseline between two different receivers linked to a com-
mon clock. After a preprocessing to filter additional error contributions, such
as multipath, we will study the power spectral density of the phase residuals.
We will estimate its low and high cutoff frequencies with an adapted unbiased
Whittle maximum likelihood estimator. These cutoff frequencies – as predicted
by turbulence theory – are related directly to the scale lengths of turbulence, i.e.
the size of the eddies that correlate the GNSS observations. The study of their
dependencies with the satellite geometry, day of the year, or time of the day
provides new insights into the two- and three-dimensional atmospheric turbu-
lence in the atmosphere. In addition, it contributes to improving the stochastic
description of random effects impacting GNSS phase observations.

Plain Language Summary
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A global navigation satellite system (GNSS) describes any satellite constella-
tion that provides positioning on the Earth; it is part of our daily life, with
applications such as telecommunications, land surveying, safety, or precision
agriculture. Similar to airplanes that drop altitude suddenly, GNSS signals are
affected by atmospheric turbulence: swirling motions, which we can imagine
as small energy balls of a few mm diameter up to large horizontally elongated
structures, will correlate the GNSS signals as they travel through the low at-
mosphere. Correlations can be understood as ”measurements having something
in common”, and are an important source of errors: they lead to a lower posi-
tioning precision. The correlations due to random variations of the refractivity
index created by atmospheric turbulence can be modelled from physical consid-
erations. This allows the exciting study of atmospheric turbulence parameters
after appropriate processing of the GNSS observations: (i) without expensive
instruments and (ii) by simply using by-products from the positioning. The
horizontal length of the swirling motions correlating GNSS observations can be
estimated together with the size of the small energy structure, which shows typi-
cal day/night variations. This study provides new insights into the atmospheric
turbulence, paving the way for innovative applications for the GNSS.

1 Introduction

Atmospheric turbulence created by the vertical shear of horizontal wind among
others, affects the propagation of optical and microwave signals as they travel
through the atmosphere (Ishimaru, 1994; Roddier, 1981; Stull, 2009; Wheelon,
2001; Pani et al. 2011). Turbulence, from mostly isotropic in the low boundary
layer, becomes anisotropic -sometimes called two-dimensional (2D)- in the free
atmosphere, beyond the tropospheric height of approximately 1 000 m above the
ground (Gage, 1979; Kraichnan, 1974). Eddies or swirling motions act as corre-
lating GNSS phase measurements making atmospheric turbulence an important
error source for GNSS positioning with phase observations (Kermarrec & Schön,
2014; Wheelon, 2001). Whereas intensity fluctuations cause intermittent signal
fading, phase fluctuations yield variations in the time of flight (Kermarrec &
Schön, 2014; Kleijer et al., 2004; Nilsson et al., 2009; Schön & Brunner, 2008a).

The residuals of GNSS positioning with phase measurements provide a promis-
ing way to estimate turbulence parameters without complicated equipment (see
first investigations using the structure function from Naudet 2016 or Vennebush
et al., 2020). Physical considerations from electromagnetic wave propagation
and concepts from the Kolmogorov turbulence theory yield a solid foundation
to the description of their frequency content using power law functions (Agnew,
1992; Kolmogorov, 1941). Four slopes characterize the corresponding power
spectral density (psd) over specific frequency bands (Wheelon, 2001):

• a two-slope noise coming from a Matérn process with a smoothness of -4/3
that saturates at low frequency (0-slope; Lilly et al., 2017);

• a -2/3 additional noise in the middle frequency band of the spectrum
coming from a superimposed sinus term; and

2



• an additional white noise (WN) at very high frequencies (0-slope), which
arises from aliasing and electronic components.

Two cutoff frequencies divide the spectrum and are related to the description
mentioned previously. They describe the physical scales of the positioning prob-
lem under consideration:

1. the high frequency cutoff (transition smoothness -4/3 and -2/3 noise) can
be thought of as being related to smaller eddies, i.e. the inner scale length
of turbulence, whereas

2. the low frequency cutoff (transition -2/3 noise and saturation slope)
should be an atmospheric constant, depending eventually on low periodic
and large-scale atmospheric conditions, such as weather fronts (Shepherd,
1987).

The study of these two cutoffs from the residuals of GNSS positioning with phase
observations provide, thus, a new insight into atmospheric turbulence and, more
particularly, into the dependencies of the scale lengths of atmospheric turbulence.
They will be the focus of the present contribution.

Prior to such analysis, additional effects affecting the residuals should be miti-
gated, such as multipath or receiver clock errors: they may bias the estimation
of atmospheric parameters. In this contribution, we will make use of between-
stations single differences (SDs) global positioning system (GPS) phase observa-
tions. The receiver clock fluctuations can be removed and effects of interest sep-
arated, taking benefits from a common clock assembly between receivers (Leute
et al., 2016; Santerre & Beutler, 1993). This allows both a validation of the
presence of the atmospheric turbulence in the residuals using different receivers
and a study of temporal and spatial dependencies of the cutoff frequencies, i.e.
the scale lengths of turbulence.

Cutoff frequencies are usually estimated empirically by visually identifying the
point where the psd kicks off (see, e.g. Accardo et al., 1997, for an example of
electroencephalographic time series for filtering the WN component. Most of
the literature is related to filter design, for which the cutoff frequency refers to
the frequency between, above or below which the frequencies of a signal will be
blocked or attenuated (Hunter, 2001). In this contribution, we prefer an autom-
atized and statistically-based method to an empirical visual identification of the
cutoff frequency as it allows one to combine multiple time series of observations
per day of the year (DOY) efficiently from more than 32 GPS satellites. Cor-
respondingly, our analysis is built on the methodology developed in Kermarrec
and Schön (2020), and adapted to the specificity of SD observations. It is based
on the empirical mode decomposition (EMD) of power law noises (Flandrin et
al., 2004, 2005; Wu & Huang, 2004) which permits to filter both the WN compo-
nent and additional effects coming from the multipath. The cutoffs are further
estimated using the unbiased WMLE, as proposed in Sykulski et al. (2019).
Our strategy will be validated with Monte Carlo simulations and applied to
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real SD observations for an analysis of the spatial or temporal dependencies of
the cutoffs frequencies.

The remainder of the contribution is as follows: in a first section, we review the
theoretical background for the expected microwave phase noise psd and how to
estimate the parameters by maximum likelihood. The second section explains
the processing of GPS observations using SD. We follow by presenting the results
of the real data analysis focusing on the dependencies of the cutoff frequencies
with time and geometry.

2 Theoretical Background

In this section, we briefly review the derivation of the psd for phase difference
for atmospheric microwave transmission following Wheelon (2001, chapter 6).

1. Concept of turbulence theory

(a) The concept of eddies and refractivity spectra

Any turbulent flow can be interpreted as a population of many swirling mo-
tions called eddies, vortices or swirling motions. They coexist in different sizes
and strengths, embedded in one another and forever changing, giving the flow
its randomness. According to Kolmogorov (1941), the energy is supplied at a
macroscale and is dissipated at microscale by viscosity. The interaction among
the eddies of various scales passes energy sequentially from the larger eddies to
the smaller ones. This process is known as the turbulent energy cascade and
describes the three-dimensional (3D) turbulence well. For 2D turbulence, an
inverse cascade was postulated (Kraichnan, 1974), and its study remains an
active research field, particularly in the atmosphere (see e.g. Hyde et al., 2015,
for optical signals).

Regarding the Kolmogorov theory, we assume that the characteristics of the
turbulent eddies depend solely on themselves and on the energy cascade rate.
This is similar to saying that the eddies “know” their size, at which rate energy
is supplied to them and at which rate they must supply it to the next smaller
eddies in the cascade. The macroscale is typically related to the scale of the
problem under consideration; this is probably the size of eddies present around
the tropospheric height of approximately 1000 m for GNSS phase observations:
The strength of the turbulence is still strong enough to affect GNSS phase
observations, so that horizontally elongated and anisotropic eddies will act as
correlating the measurements.

It is customary in turbulence theory to consider the power spectrum, i.e. the
distribution of kinetic energy per mass across the various length scales. A −5/3
power law of the energy spectrum derived from dimensional analysis has been
observed to hold true in the inertial range and beyond. Over this inertial re-
gion, Tatarski (1971) gave the Kolmogorov wave number spectrum of spatial
refractivity fluctuations as

, (1)
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where is the structure constant of the atmosphere, which varies with height but
is considered here as a constant or global parameter for the sake of simplification
of the integrations, and is the wave number or spatial frequency. This model is
valid in the inertial range for homogeneous and isotropic turbulence, with being
the outer and inner scale length of turbulence that bounds the inertial range,
respectively.

The von Kalman spectrum is mathematically convenient as it saturates at wave
number in the inertial region. It is expressed as

. (2)

We will make use of this spectrum, following Wheelon (2001); extensions all
maintain the scaling , on which our investigations for the variations of the scale
lengths are based.

1. Power spectral density of phase difference

A usual way to derive the psd of phase difference is to assume the medium to be
frozen, moving with a constant wind speed , perpendicular to the signal propa-
gation. This assumption is justified at the tropospheric height for GNSS signals:
at that height, the horizontal geostropic wind blows with a constant velocity of
approximately 8 ms-1. This so-called Taylor hypothesis (Taylor, 1938) allows
one to express spatiotemporal quantities as being only temporal. This makes
some integrations manageable, so that an expression for the phase difference
of microwaves propagating through the atmosphere can be derived. The van
Karman spectrum leads to a phase difference psd with three dominant power
law processes which we summarize as:

, (3)

where is an angular cutoff frequency proportional to the wind velocity. Ac-
companying this contribution, we will allow ourselves to write loosely “-8/3” or
“-2/3” noise, depending on the slope of the psd from Eq. (3).

Regarding the station separation perpendicular to the GNSS signal propagation
plane and a wind vector parallel to the station separation, we have:

, (4)

where is the phase psd expressed as

(5)

with , the elevation angle of the satellite.

One can conjecture that the slopes of the psd will not be affected if the wind
is not blowing perpendicularly to the baseline (Wheelon, 2001, problem 7). If
the wind direction at the tropospheric height does not change strongly during
the experiment, no influence on the dependencies of the cutoff frequencies is
expected, or, at least, no influence within the confidence level for determining
the parameter.
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The previous description is based on further assumptions, such as the Taylor
frozen hypothesis of the medium (Taylor, 1948), the constant velocity of the
wind, and a height independent structure constant, which measures turbulence
strength (Nilsson & Haas, 2010). Wheelon (2001, chapter 6.5.5.4) discusses the
doubtfulness of these approximations for long baselines. This is unproblematic
here as we will use SD from a short baseline.

The reader is referred to Appendix 1 for a better understanding of the cutoff
frequencies; it explains graphically and intuitively the difference between and .

1. Cutoff frequencies

In this section, we propose to summarize the physical interpretation of the cutoff
frequencies of Eq. (3) and a method to estimate them with high trustworthi-
ness, throwing light on the related challenges and inherent limitations of the
estimation method.

1. Physical interpretation of the cutoff frequencies

• Following Wheelon (2001, chapter 6), is the outer scale of turbulence of
microwave measurements and is related to the horizontal elongation of
the anisotropic eddies present at the tropospheric height. It was found
in previous studies to be around 3000 m (Kermarrec, 2020; Kermarrec &
Schön, 2014), assuming a constant geostropic wind velocity of 8 ms-1.

• The understanding of is slightly more challenging. In an interferomet-
ric application with phase differences, is proportional to the distance be-
tween two antennas on the ground (Wheelon, 2001). Dealing with GNSS
SD, we propose to interpret this cutoff as being related to an inner scale
length and homogeneous with an angular frequency. Correspondingly, de-
termines the transition between the 3D turbulent regime (-8/3 slope) and
the anisotropic regime (-2/3 slope). Variations of will be related to the
strength of the 3D turbulence: this angular frequency will most probably
have some similarities with variations of the atmospheric structure con-
stant. Please refer to Nilsson et al. (2009) for more details on this impor-
tant atmospheric parameter. Consecutively and similarly to , the quantity
should depend on the wind velocity below the tropospheric height, where
the isotropic turbulence dominates.

• The transition between the high and low frequency regime is to be linked
with the multiple eddy sizes that affect GNSS signals through their atmo-
spheric travel.

1. Challenges raised by the determination of the cutoff frequencies

The estimation of the two cutoff frequencies or scale lengths of turbulence is
related to the correct identification of the three bandwidth noises. Adding
a WN at high frequencies, we even face the challenge of four noise processes
from which we want to estimate two scale lengths as accurately as possible.
In the following, we propose to briefly illustrate the challenges linked with the
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determination of the cutoff frequencies following the example taken in Appendix
1. is taken lower than in the example of Appendix 1 with the aim of modelling
a stronger 3D turbulence. We note that the example of this contribution should
provide the reader with an insight into the variety of psd that can be obtained
by varying the turbulent parameters.

• Variation of the cutoff frequencies

Figure 1 (top left) presents the psd by taking to 0.3 and 0.4 rad/sample (blue and
red line, respectively) with fixed at 0.015 rad/sample. As intuitively expected,
the psd evolves to the -2/3 slope for rad/sample earlier than for . This has hardly
any impact on the low frequency region and the two psd generated saturate
visually at approximately rad/sample, which is close to the simulated value of
0.015 expected.

On the contrary, if we vary from 0.015 to 0.02 (blue and yellow lines, respec-
tively), the high frequency region is not affected but the yellow psd clearly
saturates before the blue one, which is expected.

• The presence of WN

A challenge for the estimation of

In order to mimic a real scenario, we modelled the spectral density by , with ,
the psd of WN, coming from the processing of the observations from the GNSS
receiver, aliasing and quantization effects. Figure 1 (top right) shows that the
WN component affects the determination of , whereas the low frequency part of
the psd remains unchanged. The shorter the bandwidth of the -8/3 noise, the
more challenging the determination of . We notice that without WN (red line),
the sinus term of Eq. (5) affects the high frequency part strongly; the visual
identification of is hardly possible: fortunately, this is an improbable scenario
in a real case.

A bias toward 0: a need for whitening

Visually, is shifted towards high frequencies due to the presence of WN (blue
line in Fig. 1, bottom left): the -8/3 slope cannot be clearly identified and is
underestimated. We performed a WN filtering using the methodology presented
in Section 2.2.3 and were able to correct the overestimation of and the slope of
the psd (red line). This result is an indication that the WN component should
be filtered out prior to estimating the cutoff at high frequency. Exemplarily, if
we increase the WN from 0.1 to 0.5 db/Hz (Fig. 1, top right, yellow line), the
-8/3 noise may even disappear, so that the transition goes directly from WN to
-2/3 noise.

• A parallel between slope and cutoff frequency variations.

Some previous contributions using Zenith Total Delay found some discrepancies
with the Kolmogorov theory from, for example, the slope of the structure func-
tion (Kube & Schön, 2015; Nilsson et al., 2009). The previous example may
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have given the reader some insight about the challenges linked to the risky un-
derestimation of power law slopes and overestimation of the cutoff frequencies in
the presence of additional WN at high frequency. Similarly, non-modelled low
frequency noise can lead to a biased . It may even be impossible to estimate this
value if the psd does not saturate because of, for example, flicker noise (Ward
& Greenwood, 2007).

We are strong believers that discrepancies from the Kolmogorov theory are more
likely to be linked to the presence of additional and non-filtered noise that makes
the estimation of psd slopes challenging; Previous studies showed a more prob-
ably biased estimation of the parameters under consideration as no filtering
was performed. In this contribution, we, thus, do not wish to doubt the valid-
ity of the Kolmogorov theory but stay aware of the limitation related to the
cutoff/slopes estimations.

Fig. 1: Top left: psd in db/Hz of simulated time series by varying the cutoff
frequencies and Top right by varying the WN component. Bottom left: the
impact of WN on the identification of and the -8/3 slope. All psd are in a loglog
plot.

We propose estimating the cutoffs based on statistical methods rather than
visual identification for increased trustworthiness. We summarize the related
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challenges as follows:

• filter the WN component at high frequencies to avoid an overestimation
of the cutoff due to both a short bandwidth and a biased slope of the
turbulent noise;

• find an estimator for the cutoff at low frequency. This necessitates filtering
low frequency noises, such as random walk or flicker noise, which may mask
the transition between regimes.

In the next section, we present the methods chosen for the noise mitigation and
parameter estimation.

1. Noise mitigation

The proposal for determining the cutoff frequencies follows Kermarrec & Schön
(2020) and makes use of the EMD and its extension, the Hilbert Huang Trans-
form (Wu, 2009; Wu & Huang, 2004) to reduce the multipath effect and filter
high frequency noise. The EMD is an empirical method and suits the analysis
of GNSS residuals best. Its main derivations are given in Appendix 3 with the
aim of not affecting the reading flow and are here only briefly summarized in a
flowchart form in Figure 2.

Fig. 2: Explanation of the methodology to filter and estimate the cutoff fre-
quencies

Elimination of low frequency noise
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The basic idea to mitigate the effect of additional low frequency noise is based
on the elimination of so-called intrinsic mode functions (IMFs) from the EMD.
Consequently, we make use of the property that the log2 variances of the IMF
versus the level of decomposition follow a straight line with a given slope de-
pending on the power law of the noise psd. Additional effects translate into
stronger power at a low frequency, up to an additional random walk (see e.g.
He et al., 2019). If a slope corresponding to another power law noise is detected
for a higher IMF, a filtering is mandatory, as explained in Appendix 2.

Elimination of WN

The elimination of the WN is mandatory to avoid a biased estimation of the
cutoff . We use the expectation–maximization algorithm developed in Kargoll
et al. (2018). The latter is best suited in the presence of outliers, which are
inevitable in a real case. We determine the ratio between WN and power law
noise to downweigh the first IMF of the EMD.

1. Estimation of cutoff frequencies

Once the residuals have been preprocessed, the cutoff can be estimated by means
of an unbiased version of the Whittle Maximum likelihood (Sykulski et al., 2019).
This procedure was shown to be trustworthy, even for small sample sizes. Ac-
cordingly, we use the Matlab function maternfit from Lilly (2020). This function
allows one to fix the slope to a given value so that only the cutoff parameter
has to be estimated. The latter can be further forced within a given interval.
In our case, this is strongly advantageous as physically based estimations of
the parameters are available: assuming m and a wind velocity of 8 ms-1, we
can estimate rad/sample (see Appendix 2). Similarly, physical considerations
provide values between 0.8 and 1.2 rad/samples for following Kermarrec and
Schön (2020).

Correspondingly:

• for the estimation of , we fix the slope in the estimator to -8/3, as we
do not question the theoretical finding. The psd does not saturate at but
changes its slope: we need to specify the interval within which has to be
searched to avoid its biased estimation.

• We search for the saturation frequency of the Matérn model for the es-
timation of . Unfortunately, the Matérn model is not defined for slopes
smaller than -1/2 (Guttorp & Gneiting, 2005). We expect to find a slight
underestimation of the parameter due to the discrepancy with the -2/3
slope. Monte Carlo simulations are, thus, necessary to quantify this effect
and validate the methodology.

• The batches of observations should be long enough to allow for saturation
to estimate the outer scale length of turbulence. Assuming rad/sample,
the batch length – or number of observations – should be at least 2000 for
1 Hz observations (Sykulski et al., 2019).
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1. Validation of the methodology using Monte Carlo simulation

In order to validate our methodology for estimating the cutoff frequencies with
the unbiased WMLE, we generated 1000 noise samples each of a length of 5000
from the psd derived in Eq. (4). The same values as previously were taken, i.e.
a WN component of 0.1 db/Hz and rad/sample.

• Firstly, we performed a WN whitening and found a mean coefficient of
0.09 +/-0.003 to be applied to the first IMF.

• Using our methodology based on the log2 variances of the EMD, the low
frequency cutoff was found to be a mean of 0.0153 +/-1e-4, which corre-
sponds to a discrepancy for the outer scale length of approximately 100
m. Regarding that, (i) this value is unknown in a real case, (ii) we make
use of the estimator by specifying a higher power law than expected in the
simulated time series and allows ourselves to be satisfied with this (small)
bias. Variations are important for our investigations: a coherency in the
estimation and the filtering strategy is mandatory rather than trying to
access the unknown true value of this parameter.

• The high frequency cutoff could be estimated as a mean of 1.02 +/-2e-3

rad/sample.

We find the results of the Monte Carlo simulations acceptable, bearing in mind
that no reference is available for comparison when dealing with real data. In
the next section, we propose applying this methodology to SD from GPS obser-
vations with the aim of studying the variations of the cutoff frequencies but not
searching for their exact value.

1. Real Data Analysis

3.1. Experimental setup

In October 2013, we conducted a measurement campaign at the Physikalisch
Technische Bundesanstalt (PTB), Germany’s national metrology institute in
Braunschweig. The setup was operated in the context of the research project
“Surveying” funded by the European Metrology Research Program (Pollinger et
al., 2015). Various receiver antenna combinations were operated at the Meitner
and Kopfermann building over three weeks. The data analyzed in this paper
includes DOY 297 (October 24, 2013) and DOY 298 from the stations KOP1 and
MEI1 (cf. Fig. 3). The station at the Meitner building is free of obstructions
because it is located above the trees at the PTB campus, while KOP1 shows
partial signal obstruction up to elevations of 25°. The baseline between the two
stations has a distance of 290 m and a height difference of 16 m.

Both stations were equipped with a Leica AR3 choke ring antenna with radom
LEIT, each of which is individually and absolutely calibrated at IfE Hannover
(Kröger et al., 2021). A JAVAD Delta and a Leica GRX1200 receiver were con-
nected to each antenna via an active signal splitter, respectively. All receivers
were fed with a common H-maser quality (“UTC-PTB”) frequency input via
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fiber links (cf. Leute at al., 2016, for the details of the installation and opera-
tion of the fiber link). The data rate was 1 Hz and the cutoff angle 0 degrees.
The data quality is shown in the sky plots of both stations containing the color-
coded C/N0 values (Fig. 4). The comparison shows the reduced signal strength
(blue colors) at low elevation angles for the Kopfermann building, induced by
the signal diffraction and partial obstructions by trees and foliage. The refer-
ence coordinates have been precisely determined by long-term measurements for
MEI1 and are known from PTB in the case of the antenna post KOP1.

Fig. 3: Experimental setup at the PTB Campus Braunschweig, Germany. Top:
google view of the scene showing the GNSS stations PTBB and KOP1 at the
Kopfermann building (left) and the stations MEI1 and MEI2 at the Meitner
building located about 290 m west and above the trees. Bottom zoom on the
antennae installed at KOP1 and MEI2 used in this study.
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Fig. 4: Satellite sky distribution at the two stations used in this study (KOP1,
left, MEI2 right) color coded by the carrier to noise ratio indicating the signal
quality for DOY 297

1. Data processing

In the following, we will analyze the carrier phase signals. The observation
equation for a carrier phase measurement between a satellite k and a user A can
be modelled by

, (6)

where denotes the Euclidian distance between the unknown user position and
the computed satellite position at the time of signal transmission, the synchro-
nization error between the satellite and receiver clock, and the tropospheric
delay and ionospheric signal advance, respectively. Further corrections must be
applied, for example, to antenna phase center corrections and phase wind up.
The wavelength of the signal is denoted by , the ambiguity is , the multipath
effect is described by and the observation noise of typical 1–2 mm by . Inter-
ested readers can refer to the basics of GNSS positioning in the textbooks (e.g.
Leick et al., 2015).

The common clock setup allows one to form between-receiver SDs on the 280
m baseline MEI1 – KOP1 for common or mixed receiver pairs and at the zero
baseline at the two stations with mixed receiver types. This setup eliminates the
satellite clock and orbit errors and greatly reduces the ionospheric effects. The
cutoff angle for the analysis was set at 15° to take the challenging conditions
at KOP1 into account. The minus-computed observations of the SD time series
contains a constant combined clock and ambiguity offset, atmospheric noise, re-
ceiver noise, multipath effects, and noise from asymmetries in the setup. Figure
5 presents the corresponding setup in a condensed form.
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Fig. 5: Setup for the experiment performed with a common clock, SD processing

3.3. Analysis of the SD and determination of the cutoff frequencies

3.3.1. Cutoff frequencies

We wish to estimate both and (and per extension ) from the real GPS observa-
tions as developed in Section 2.

Our data set is unique and allows us to answer:

1. whether the receiver has an impact on the cutoff frequencies,

2. whether the DOY and/or the time of the day influences the parameters,
and

3. if the cutoff frequencies depend on the satellite geometry. As geometry,
we understand the elevation and azimuth of the satellites.

The following results can be expected:

• is related to the outer scale length of turbulence . This parameter is more
likely to be an atmospheric constant depending on the scale of the problem
(Busher et al. 1995, Wheelon, 2001, Wheelon et al. 2005, McCrae et al.
2019). The meteorological conditions were stable during the experiments
described in this contribution, so that variations from day to day due to,
for example, fronts, are not expected. Variations of for a longer time span
remain the topic of a dedicated study.

• should be related to the strength of the isotropic turbulence. We expect a
variation between (i) night, during which stable conditions should lead to
bigger eddies, and (ii) day, with a mixed and quickly reorganizing medium.
The topology of the experiment combined with the stable meteorological
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condition makes us optimistic about finding this dependency. The path of
the GPS rays through the atmosphere is longer for a low elevation leading
to a stronger impact of the 2D turbulence: a higher for batches with low
elevation observations can be expected.

The intuitive expectations necessitate an orientation of the process-
ing of the residuals as follows:

• An accurate determination of necessitates that enough observations are
available (at least 2000): we will estimate this parameter from one entire
batch of observations, preprocessed following the methodology developed
in Section 2. Consecutively, the elevation dependency of is more difficult
to assess as the elevation is averaged over one batch. We know from the
Monte Carlo simulation that we can expect an accuracy of 100 m at best.

• Regarding studying and its time variability, we need to cut the batch of
observations of one satellite arc into smaller ones; a higher number of val-
ues will be obtained, which allows us to study the parameter variations
during the day. We consider that at least 2000 observations are neces-
sary to determine using the Whittle maximum likelihood, consequently,
the batches were selected with a 15° elevation step. Batches with fewer
than 2000 observations were eliminated. Unfortunately, we could not find
satellites present at the same time and perpendicular rays to investigate
the variations of regarding the orientation with the wind vector (Wheelon,
2001, p. 310).

The methodology used in the real data analysis is summarized in Fig. 6. Please
note that a preprocessing following the methodology of Section 2 is applied to
mitigate the combined effects of the remaining multipath and WN and avoid
biased estimates of the cutoff frequencies.
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Fig. 6: Methodology and intuitive expectation for the real data analysis for the
low and high cutoff frequencies

3.3.2. Results and comments

Low frequency cutoff

We firstly investigate the dependencies of the low frequency cutoff . The nu-
merical results for the mean of regarding all batches for the two DOYs under
consideration are presented in Table 1 together with their standard deviations.
We computed the cutoff for each arc of observations from each satellite above
the elevation cutoff of 15°. No whitening was performed as the latter does not
affect the low frequency domain regarding the expected value of 3000 m.

We plotted for the two receivers and the two DOYs in Figure 7 against

• the maximum of the separation distance for each arc of observations (one
batch) computed as the distance between two GPS rays at the tropospheric
height (Kermarrec & Schön, 2020),

• the mean epoch of the batch expressed in hours, and

• the mean azimuth and the elevation for one batch of observations.

The blue and red stars correspond to Javad and Leica, respectively.

The conjecture from Table 1 that should be close to an atmospheric constant is
confirmed: the values found for both receivers and DOYs are close and coherent
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with values found for the cutoff obtained with double differences phase obser-
vations. The value is independent of the processing of the phase observations
(Kermarrec & Schön, 2020). The standard deviation is around 400 m, which re-
mains an acceptable value provided that , interpreted as the size of horizontally
elongated eddies, has no “accuracy.” Figure 7 (bottom left) further highlights
that is nearly constant during the whole day. Similarly, no dependencies with
the elevation or azimuth are found and is also not linked with the separation
distance between two GPS rays but is rather a physical quantity specific to GPS
microwave signals. The extent to which this value applies to GLONASS, Beidou
or Galileo satellites remains the topic of a dedicated contribution.

Tab. 1. Results for and in [m] and [rad], respectively, for the two DOYs and
receivers under consideration. The whole arc of observations for one satellite
was used for the computation. We provide the mean value over all batches. The
standard deviation is given in italics.

DOY 297 [m] DOY 298 [m]
Javad 3792 (410) 3790 (400)
Leica 3835 (410) 3800 (420)
DOY 297 [rad] DOY 298 [rad]
Javad 0.15 (0.06) 0.16 (0.05)
Leica 0.23 (0.05) 0.24 (0.05)

High frequency cutoff

The spatial high frequency cutoff was computed batch-wise by 15° elevation
steps to provide a better analysis of its dependencies. The following remark
based on Figure 8 is worth making:

• the values for the two receivers are not similar: values obtained from the
Leica GRX1200 receiver are shifted by approximately +8 rad compared
to the one from the Javad receiver. This difference may be due to the
internal noise processing at the receiver level. We computed the factor
needed to downweigh the first IMF and found a mean value of 0.47 (std
0.03) for both the DOY with the Javad receiver and 0.55 (std 0.04) for
the Leica receiver. The WN component is, thus, receiver-dependent and
slightly stronger for the Leica receiver. This may cause the discrepancy.
We are interested in variations of the parameters. Consecutively, we point
out that the processing should be obligatory performed similarly for all
batches for the sake of comparison.

Figure 8 gives a new insight into the dependencies of regarding the satellite
geometry or the time of the day. The main results can be summarized as
follows:

• The behaviour of for the two different DOYs is comparable to the two
receivers, which we link with the repeating satellite constellation from day
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to day.

• A clear periodic variation with the time of day is visible for both receivers:
is large around 10 h, decreases until 18 h, increases at the beginning of
the night and decreases to reach a minimum around 2 h at night. This
corresponds to a more stable atmospheric condition and a decrease of tur-
bulence. This specific periodic shape is similar for the daily variations of
the atmospheric structure constant for optical signals, as shown exemplar-
ily in Weiss-Wrana and Salem Balfour (2002) or Shao et al. (2016). This
result confirms that is related to the strength of the isotropic turbulence.
This effect is slightly less visible for the Leica receiver on DOY 297, al-
though damped due to the lower strength of the noise for this receiver.
We note a shift of approximately half an hour in the maximum around
10 h for the two receivers, which we propose not to overinterpret due to
the challenge related to the estimation of .

• There is no dependency of regarding the azimuth.

• A dependency with the mean elevation of the satellite per batch can be
identified from Figure 8. is higher for low elevation satellites (15–20°),
decreases significantly by nearly a factor of 2 for both receivers and in-
creases for high elevation satellites (70–80°). This finding seems logical:
as the elevation decreases, the GPS signals will be more affected by 2D
turbulence and increases. This finding has probably a slightly different
interpretation for high elevation satellites and may be related to the mean
inner scale length of the travelled medium “viewed”. The latter decreases
due to the higher sensing rate of the atmosphere by the GPS signals at a
high elevation. We note that the shape differs slightly for the two receivers,
due most probably to the internal processing mentioned previously.

a) DOY 297 b) DOY 298

Fig. 7: a) Javad (red) and Leica (blue) receiver DOY297: left top: versus
separation distance [m], right top: versus azimuth [°], left bottom: versus time
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of the day [hour], right bottom: versus elevation in [°]. b) same DOY298

a) DOY 297 Javad receiver b) DOY 298 Javad receiver

c) DOY 297 Leica receiver d) DOY 298 Leica receiver

Fig.8 a) Javad receiver DOY297: left top: versus azimuth [°], right top: versus
time of the day [hour], left bottom: versus elevation in [°].

b) Javad receiver DOY298, c) Leica receiver DOY297, d) Leica receiver DOY298

1. Conclusion

Provided that the clock error has been retrieved, the SD time series of minus-
computed GNSS carrier phase observations provide a unique way of studying
the turbulent or atmospheric noise. The psd of the noise due to atmospheric
turbulence for microwave phase difference measurements can be derived from
physical considerations and using (i) the Kolmogorov theory and (ii) the Tay-
lor frozen hypothesis. It has four slopes corresponding to different regimes of
turbulence and observation noise. The corresponding cutoff frequencies of this
bandwidth noise can be associated with the size of the eddies that affects GNSS
measurements: at low frequency, horizontally elongated eddies are stable and
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linked with 2D turbulence or large-scale atmospheric effects. On the contrary,
smaller isotropic eddies reorganize themselves quickly and are associated with
the 3D turbulence. They correspond to the high frequency cutoff.

The challenge beyond the study of the turbulent noise from GNSS residuals
lies in estimating these frequencies with a high trustworthiness to allow for a
physical interpretation of their dependencies. In this contribution, we proposed
using the EMD to filter additional unwanted effects, such as multipath or WN.
The WMLE chosen was shown to perform adequately for retrieving the cutoff
frequencies by means of Monte Carlo simulations.

The filtering and estimation method were used in a real case with the SD from
two pairs of different types of GNSS receivers linked by a common clock. The
observations were affected only a little by the multipath. The meteorological
conditions were stable for the two DOYs under consideration. We found that the
outer scale length of turbulence was nearly the same for both receivers and days;
this is coherent with the interpretation of this value as an atmospheric constant
and is expected from the van Karman spectrum of turbulence. On the contrary,
variations with the time of the day could be found for the high frequency cutoff,
probably linked with more stable atmospheric conditions at night and daily
variations of the wind and, thus, turbulence strength. A dependency on the
elevation could be found, which seemed coherent with the longer propagation
path through and the sensing of the atmosphere.

Our investigations validated that SD observed minus-computed observations
with a common clock have a great potential in giving new insights into the
turbulent structures affecting the GPS microwave propagation. The results
supported our intuitive expectations. Additional work has to be done to extract
the bandwidth noise more accurately and estimate its strength to derive further
atmospheric parameters, such as the structure constant or variations of the wind
velocity. Further analysis should be performed to confirm the dependencies
using observations with different antennae. This study supports the setting
of nonempirical, fully populated variance-covariance matrices in a positioning
adjustment for a more realistic precision.
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Appendix 1: Illustration of the psd for Phase and Phase Differences

We simulated time series from Eq. (5) using the proposal of Michael (2021) to
give the reader a better understanding of this bandwidth noise. The elevation
was kept constant for the sake of simplicity. The time series generated (Fig.
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9 bottom, left) is not unique but has the statistical characteristics necessary.
We varied the frequencies between 0 and 2 Hz and set the length of the time
series to 5000 samples, i.e. long enough to allow a saturation of the psd at low
frequency for the parameter rad/sample chosen. We further assume rad/sample
and added a WN component of standard deviation 0.1 m. The choice of these
parameters follows the aim of simulating realistic psd from GPS SDs. The
following comments can be made:

• Two parts can be identified in the psd of the phase (Eq. (5)) illustrated
in Fig. 1 (left, magenta line): (1) a power law of -8/3 and (2) a saturation
beyond the cutoff frequency leading to a WN at low frequency, i.e. a
0-slope.

• The expression for the psd of the phase difference is slightly different as
the factor is multiplied by the Matérn psd (see Eq. (4)). This leads to a
radical change in the shape of the psd (as shown in Fig. 9, left, blue line,
and Fig. 9, right, for a more detailed explanation). A smooth transition
between the saturation at low frequency and the slope of -8/3 at higher
frequencies is seen. This transition starts at and is softer than in the usual
Matérn psd. A -2 power law in the middle frequency band is sometimes
interpreted as the interference pattern of the receiver (Ishimaru, 2017).

We note a very important property: the cutoff frequency is not affected by the
additional sinus term and is – visually – the same for both psd (see Fig. 9, blue
and magenta line). Similarly, an additional flicker noise that may come from an
electronic component or a random walk present at low frequency will not affect
the cutoff frequencies: only their determination will be made more challenging,
as developed in the next section.
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Fig. 9: The psd of phase difference given in dB/rad/samples. Top left: psd
with a Matérn process (magenta) and psd for the phase difference (blue line).
Right: illustration of the smooth transition between the two turbulent regimes
at high and low frequency. Bottom left: a time series of 5000 samples at a data
rate of 1 Hz with , (both given in rad/sample) and a WN factor of 0.1 m. All
psd are presented in a loglog plot.

Appendix 2: The Whittle Maximum Likelihood Estimator

The maximum likelihood estimator performs poorly if the assumption of a strict
long-range dependence is incorrect (i.e. in the presence of additional effects or
frequencies) or for short samples (Sykulski et al., 2019). This situation is met
here, due to the presence of the sinus term in the expression of the phase dif-
ference. Exact maximum likelihood inference can be performed for Gaussian
data (Brockwell & Davis, 1991) by evaluating the aforementioned log-likelihood
, with means the covariance matrix of the observations and the residuals vector
after least-squares approximation. This procedure necessitates matrix inver-
sions. They can be avoided using the Whittle estimator (Whittle, 1953), which
aims to provide faster estimation with only a slight inaccuracy. In that case,
the Whittle likelihood in its discretized form is given by , with the set of dis-
crete Fourier frequencies, the continuous-time process spectral density and the
periodogram . This estimator permits one to obtain the parameters of Matérn
processes with a high trustworthiness, even for short samples

Appendix 3: The Empirical Mode Decomposition

Huang et al. (2005) developed the EMD to decompose a given time series into
a set of components of different time scales called the IMFs. Combined with the
Hilbert-Huang Transform, this decomposition provides a time-frequency-energy
representation of a signal. A major field of applications of EMD is to denoise a
signal (see e.g. Montillet et al., 2013 for an application to geodetic coordinate
time series). The original temporal signal is a non-weighted combination of the
IMF , being the residuals after decomposition: . Each IMF has a variance ,
corresponding to its mean energy. Regarding power-law noises, the first IMF is
said to contain most of the WN component of the signal (see Fig. 10, left). The
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variance of the other IMFs decreases linearly in a semi-log diagram regarding
the IMF index (Fig. 10, right). The slope can be computed by regression and
is directly related to the power law of the noise, also called Hurst exponent (see
Flandrin et al., 2004). The IMF energy that does not lie on the line is associated
with a “signal.” This latter can simply be eliminated. In this contribution, we
will make use of the 3� rule. Accordingly, we decompose the noise into 7 IMFs;
we note that this number is rather empirical and left to the user’s convenience,
i.e. the methodology is similar if the noise is decomposed into more modes. We,
furthermore:

• iteratively control whether to decide whether the ith IMF should be ex-
cluded or not. is the standard error for the prediction of the regression
line between , for which corresponds to a roughly 68 % prediction interval.
The IMF energy that is not within the confidence interval of 3is consid-
ered to be a “signal,” i.e. a multipath or any functional misspecifications
or noise with a higher power law than the noise from which we wish to
compute the cutoff frequencies.

• The filtered is finally computed as: , where depends on the remaining
number of IMFs .

The EMD and variance analysis allow us, thus, to filter the power-law noises
from additional unwanted effects, such as random-walk or flicker noise, com-
ing from inaccuracies in the deterministic model, e.g. unmodelled additional
periodic components.

Fig. 10: left: the EMD of an exemplary signal corresponding to a SD residual.
Right: the Hilbert–Huang transform and its log2 variance plot regarding the
IMF of the decomposition.
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