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Abstract

Magnetic sounding is a powerful tool to explore the interior of planetary bodies through the electrical conductivity structure.

The electrical conductivity structure of the lunar mantle has previously been derived from surface magnetic field measurements

as part of the Apollo 12 mission and concurrent magnetometer data acquired from orbit through the Explorer 35 satellite. Here,

we derive the first global conductivity structure using only satellite magnetometer data collected by the recent Lunar Prospector

and Kaguya Selene satellite missions. We show that the field in the geomagnetic tail exhibits a simple geometrical structure and

can be well described by a single spherical harmonic of degree and order one. Employing this information about the inducing

field geometry and assuming a potential representation of the field in the geomagnetic tail, we derive a frequency-dependent

transfer function and invert it for a global one-dimensional (1-D) electrical conductivity profile. Our global transfer function

shows striking similarity with the local one obtained from joint analysis of Apollo 12 and Explorer 35 magnetometer data.

This indicates the lack of local variations at the Apollo 12 landing site compared to the globally-averaged upper to mid-mantle

electrical conductivity structure.
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Key Points:5

• We study the time-varying magnetic field environment in lunar orbit using Lu-6

nar Prospector and Kaguya Selene magnetometer data.7

• We derive the first global radial electrical conductivity profile of the Moon.8
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based models.10
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Abstract11

Magnetic sounding is a powerful tool to explore the interior of planetary bodies through12

the electrical conductivity structure. The electrical conductivity structure of the lunar13

mantle has previously been derived from surface magnetic field measurements as part14

of the Apollo 12 mission and concurrent magnetometer data acquired from orbit through15

the Explorer 35 satellite. Here, we derive the first global conductivity structure using16

only satellite magnetometer data collected by the recent Lunar Prospector and Kaguya17

Selene satellite missions. We show that the field in the geomagnetic tail exhibits a sim-18

ple geometrical structure and can be well described by a single spherical harmonic of de-19

gree and order one. Employing this information about the inducing field geometry and20

assuming a potential representation of the field in the geomagnetic tail, we derive a frequency-21

dependent transfer function and invert it for a global one-dimensional (1-D) electrical22

conductivity profile. Our global transfer function shows striking similarity with the lo-23

cal one obtained from joint analysis of Apollo 12 and Explorer 35 magnetometer data.24

This indicates the lack of local variations at the Apollo 12 landing site compared to the25

globally-averaged upper to mid-mantle electrical conductivity structure.26

Plain Language Summary27

Exploring the interior structure of planetary bodies is exceptionally difficult. How-28

ever, traditionally geophysical methods have allowed us to get some insight by using var-29

ious techniques, including magnetic sounding. In this study, we use satellite magnetic30

field data to constrain the electrical conductivity structure of the Moon. Electrical con-31

ductivity is an intrinsic material property that is sensitive to temperature, composition,32

and volatile content. Magnetic sounding relies on the fact that time-varying external mag-33

netic fields induce electric currents and thus secondary magnetic fields in the subsurface,34

both of which can be measured by a lander or satellite. While it is challenging to sep-35

arate the inducing field from the induced response, we find that when the Moon is in the36

geomagnetic tail, the organized nature of the inducing field allows us to get a magnetic37

transfer function and invert it for global conductivity with depth. Our model suggests38

that the lunar upper mantle at the Apollo landing site is representative of the average39

global structure.40

1 Introduction41

Electromagnetic induction sounding of planetary bodies allows us to infer their elec-42

trical conductivity structure that, in turn, enables constraints to be placed on param-43

eters that bear directly on lunar formation and evolution such as temperature and com-44

position (Xu et al., 2000; Khan et al., 2006; Verhoeven et al., 2005).45

Since 1959 several missions have successfully measured lunar magnetic fields at the46

surface, in orbit, or in passing the Moon. Most notably during the Apollo missions mag-47

netic field data were collected from the surface at three landing sites (12, 15, and 16),48

while satellites provided concurrent measurements from orbit (Sonett, 1982). More re-49

cently, Lunar Prospector (LP; Hood et al. (2001)) and Kaguya Selene (KS; Takahashi50

et al. (2009)) orbiters have mapped the magnetic field around the Moon from low-altitude51

orbits providing global coverage.52

The observation of induced magnetic fields in the Moon, i.e., secondary magnetic53

fields that are produced by currents flowing within the Moon as a result of variations54

in the external magnetic field, have formed the basis for studies seeking to constrain man-55

tle electrical conductivity structure and the size of a highly conducting metallic core. The56

general principle behind magnetic sounding revolves around the concept of the trans-57

fer function as a means of obtaining information on subsurface electrical conductivity58

structure. The transfer function incorporates information on the ratio of induced (in-59
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ternal) to inducing (external) fields, in addition to the geometry of the inducing field.60

Early studies relied on magnetometer data collected during the Apollo missions in com-61

bination with those collected from orbit (Sonett et al., 1971; Dyal et al., 1974, 1976; Sonett,62

1982; Hood et al., 1982; Hobbs et al., 1983).63

Concurrent measurements of orbital data from Explorer 35 and Apollo 12 surface64

magnetic field measurements, covering the frequency range between 5×10−4–4×10−2 Hz65

(equivalent to periods between 25 s and 2000 s) (Sonett et al., 1972; Hobbs, 1973, 1977),66

allowed sounding to mid-mantle depths. Improved analysis led to an extension to lower67

frequencies (5× 10−3 Hz–4× 10−5 Hz), enabling sounding of the deeper lunar mantle68

(Hood et al., 1982; Hobbs et al., 1983). Note that although Apollo 15 and 16 were also69

equipped with magnetometers, only the Apollo 12 magnetometer data were used for es-70

timating transfer functions because of rapid degradation of the Explorer 35 magnetome-71

ters with time after the Apollo 12 mission had ended (Daily & Dyal, 1979).72

The electrical conductivity structure and the average crust was found to be elec-73

trically resistive, with conductivities around 10−9 S/m at the Apollo 12 landing site (Sonett74

et al., 1971; Dyal et al., 1976), while mantle electrical conductivity ranges between 10−4–75

10−9 S/m for the upper mantle and 10−2–10−4 S/m for the mid- and lower mantle (Dyal76

et al., 1976; Khan et al., 2006; Grimm & Delory, 2012; Khan et al., 2014), equivalent to77

Earth’s lithosphere (Guzavina et al., 2019).78

A number of studies have also estimated the lunar core size from magnetic field data79

(Russell et al., 1981; Hood et al., 1999; Shimizu et al., 2013). They relied on the obser-80

vation that when the Moon enters the relatively steady magnetic field in the geomag-81

netic tail from the highly perturbed solar wind and terrestrial magnetosheath, a sudden82

change in the magnetic field amplitude and direction occurred, inducing electrical cur-83

rents in the Moon’s interior. While the currents induced in the mantle decay within a84

few hours, the core-induced field decays much slower due to its higher conductivity (Sonett,85

1982). These studies approximated the core as a perfect conductor overlain by an insu-86

lating mantle and were thereby able to provide an upper bound on the core radius of ap-87

proximately 400 km.88

Despite efforts to derive the local conductivity structure from surface and concur-89

rent satellite data, and constrain the lunar core size, none of the aforementioned stud-90

ies have attempted to derive the global conductivity structure of the lunar mantle from91

satellite data covering the entire Moon. Consequently, the focus of this study is on de-92

riving a globally-averaged conductivity profile representative of the entire Moon constrained93

by satellite magnetic measurements from the two most recent satellite missions, Lunar94

Prospector and Kaguya Selene. An advantage of our magnetic sounding method, as will95

be shown, is that it does not require the magnetic field to be measured simultaneously,96

at both surface and satellite altitude, removing limitations that beset the earlier Apollo-97

based studies.98

In the following, we detail the steps considered in deriving a new global lunar trans-99

fer function. The theoretical tools for evaluating the transfer function are described in100

Section 2. In Section 3, we present the Lunar Prospector and Kaguya Selene satellite data101

sets and study the external magnetic field structure around the Moon to identify the dom-102

inant geometry of the inducing field. In Section 4, we invert the transfer function for elec-103

trical conductivity structure of the lunar mantle using two different approaches and com-104

pare our results with Apollo-based results. Note that it is not the purpose here to draw105

implications of our results for lunar thermal and compositional structure and its bear-106

ing on the origin of the Moon. For this, interested readers are referred to reviews by Hood107

and Zuber (2000); Jaumann et al. (2012); Khan et al. (2013, 2014).108
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2 Magnetic Transfer Functions109

Assuming that the observed magnetic field, ~B, is a potential field, ~B(~r, t) = −∇V (~r, t),110

where V is a scalar potential. Thus, at a given location ~r = (r, θ, φ) and time t, the field111

can be written as112

~B(~r, t;σ) = −∇
[
V e(~r, t) + V i(~r, t;σ)

]
, (1)

where inducing and induced parts of the potential are given by113

V e(~r, t) = a

∞∑
n=1

n∑
m=0

[qmn (t) cos(mφ) + smn (t) sin(mφ)]
( r
a

)n
Pmn (cos θ), (2)

and114

V i(~r, t;σ) = a

∞∑
n=1

n∑
m=0

[gmn (t;σ) cos(mφ) + hmn (t;σ) sin(mφ)]
(a
r

)n+1

Pmn (cos θ), (3)

respectively. Here qmn , smn , and gmn , hmn describe external (inducing) and internal (induced)115

Gauss coefficients of degree n and order m, a = 1737.1 km is the mean lunar radius,116

Pmn (cos θ) represents the Schmidt semi-normalized associated Legendre functions, and117

r, θ and φ are coordinates of the spherical Mean - Earth (ME) reference system. This118

reference system is a body-fixed selenographic system for which the prime meridian (lon-119

gitude φ=0◦) is defined by the mean Moon - Earth direction (NASA, 2008).120

For the particular case that the inducing magnetic field is uniform in space and par-121

allel to the earthward pointing axis (i.e., n = m = 1; see next section), and further122

assuming that conductivity varies only radially, the magnetic field measured at a low-123

Moon-orbit can be approximated as124

Br(r, θ, φ, t) = −
[
q11(t)− 2g11(t;σ)

(a
r

)3]
cosφ sin θ, (4)125

126

Bθ(r, θ, φ, t) = −
[
q11(t) + g11(t;σ)

(a
r

)3]
cosφ cos θ, (5)127

128

Bφ(r, θ, φ, t) =
[
q11(t) + g11(t;σ)

(a
r

)3]
sinφ. (6)129

We can estimate the time series of inducing and induced coefficients q11 and g11 from Eqs. (4-130

6) by solving a minimization problem for a discrete set of time windows using robust least-131

squares.132

Inducing and induced coefficients are linearly related in the frequency domain through133

a transfer function, the Q-response (Olsen, 1999). For inducing, q11 , and induced, g11 , this134

is135

Q1(ω;σ) =
g̃11(ω;σ)

q̃11(ω)
, (7)136

where q̃11 and g̃11 are the frequency-domain counterparts of the time domain coefficients.137

Note that the transfer function Q depends on the degree of the inducing field, frequency,138

and conductivity. From the Q1-response, we can form a corresponding global C1-response139

(in the text referred to as C-response) at the surface of the planet (Olsen, 1999)140

C1(a, ω;σ) =
a

2

1− 2Q1(ω;σ)

1 +Q1(ω;σ)
. (8)141

Given time-series of q̃11 and g̃11 , the transfer function (Eq. 7) and uncertainties can142

be estimated by standard window-based sectioning followed by a robust least-squares spec-143

tral estimation.144
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3 Evaluation of the Transfer Function145

3.1 Satellite Data146

Both, Lunar Prospector (LP;(Hood et al., 2001)) and Kaguya Selene (KS; (Takahashi147

et al., 2009)), carried a magnetometer in low-altitude orbit around the Moon providing148

global coverage. The orbital parameters and duration of both missions are summarized149

in Table 1. Both missions were in nearly circular orbits and spent their primary mission150

phase at an altitude of around 100 km. The periapsis was lowered during the extended151

mission (Figure 1a,b). The amplitude of the measured field is generally higher for LP152

(Figure 1c,d). This is due to different solar activity levels during the missions as is ev-153

ident from the F10.7 solar radio flux (Tapping, 2013). For the time frame of the LP mis-154

sion, the F10.7 values showed increased amplitude and variability compared to the KS155

time span (c.f. orange lines in Figure 1c,d).156
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Figure 1. Altitude coverage of (a) Lunar Prospector and (b) Kaguya Selene missions and

(c,d) respective radial magnetic field residuals (i.e., crustal field subtracted) in the Mean-Earth

body-fixed frame. The right y-axis corresponds to the daily averaged values of the F10.7 index

(orange), which describes solar radio flux at a wavelength of 10.7 cm.

Table 1. Orbital parameters for the Lunar Prospector (LP) and Kaguya Selene (KS) satellites.

LP KS

Mission timeline Jan 1998 – Jul 1999 Dec 2007 – Jun 2009
Nominal mission altitude ∼100 km ∼100 km
Extended mission altitude 12 – 48 km 8 – 63 km, mostly >35 km

Orbital period ∼2 hrs ∼2 hrs
Sampling rate 5 s (∼0.27◦) 4 s (∼0.2◦)
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3.2 Structure of the External Field157

To derive the transfer function (Eqs. (7) and (8)), we need to characterize the ge-158

ometry of the external field, i.e., justify the degree and order one geometry adopted in159

the previous section (Eqs. (4-6)).160

On Earth, at periods longer than one day, the structure of the time-varying exter-161

nal field is mostly governed by the magnetospheric ring current and can be described (for162

an observer at the planet’s surface or at an altitude of a low-orbit satellite) by a zonal163

spherical harmonic of degree one (Price, 1967; Banks, 1969; Olsen, 1999; Kuvshinov et164

al., 2021). This only involves coefficients q01 and g01 (c.f. Eqs. (2) and (3)). At periods165

between a few hours and one day, the time-varying external field is mostly due to cur-166

rents flowing in the ionosphere.167

In absence of an intrinsic lunar magnetosphere and ionosphere, the external field168

structure around the Moon is governed by different processes as illustrated in Figure 2.169

The Moon moves through two distinct regions. During more than half of the orbit, the170

Moon is in the solar wind plasma on the sun-facing part of the orbit and outside the bow-171

shock (Figure 2a). Here, a potential representation of the magnetic field (c.f. Eq. 1) may172

not hold and the magnetic field does not exhibit a simple spatiotemporal structure. Within173

the bowshock, the Moon passes through the Earth’s magnetosphere, including the mag-174

netosheath and the magnetopause, and finally enters the geomagnetic tail (colored re-175

gions in Figure 2a,b). The time spent in the geomagnetic tail is approximately 3 days176

(Ness et al., 1967); here, the potential representation is likely valid and, more importantly177

in the context of magnetic induction sounding, the inducing magnetic field exhibits a sim-178

ple spatial structure, as will be shown below.179

Figure 2. Schematic illustration of the Earth-Moon system with relevant orbital parameters.

(a) Top view: The orbit angle, β, describes the Moon’s position around the Earth and crosses

the 0◦ point when the Moon is directly in the Sun-Earth line and thus in the geomagnetic tail.

The orange arrow points towards the Sun. The red dashed line crossing the Moon shows a rep-

resentative orbit of the selected missions. Blue shaded regions indicate the position of the Moon

during swaths used for evaluation of Apollo day-side transfer functions (Hood et al., 1982). The

asymmetry is due to the westward position of Apollo 12 with respect to the Earth-Moon line. (b)

Side view: The Moon in the geomagnetic tail with a representative satellite orbit (red dashed).

The Geocentric Solar Ecliptic (GSE) coordinate system provides information on the Earth-Moon

position with respect to the Sun. Not to scale.
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To examine the external field environment, we use the Geocentric Solar Ecliptic180

(GSE) coordinate system based on the Earth-Sun line. Here, XGSE points from the Earth’s181

center towards the Sun, ZGSE is parallel to the upward normal of the Earth’s ecliptic plane,182

and YGSE completes the right-handed system. Using the GSE frame, we further define183

the angle β as 0◦ when the Sun, the Earth, and the Moon are in one line and 180◦ when184

the Moon is between the Earth and the Sun (Figure 2a). This allows us to investigate185

how the magnetic field measured around the Moon changes as the Moon orbits the Earth186

during a lunation (∼28 days; Figure 3).187

To demonstrate that the Moon is exposed to a simple external magnetic field struc-188

ture when it is in the geomagnetic tail field, we bin all residual data (i.e., after subtrac-189

tion of the crustal magnetic field) in 5◦ orbital sectors for every lunation; this corresponds190

to 72 bins per lunation and about 9 hours of data per bin. Figure 3 shows the median191

of the magnetic field components for each bin. During a full orbit, the geomagnetic tail192

region is marked by a strong increase in Bx,GSE, which points towards or away from the193

Earth-Sun-line depending on which tail section the Moon is in. The components By,GSE194

and Bz,GSE are much smaller in this region. This effect is especially prominent in KS195

data (Figure 3b). The LP data set also exhibits this pattern, although the LP field is196

more disturbed outside of the tail region compared to KS measurements (Figure 3a). This197

is due to different solar activity levels during the missions (c.f. orange lines in Figure 1c,d).198
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Figure 3. Binned components of the magnetic field in the Geocentric Solar Ecliptic frame

for (a) Lunar Prospector and (b) Kaguya Selene. The orbit angle, β, describes a full lunar orbit

around the Earth and crosses the zero point when the Moon is directly in the Sun-Earth line and

thus in the geomagnetic tail. The dashed lines mark β at -30 and 20 degrees.

Each spacecraft crosses the tail region for every one of the respective 19 lunar or-199

bits around the Earth. In the following, we will assume that the spacecraft is in the ge-200

omagnetic tail when the orbit angle β ∈ [−30◦, 20◦] (Figure 3). The asymmetry arises201

due to the tilt of the geomagnetic axis with respect to the Earth-Moon line and is no-202

ticeable in the data (Figure 3). The effect of seasons, i.e., a tilt of the geomagnetic axis203

with respect to the ecliptic, leads to the Moon being in one tail-lobe for consecutive or-204
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bits (∼6 months; Figure 2), while the 5◦-tilt of the lunar orbit around the Earth leads205

to the Moon being in one tail lobe (pointing in the −XGSE direction) more often than206

in the other tail lobe (Figure 2b and 4a). The magnetic field in the geomagnetic tail (β ∈207

[−30◦, 20◦]) is dominated by Bx,GSE (Figure 4a,b) with minimal contributions in By,GSE208

and Bz,GSE (Figure 4a,c,d); the bimodal distribution of Bx,GSE reflects the two differ-209

ent tail lobes, one pointing towards, one pointing away from the Sun. Low amplitudes210

Bx,GSE are also apparent when the satellite crosses the tail current sheet (Figure 4b).211

These observations are compatible with a source geometry dominated by the q11 and g11212

Gauss coefficients (Eqs. (4-6)). The selection of this subset of data results in 1051 hours213

for the LP, and 1005 hours for the KS missions.214
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Figure 4. (a) Kaguya Selene geomagnetic tail data in the Geocentric Solar Ecliptic (GSE)

frame with arrows depicting median magnetic field vectors binned in 0.2 lunar radii (∼350 km)

XGSE, YGSE and ZGSE bins. Arrows point in the +XGSE or −XGSE direction depending if the

Moon is in the upstream or downstream geomagnetic tail and the yellow arrow points towards

the Sun. (b-d) Histograms of magnetic field components.

3.3 Estimation of C-responses215

We estimate C-responses by using the magnetic field measured in the geomagnetic216

tail. To ensure that the field of internal origin is the induced field, we need to minimize217

the contribution of all other internal magnetic field sources. Because the Moon presently218

has no core field, the only other internal source is the lunar crustal magnetic field and219

we subtract the model field of Ravat et al. (2020) from the data. This model is based220

on LP and KS along-track magnetic field gradients using equivalent source monopoles.221

We additionally excluded data around dusk and dawn because of vanishing sine and co-222

sine terms in Eqs. (4-6). Specifically, we exclude longitudes around 90◦±20◦ and 270◦±223

20◦ and latitudes poleward of 70◦.224

–8–



manuscript submitted to JGR: Planets

From Eqs. (4-6), we can estimate the time series of inducing and induced coeffi-225

cients q11 and g11 by solving the following minimization problem for a discrete set of time226

windows covering the LP and the KS time frame using robust least-squares227

min
q11,j ,g

1
1,j

∑
t∈Dj

∑
α∈{r,θ,φ}

∣∣∣Bobs
α (~r, t)−

{
Bext
α (~r) +Bint

α (~r)
}∣∣∣2; j = 1, 2, ..., N. (9)

Here Bext
α and Bint

α correspond to the terms with q11 and g11 , respectively, N is the num-
ber of time windows, and ~r ≡ ~r(t), since the satellites move in time. The notation t ∈
Dj indicates that we take all available measurements in a time window, Dj , of length
∆t,

Dj ≡ [tj −∆t/2; tj + ∆t/2], tj = (j − 1/2)∆t, j = 1, 2, ..., N.

We chose 2 hours for the length of a time window, ∆t, which roughly corresponds to a228

single spacecraft orbit. This ensures wide latitudinal coverage whilst maximizing the length229

of the time series of the coefficients q11 and g11 . The time window also dictates the min-230

imum resolvable period of the transfer function, whereas the maximum period is bounded231

by the time the spacecraft spent in the geomagnetic tail.232

The estimated C-responses along with their associated uncertainties are shown in233

Figure 5a and tabulated in Table 2). The responses are obtained for periods between 7234

hours and 44 hours. For a laterally homogeneous planet, the real part of the C-response235

is expected to monotonically increase with increasing period and the imaginary part should236

tend to zero for very long periods (Weidelt, 1972). Within the estimated uncertainties,237

our C-responses generally follow this behaviour. The noticeably larger uncertainties at238

the two longest periods are most likely due to fewer time windows used for the estima-239

tion of C-responses. in line herewith, coherence is mostly around 0.5 except for the longest240

period where coherence drops significantly (Figure 5b).241

Table 2. Real and imaginary parts of estimated C-responses (Creal, Cimag) with uncertainties

(dC).

Period (s) Creal (km) Cimag (km) dC (km)

24469 803.9 -79.8 38.1
27719 807.2 -76.9 36.7
31402 795.8 -75.9 41.8
35573 802.8 -69.3 38.6
40298 808.0 -62.4 43.6
45651 792.8 -86.4 45.8
51715 809.4 -83.0 41.0
58584 850.0 -86.5 42.6
66366 835.3 -81.1 41.5
75181 862.8 -57.3 42.5
85168 872.1 -62.2 51.3
96481 879.6 -47.6 55.9
109297 844.5 -62.4 67.6
123816 801.4 -43.3 76.6
140262 814.3 -22.2 185.3
158894 836.1 63.5 131.9
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Figure 5. (a) Estimated real (dots) and imaginary (crosses) parts of C-responses with er-

ror bars, overlain by modeled responses for the smooth (green) and sparse (pink) models of the

regularized inversion and the blue models for the petrological inversion (Section 4). (b) Corre-

sponding squared coherence.

The real part of the C-response serves as a proxy for the penetration depth of elec-242

tromagnetic field into the planetary body (Weidelt, 1972). At longer periods, the real243

part of the C-response will approach the radius of the highly conductive core asymptot-244

ically. The maximum observed period in this study thus limits us to investigating struc-245

ture down to about 900 km depth. Our observed frequency range of 7 – 48 hours cov-246

ers a range in which the associated C-response is relatively flat (consistent with Apollo247

results at overlapping periods – see the next section). This is a consequence of the highly248

resistive lunar crust and upper mantle through which the electromagnetic field propa-249

gates with little attenuation. As a result, we are limited to sounding the electrical con-250

ductivity structure in the depth range of ≈300–900 km.251

3.4 Comparison with Apollo 12 Transfer Functions252

A comparison between an Apollo-derived transfer function and ours is shown in
Figure 6. Because the Apollo transfer function is only available in the form of apparent
resistivity values (Hood et al., 1982; Hobbs et al., 1983), we transform our complex-valued
C-responses to an apparent resistivity curve using (Olsen, 1999)

ρa(ω) = ωµ|C1(ω)|2 (10)

–10–
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The comparison shows remarkable agreement between apparent resistivity values derived253

from our new global response and the local Apollo 12 transfer function across the over-254

lapping frequency range.255
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Figure 6. Apparent resistivity, ρa, from Apollo data (blue; Hood et al. (1982); Hobbs et al.

(1983)) and from KG /LP of this study (black). The purple shaded region provides a zoom of the

period range in which ρa estimates overlap.

In making this comparison, we have to be aware of a number of differences under-256

lying the two approaches. Apollo transfer functions are based on data collected during257

the daytime, i.e., when the Moon faces the Sun and is in a region where it is exposed to258

a highly-conducting plasma (the blue shaded regions of the lunar orbit shown in Figure259

2a). These parts of the lunar orbit exclude the region in the geomagnetic tail that is used260

in this study. Consequently, during the periods when the Moon is on the day-side, the261

observed magnetic field is not a potential field. Instead, Apollo-era studies (Hood et al.,262

1982; Sonett, 1982; Hobbs et al., 1983) assume a spherical symmetric plasma (SSP) model263

and perfect confinement of the induced fields by the solar wind. This theory was devel-264

oped to interpret the lunar day-side hemisphere where the induced field is confined within265

the lunar surface. It was recognized that the assumption of complete confinement is most266

likely not met in the wake region (Hobbs et al., 1983), which was considered problem-267

atic especially at high frequencies. With the SSP assumption, the external magnetic field268

is spatially uniform and can be described by spherical harmonic degree 1, while no as-269

sumption was made about the order. It was assumed that the Explorer 35 satellite mea-270

sured the external inducing magnetic field from orbit ( ~Be), whereas the Apollo surface271

magnetometer measured both the external field and the induced field ( ~Be+ ~Bi) at the272

lunar surface. Because of the presence of the highly conducting plasma-layer between273

the satellite and the surface, the radial component is continuous, i.e., Br(r = r′) = Br(r =274
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a), where r′ and a are the height of the satellite orbit and surface of the Moon, respec-275

tively, as measured from its center. The transfer function can therefore be estimated from276

Tθ(ω) =

∣∣∣∣Beθ(ω, a) +Biθ(ω, a)

Beθ(ω, r′)

∣∣∣∣ (11)

and

Tφ(ω) =

∣∣∣∣∣Beφ(ω, a) +Biφ(ω, a)

Beφ(ω, r′)

∣∣∣∣∣ . (12)

Finally, C-responses are obtained from |C| = a/2T (ω), which can be converted to ap-277

parent resistivity through Eq. (10).278

In summary, our approach relies on the fact that the field can be approximated as279

a potential field for a subset of the data, which allows us to exploit the concept of global280

C-responses (Olsen, 1999). As a consequence, we estimate a complex-valued transfer func-281

tion and thus retrieve both, apparent resistivity and phase from data collected by a sin-282

gle magnetometer. Although we use satellite data in this study, the approach can eas-283

ily be adapted to estimate local C-responses from surface magnetic field data only (Munch284

et al., 2018).285

4 Inverting for Electrical Conductivity Structure286

We invert derived C-responses using two different approaches. The first approach287

is a conventional regularized inversion with no physics-based model constraints (Grayver288

& Kuvshinov, 2016), whereas the second is a mineral-physics constrained inversion af-289

ter Khan et al. (2014). In the following, we refer to this second approach as petrolog-290

ical inversion.291

4.1 Regularized Models292

The radial conductivity profile is obtained by inverting the estimated global C-responses.
We fix the electrical conductivity of the core to be 105 S/m. The inversion is posed as
a minimization problem

min
m

[φd(m) + γφr(m)] , (13)

where φd represents the standard least-squares data misfit, φr is the regularisation term293

scaled by a regularisation parameter γ, and m = (lnσ1, lnσ2, ..., lnσM ) is the vector of294

unknown model parameters (the logarithm ensures that conductivity is positive).295

The data misfit term is given by

φd(m) =

N∑
i=1

[diobs − dical(m)]2

2δ2i
(14)

where dcal(m) and dobs are the modeled and observed C-responses, respectively, both296

of which are evaluated at a discrete set of frequencies ωi, i = 1, 2, ..., N , and δ is the297

uncertainty on observed C-responses. To model C-responses, the recursion formula from298

Kuvshinov and Semenov (2012) is used.299

The regularisation term is given by

φr(m) =
1

pm

M∑
i=1

|lim|pm (15)

where li is a roughness operator of the i-th model parameter and pm is a model norm.300

In what follows, models derived with the model norm pm = 1 will be denoted “sparse”301
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and models estimated with the norm pm = 1.5 are denoted “smooth”. The minimiza-302

tion problem is solved by using a global stochastic optimization method as discussed in303

detail in Grayver and Kuvshinov (2016).304

4.2 Petrological Models305

In the following, we rely on the work of Khan et al. (2014), who explored lunar man-306

tle compositions within the model chemical system CaO-FeO-MgO-Al2O3-SiO2-TiO2 and307

computed geophysical properties from thermodynamic data for a given model pressure,308

temperature, and bulk composition by Gibbs energy minimization (Connolly, 2005). These309

calculations were made taking into consideration the stochiometric solid phases and species310

in the thermodynamic data compilation of Holland and Powell (1998). Given the equi-311

librium mineralogy so computed, Khan et al. (2014) interfaced the latter with an elec-312

trical conductivity database to estimate radial bulk electrical conductivity profiles. In313

the inversions performed here, we make the assumption of fixed bulk composition. For314

this purpose, and in addition to the composition determined by Khan et al. (2014), we315

consider a set of established bulk lunar compositions based on the work of Taylor (1982)316

and Longhi (2003). The three compositions are listed in Table 3.317

The inversion is conducted by using a stochastic method. Within a Bayesian frame-
work, the solution to the inverse problem d=g(m), with data vector d and operator g
that maps model parameter m into data, is described by (e.g., Mosegaard and Taran-
tola (1995))

η(m) = k h(m)L(m) (16)

where k is a normalization constant and h(m) is the prior probability distribution on
model parameters containing information about model parameters independent of the
data (cf. section 6.4 in Khan et al. (2014)). The likelihood function, L(m), can be in-
terpreted as a measure of how well the predictions fit the observations given a model m,
and, finally, η(m) represents the solution to the inverse problem. The likelihood func-
tion is given by

L(m) ∝ exp (−φd(m)) (17)

where φd(m) is given by Eq. 14. For detailed information on the inversion, we refer to318

Khan et al. (2014). In what follows, we limit ourselves to discussing the electrical con-319

ductivity structure, but would like to note that we have checked all output parameters320

for consistency with Khan et al. (2014).321

Table 3. Bulk lunar composition models. Compositional models are the Taylor Whole Mantle

(Taylor, 1982), the Lunar Primitive Upper Mantle (Longhi, 2003) and the inverted bulk mantle

composition corresponding to the highest posterior probability model from (Khan et al., 2014).

All quantities are given in wt%.

Element Khan et al. (2014) Taylor (1982) Longhi (2003)

CaO 4 4.6 3.18
FeO 11 10.9 7.62
MgO 35 32.7 38.3
Al2O3 4.5 6.14 3.93
SiO2 45 44.4 46.1
TiO2 0.5 0.31 0.17
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5 Results and Discussion322

The results from the inversion of the newly derived C-responses (hereafter referred323

to as LP/KS TFs) are shown in Figure 7. Within the period range ∼7–44 hr, our global324

C-responses are sensitive to ∼300–900 km in depth. The Apollo-based models of Hood325

et al. (1982) and Khan et al. (2014) are shown for comparison. We show smooth and sparse326

models as members of the family of regularized solutions and both electrical conductiv-327

ity models fall within the range of the Apollo-derived local conductivity profiles of Hood328

et al. (1982), but are lower than those obtained by Khan et al. (2014). Both of the reg-329

ularised models are very similar and show only minor differences below 700 km, where330

the sparse model predicts slightly lower conductivities, although the predicted C-responses331

(Figure 5a) are virtually indistinguishable. The regularized inversion model values are332

also listed in Table 4. The model obtained from the petrological inversion of the new re-333

sponses (blue model in Figure 7a) is, like the regularised models, lower than the Apollo-334

based prediction of Khan et al. (2014). Consistent herewith, we find that petrological335

models based on the new LP/KS TFs and two other geochemically-derived lunar com-336

positions (Taylor, 1982; Longhi, 2003) also lead to lower conductivities in the upper and337

mid-mantle compared with the local Apollo-based models (light and dark blue models338

in Figure 7b). In contrast hereto, the conductivity profiles obtained from inversion of339

the Apollo TFs for the same two lunar compositions, are equivalent within uncertain-340

ties to the model of Khan et al. (2014) (cf. yellow and orange models in Figure 7b). As341

a first observation, this suggests differences in the Apollo and the LP/KS TFs, which,342

given the similarity of the apparent resistivity curves shown in Figure 5c, may appear343

counterintuitive.344

Yet, there are important differences between our global and the Apollo 12 trans-345

fer functions. Firstly, and as discussed in Section 3.4, Apollo TFs are only available in346

the form of apparent resistivity values with no phase information (Hobbs et al., 1983),347

whereas we inverted complex-valued C-responses. Secondly, Apollo TFs cover shorter348

periods (down to ∼0.3 hr) (Figure 6) compared to our responses; consequently the Apollo-349

based conductivity models are likely better constrained at shallower depths. Thirdly, in-350

ferred conductivity model uncertainties are larger in the case of LP/KS TFs across most351

of the mantle, which is a consequence of the larger error bars of our global transfer func-352

tion. Keeping this in mind, the observed differences between the Apollo- and the LP/KS-353

constrained models should be interpreted with caution.354

Our results indicate that the local electrical conductivity structure at the Apollo355

12 landing site could be similar to or possibly slightly higher than the average electri-356

cal conductivity structure of the Moon, thus hinting at the absence of significant local357

variations in subsurface structure at least at this location. The Apollo 12 landing site358

is located in Oceanus Procellarum, which has been suggested to be a relict impact basin359

and the origin of the lunar dichotomy (Nakamura et al., 2012; Jutzi & Asphaug, 2011;360

Whitaker, 1981). This hypothesis would be suggestive of a locally different compositional361

and/or temperature profile in the region and associated differences in electrical conduc-362

tivity values relative to a global estimate. However, we do not observe any evidence for363

this based on the current data.364

Understanding local variations in subsurface electrical conductivity structure is presently365

limited by the absence of magnetometer data for all Apollo missions. However, with re-366

cent efforts devoted to digitizing and archiving the data collected from all three Apollo367

magnetometers (12, 15, and 16) (Nagihara et al., 2020), the construction and compar-368

ison of local transfer functions stands to rectify this situation.369
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Table 4. Depth, electrical conductivity, and 95% confidence intervals of the conductivity values

for the smooth and the sparse models.

Smooth model Sparse model

Depth (km) σ (S/m) σlower (S/m) σupper (S/m) σ (S/m) σlower (S/m) σupper (S/m)

0 0.000512 0.000335 0.000783 0.000388 0.000249 0.000602
40 0.000512 0.000339 0.000772 0.000388 0.000253 0.000594
80 0.000512 0.000348 0.000754 0.000391 0.000262 0.000585
120 0.000512 0.000354 0.000740 0.000399 0.000273 0.000583
160 0.000513 0.000360 0.000731 0.000412 0.000287 0.000591
200 0.000515 0.000365 0.000726 0.000431 0.000305 0.000610
240 0.000517 0.000369 0.000724 0.000459 0.000328 0.000640
280 0.000522 0.000374 0.000728 0.000496 0.000358 0.000686
320 0.000527 0.000379 0.000733 0.000545 0.000397 0.000748
360 0.000532 0.000383 0.000739 0.000610 0.000447 0.000833
400 0.000589 0.000424 0.000818 0.000695 0.000511 0.000946
440 0.000680 0.000490 0.000943 0.000809 0.000596 0.00110
480 0.000851 0.000614 0.00118 0.000960 0.000709 0.00130
520 0.00112 0.000809 0.00154 0.00116 0.000861 0.00157
560 0.00148 0.00108 0.00204 0.00144 0.00107 0.00194
600 0.00181 0.00133 0.00248 0.00183 0.00136 0.00246
640 0.00234 0.00172 0.00319 0.00239 0.00178 0.00320
680 0.00265 0.00196 0.00357 0.00321 0.00241 0.00429
720 0.00304 0.00227 0.00407 0.00445 0.00335 0.00590
760 0.00371 0.00280 0.00490 0.00637 0.00485 0.00839
800 0.00488 0.00374 0.00637 0.00943 0.00724 0.0123
840 0.00804 0.00625 0.0104 0.0143 0.0111 0.0185
880 0.0150 0.0118 0.0190 0.0220 0.0173 0.0279
920 0.0320 0.0257 0.0400 0.0333 0.0265 0.0418
960 0.0639 0.0519 0.0787 0.0484 0.0389 0.0601
1000 0.0929 0.0760 0.114 0.0649 0.0525 0.0802
1040 0.0930 0.0756 0.114 0.0788 0.0636 0.0977
1080 0.0931 0.0743 0.117 0.0878 0.0699 0.110
1120 0.0931 0.0723 0.120 0.0921 0.0719 0.118
1160 0.0931 0.0701 0.124 0.0938 0.0713 0.123
1200 0.0931 0.0679 0.128 0.0943 0.0695 0.128
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Figure 7. (a) Inverted smooth (green) and sparse (pink) models with upper and lower bounds

(shaded). The grey shaded region (also in panel b) represents conductivity bounds obtained from

the former analysis of an Apollo transfer function (Hood et al., 1982). For direct comparison, we

also show results from the petrological models using the Khan14 composition, in combination

with the Apollo (red) and LP / KS (blue) transfer functions. Note, that Apollo K14 corresponds

to the previously published model by Khan et al. (2014). The area between 0–300 km and 900–

1200 km is shaded (pink) to emphasize the lack of sensitivity at these depths. (b) Mean conduc-

tivity profiles with one standard deviation uncertainties using Apollo (red, orange, yellow), and

LP / KS (blue tones) transfer functions with the Khan14 (K14), Taylor Whole Moon (TWM)

and Lunar Primitive Upper Mantle (LPUM) compositional models. See legend.

6 Concluding Remarks370

We use satellite magnetic field data from the recent Lunar Prospector and Kaguya371

Selene missions to demonstrate that the magnetic field in the geomagnetic tail is well372

organized, and can be described with a degree and order one spherical harmonic geom-373

etry. Assuming further that the magnetic field in the geomagnetic tail is predominantly374

potential, we were able to estimate global C-responses from the satellite data, using a375

conventional geomagnetic depth sounding technique. This is in contrast to the approach376

during the Apollo era, which required simultaneous magnetic field measurements at the377

surface and from an orbiter. Inversion of the estimated C-responses allowed us to infer378

the first global radial electrical conductivity profile of the Moon; the conductivity is con-379

strained in the depth range of ∼300–900 km.380
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While our new transfer function is limited in period range relative to what was de-381

rived from Apollo data, but extended through the estimation of both real and imaginary382

parts of the responses, the apparent resistivities deduced from our and the Apollo-based383

transfer functions are found to agree remarkably well. This serves to emphasize consis-384

tency between the earlier and the novel transfer functions presented here.385

Planned missions to equip the Moon with several geophysical surface stations are386

underway (Weber et al., 2020). Such mission opportunities are vital to further explore387

the interior structure by providing several long-lived platforms distributed across the Moon388

and to enable a range of geophysical experiments. It is important to stress that the ap-389

proach described in this study is easily adaptable to estimate local C-responses using390

surface magnetic field data only. Future lunar electromagnetic induction studies will also391

significantly benefit from higher-frequency magnetic field measurements, including the392

potential addition of electric field measurements (Grimm & Delory, 2012). In particu-393

lar, this will enable derivation of ground transfer functions at shorter periods to constrain394

electrical structure of the crust and uppermost mantle to a depth of ∼300 km. New con-395

straints on the near-surface structure are particularly important in the context of resource396

evaluation and a lunar base. Furthermore, several long-lived ground stations will ensure397

multiple local studies that together will provide context for a global understanding of398

the lunar interior.399
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