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Abstract

Rate and state frictional parameters are typically determined using two types of experimental protocols: velocity steps and

slide-hold-slide events. Here we take a new approach by examining the frictional response to controlled, harmonic oscillations

in load point velocity. We present a Matlab graphical user interface software package, called RSFitOSC, that allows users to

easily determine frictional parameters by fitting oscillation events using the rate and state friction equations. We apply our

new methods to a set of ice-rock friction experiments conducted over a temperature range of -16.4°C to -2°C, and described in

a companion paper: McCarthy et al. (In Review). Values of the frictional stability parameter (a-b) determined from oscillations

reveal dominantly velocity-weakening behavior across the entire range of experimental conditions. However, values of (a-b)

determined from velocity steps in the same experiments yield velocity-strengthening behavior. We also show that the elastic

stiffness of the ice-rock system depends on the temperature, and is unlikely to be explained by changes in the elastic properties of

ice. Load point velocity oscillations induce oscillations in applied shear stress. Many natural fault systems exhibit slip behaviors

that depend on harmonic oscillations in applied tidal stresses. Our new method provides a way to study how frictional properties

directly depend on parameters relevant to tidal forcing, and how oscillatory loading must be considered when extracting friction

parameters.
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Key Points:6

• We obtain rate and state parameter values directly from fits to load point veloc-7

ity oscillation events.8

• Oscillation events show dominantly velocity-weakening behavior, whereas veloc-9

ity steps from the same experiments are velocity-strengthening.10

• Elastic stiffness depends on the temperature in a way that is not explained by changes11

in the elastic properties of ice.12
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Abstract13

Rate and state frictional parameters are typically determined using two types of14

experimental protocols: velocity steps and slide-hold-slide events. Here we take a new15

approach by examining the frictional response to controlled, harmonic oscillations in load16

point velocity. We present a Matlab graphical user interface software package, called RS-17

FitOSC, that allows users to easily determine frictional parameters by fitting oscillation18

events using the rate and state friction equations. We apply our new methods to a set19

of ice-rock friction experiments conducted over a temperature range of −16.4◦C to −2◦C,20

and described in a companion paper: McCarthy et al. (In Review). Values of the fric-21

tional stability parameter (a−b) determined from oscillations reveal dominantly velocity-22

weakening behavior across the entire range of experimental conditions. However, values23

of (a−b) determined from velocity steps in the same experiments yield velocity-strengthening24

behavior. We also show that the elastic stiffness of the ice-rock system depends on the25

temperature, and is unlikely to be explained by changes in the elastic properties of ice.26

Load point velocity oscillations induce oscillations in applied shear stress. Many natu-27

ral fault systems exhibit slip behaviors that depend on harmonic oscillations in applied28

tidal stresses. Our new method provides a way to study how frictional properties directly29

depend on parameters relevant to tidal forcing, and how oscillatory loading must be con-30

sidered when extracting friction parameters.31

Plain Language Summary32

Tidal stresses are known to affect how faults slip on Earth and on other planets33

and moons, as well as the movements of landslides, glaciers, and ice sheets. Friction also34

plays an important role in governing these processes. In this paper, we develop a new35

technique for determining frictional properties from experiments in which the movement36

of samples are driven by an oscillating load that mimics a tidal signal. We apply our new37

method to a dataset of ice-rock experiments, and find that the frictional behavior can38

be different from what is found using traditional techniques for examining frictional prop-39

erties.40

1 Introduction41

Tidal stress modulations occur in many geologic systems where friction plays an42

important role, including: the behavior of slow slip and non-volcanic tremor in subduc-43

tion zones (Rubinstein et al., 2008) and along the San Andreas fault (Thomas et al., 2009;44

van der Elst et al., 2016); triggering of earthquakes along faults (Cochran et al., 2004;45

Scholz et al., 2019) and laboratory stick slip (Savage & Marone, 2007); movements on46

faults in icy satellites (Nimmo et al., 2007; Smith-Konter & Pappalardo, 2008; Spencer47

& Nimmo, 2013); movements of alpine glaciers (Kulessa et al., 2003); and landslides (Schulz48

et al., 2009). Often these observations are explained in terms of rate and state friction49

theory. In a companion to this paper, McCarthy et al. (In Review) describe ice-granite50

experiments in which we examine the frictional response to harmonic oscillations in the51

load point velocity, motivated by observations of modulation by tidal stresses in the move-52

ments of ice streams in Antarctica (Anandakrishnan & Alley, 1997; Anandakrishnan et53

al., 2003; Minchew et al., 2017). We found that imposed loading oscillations results in54

a wide range of sliding response, from steady sliding, to slow slip, to stick slip.55

To better understand the data set and behaviors observed by McCarthy et al. (In56

Review), and to provide tools for understanding other types of tidally influenced slip be-57

havior, we have developed a numerical inversion scheme that determines rate and state58

frictional parameters directly from the frictional response to load point oscillations. The59

scheme is applied using a graphical user interface (GUI) software package that is writ-60

ten in Matlab. Called RSFitOSC, the package is based on RSFit3000, a similar program61
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Exp No. σn (kPa) vm (µm/s) va (µm/s) ω (Hz)

C29, C30, C32 100 10 2, 5, 10 0.01, 0.1, 1
C31, C33 100 10 2, 5, 10 0.01, 0.02, 0.1, 0.2, 1
C34, C39, C40 100 1, 10 5, 10 0.01, 0.1
C41, C44 500, 1000 1, 10 5, 10 0.01, 0.1

Table 1. Nominal parameter values used to define the experimental protocols from McCarthy

et al. (In Review).

that was developed for analyzing velocity step and slide-hold-slide (SHS) events (Skarbek62

& Savage, 2019). RSFitOSC is available at https://github.com/rmskarbek/RSFitOSC.63

Here we describe our inversion scheme and use RSFitOSC to apply our methods64

to the experiments conducted by McCarthy et al. (In Review). Our analysis of the os-65

cillation events reveals that frictional stability depends on normal stress σn, and at low66

values of σn is velocity-weakening across the entire temperature range. This is in con-67

trast to velocity step events from the same experiments that show velocity-strengthening68

stability behavior. The stability behavior of the ice-rock frictional system depends on69

the forcing characteristics induced by the load point movement. Oscillation events com-70

bine aspects of both velocity steps and SHS events, and it is possible that this may re-71

sult in more unstable behavior. Finally, we suggest that oscillation events can be com-72

bined with velocity step and SHS events in experimental protocols, to enable more de-73

tailed studies of frictional behavior.74

2 Summary of Experiments from McCarthy et al. 202075

McCarthy et al. (In Review) performed a series of ice-granite friction experiments76

in a double-direct shear configuration using a cryogenically cooled, servo-controlled bi-77

axial shear apparatus (McCarthy et al., 2016). In these experiments a periodic signal78

with frequency ω was applied to the load point velocity vl, so that at time t the veloc-79

ity is80

vl = vm + va cos (2πωt) , (1)

where vm is the median driving velocity of the load point, and va is the half-amplitude81

of the signal. Each experimental run was conducted at a constant temperature in the82

range −16.4◦C ≤ T ≤ −2◦C, and the load point oscillations took place at a constant83

normal stress of 100 kPa, 500 kPa, or 1 MPa, and consisted of applying a succession of84

different signals (Table 1; for details, see McCarthy et al., In Review). In general, the85

load point signal resulted in a periodic frictional response with the same frequency as86

the load point. For the purposes of conducting parameter fits, we define oscillation events87

by the prevailing forcing parameters, as well as a window of time ti – tf over which we88

applied a fit, where ti may be up to a few cycles after a unique oscillation signal is ap-89

plied.90

Different protocols for controlling the load point velocity were implemented. Three91

experiments (C29, C30, C32) consisted of nine separate oscillation events each, defined92

by values of vm = 10 µm/s; va = 2, 5, 10 µm/s; and ω = 0.01, 0.1, 1 Hz. This proto-93

col was also used for experiments C31 and C33, with additional frequencies ω = 0.02,94

0.2 Hz. Three experiments (C34, C39, C40) consisted of eight oscillations events each,95

defined by values of vm = 1, 10 µm/s; va = 5, 10 µm/s; and ω = 0.01, 0.1 Hz. Fi-96

nally, two experiments (C41, C44) consisted of sixteen oscillation events defined by the97

same protocol as C34 for example, but at normal stresses σn = 0.5, 1 MPa. All of the98

experiments except for C29 – C33 contained a velocity step from 1 µm/s to 10 µm/s that99
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McCarthy et al. (In Review) used to determined rate and state frictional parameters.100

The total data set is comprised of one-hundred and thirteen unique oscillation events,101

as defined by the values of vm, va, ω, σn, and T . Eighty-one events were conducted at102

100 kPa normal stress, and sixteen each conducted at 0.5 and 1 MPa normal stress.103

McCarthy et al. (In Review) observed a wide range of slip behaviors, including creep,104

slow slip, and stick slip events. Particularly they observed an evolution towards unsta-105

ble behavior at higher normal stress. Their results did not reveal any temperature ef-106

fects on the sliding behavior, except in the higher normal stress experiments. The pri-107

mary effect of temperature is on the mean friction coefficient, which increases as tem-108

perature decreases, consistent with previous studies (Zoet et al., 2013; McCarthy et al.,109

2017). At elevated normal stress, more unstable behavior was observed at −5◦C (C41)110

than at −2◦C (C44); however since only two temperatures were examined, a relation-111

ship between temperature and stability behavior could not be confirmed. For each os-112

cillation event, McCarthy et al. (In Review) measured the mid-to-peak µm/p amplitude113

of the frictional response and showed that when vm = va, the relationship between µm/p114

and the oscillation period 1/ω is consistent with frictional strengthening determined from115

slide-hold-slide experiments in a previous study on the same materials (McCarthy et al.,116

2017). Finally, the values of (a−b) from the velocity steps are all velocity-strengthening,117

which is at odds with the clear observation of unstable behavior in some of these exper-118

iments.119

3 Methods120

Experimental friction measurements are typically made using two types of imposed121

friction events: velocity steps, and slide-hold-slide (SHS) events. In a velocity step, the122

load point is set in motion at a constant rate vi for a sufficient displacement that a steady123

friction coefficient µ is achieved. The sliding rate of the load point is then changed as124

quickly as possible to a new value vf , and maintained until µ achieves a new, steady value.125

A SHS event also initiates at a steady of µ at a load-point velocity vload. The load point126

is stopped altogether for some amount of time thold (the hold), and then started mov-127

ing again at a value vreload, not necessarily equal to vload.128

The rate and state framework describes the friction coefficient µ on a sliding sur-129

face as a function of the sliding rate v and an internal state variable θ, such that130

µ = µ0 + a ln

(
v

v0

)
+ b ln

(
v0θ

dc

)
, (2)

where a and b are frictional parameters; dc is a length related to the amount of slip needed131

to attain a steady state after changes in sliding velocity; and µ0 is a reference coefficient132

such that µ = µ0 for steady sliding at v0 (Dieterich, 1979; Ruina, 1983; Marone, 1998).133

This framework is completed by a description of how the state variable evolves, and here134

we will employ the slip law135

∂θ

∂t
= −vθ

dc
ln

(
vθ

dc

)
, (3)

because it has been shown to be more consistent with experimental data than alterna-136

tives such as the aging law (Bhattacharya et al., 2015, 2017; Ferdowsi & Rubin, 2020).137

Applying the rate and state equations to experimental data requires a description of elas-138

ticity, and this is accomplished by assuming that the elastic response of the experimen-139

tal apparatus (including the sample) can be adequately described by Hooke’s law applied140

to a single-degree-of-freedom spring slider. In terms of velocity and the friction coeffi-141

cient, the relation is142

∂µ

∂t
= k(vl − v), (4)

where k is the elastic stiffness normalized by normal stress.143

–4–



manuscript submitted to Geochemistry, Geophysics, Geosystems

The frictional parameters are usually determined by applying equations (2) - (4)144

to velocity step events (e.g., Reinen & Weeks, 1993; Noda & Shimamoto, 2009; Skarbek145

& Savage, 2019). Our new method consists of applying an optimization routine of the146

spring-slider system to experimental data where the load point velocity is controlled by147

equation (1). RSFitOSC uses the same optimization techniques as RSFit3000, which are148

described in detail in Skarbek and Savage (2019). The program accomplishes fits to ex-149

perimental data through a nonlinear least-squares optimization using the Levenberg-Marquardt150

method. The routine is started by providing trial values for the optimization parame-151

ters, here µ0, a, b, dc, and k. Then the best fit values of these parameters are found through152

an iterative process that involves simulating the spring-slider system and comparing the153

computed values of µ with the experimentally observed values. When the fitting rou-154

tine completes, it computes errors to the optimized parameters values as twice the stan-155

dard deviation in each value. As a measure of the “goodness” of a fit, the program com-156

putes the coefficient of determination R2, where R2 = 1 would indicate a perfect match157

between the experimental data and a numerical simulation that uses the optimized pa-158

rameters.159

(B) Windowing Axes

(C) Static Axes

(D) Fitting Axes

(E)

(A)

Figure 1. The RSFitOSC interface is composed of five main parts: (A) the Experimental

Data Panel; (B) the Windowing Axes; (C) the Static Axes; (D) the Fitting Axes; and (E) the

Fitting Parameters Panel. The entire interface is described in detail in the user manual, found at

https://github.com/rmskarbek/RSFitOSC.

A key difference between fitting an oscillation event and fitting a velocity step event,160

is that oscillation events do not initiate from a steady state. Ideally, a velocity step is161

applied when the friction coefficient is not changing, so that the system is at steady-state.162

This provides the initial conditions v(ti) = vi, θ(ti) = dc/vi for fitting the data, where163

ti is the time at the beginning of the event. When fitting oscillation events, we do not164

want to the optimization routine to be influenced by transient behavior associated with165

the initial conditions of the simulation. To deal with this issue, every time the optimiza-166

tion routine runs a spring-slider simulation it goes through a number of “warm up” cy-167

cles, then goes through as many additional cycles as necessary to fit the experimental168

data (Figure S1).169

Figure 1 shows the RSFitOSC interface and an example of how a fit is performed.170

A detailed user guide can be found along with the software package at https://github171

.com/rmskarbek/RSFitOSC. The interface has five main parts (I) the data input panel;172

–5–
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(II) the windowing axes; (III) the static axes; (IV) the fitting axes; (V) parameter value173

display. The user loads experimental data into Matlab and enters the appropriate vari-174

able names in the Experimental Data Panel. The entire experiment is shown in the Static175

Axes and the user zooms in on an event of interest in the Windowing Axes. A red box176

appears on the Static Axes, showing the location of the windowed data, and the event177

is shown in the Fitting Axes, plotted against a time coordinate t′ that is zeroed to the178

beginning of the windowed data such that t′ = t − ti, where the event window is de-179

fined by ti ≤ t ≤ tf .180

For obtaining accurate fits, it is important to use the actual velocity of the load181

point, rather than the nominal input parameters that control the load point motion. For182

a load point velocity given by equation (1), the load point displacement is given by183

δl = vmt+
(va
ω′

)
[sin (ω′t+ γ)− sin (γ)] , (5)

where ω′ = 2πω is the angular frequency. When an event is windowed, RSFitOSC fits184

equation (5) to the recorded displacement of the load point within the window. The phase185

γ is needed because the windowed data will not necessarily begin at the start of a cy-186

cle. The values of vm, va, ω, and γ so determined are then used in the optimization rou-187

tine; these values can also be changed manually. For ease of reading, throughout the text188

we refer to specific oscillation events using the nominal values of vm, va, ω, rather than189

the values determined using equation (5); however in many cases these differ by as much190

as 10%.191

Finally, for each oscillation event that we fit, we also characterized the frictional192

response by determining the average friction coefficient µm and average half amplitude193

µa of the windowed data. The average friction coefficient is simply the mean value of µ194

during the window, and we calculated µa as one half of the difference between the mean195

values of the extrema during the event.196

4 Results197

For an oscillation event to be suitable for analysis, it must produce an inharmonic198

response in the shear stress. Because of the non-linear form of the spring-slider system199

equations, different sets of parameters can generate an identical harmonic (i.e. sinusoidal)200

frictional response. Events that produce a harmonic response cannot be fitted with a unique201

set of parameters using equations (2) – (4). However, we emphasize that harmonic events202

still contain important information about the frictional behavior (McCarthy et al., In203

Review).204

In the experiments from McCarthy et al. (In Review), there were thirty-four events,205

all with ω = 1 Hz, that we did not attempt to fit because the response clearly followed206

the sine wave form of the load point signal, or was not periodic (e.g. see Figures 2A and207

3A in McCarthy et al., In Review). We conducted fits on the remaining seventy-nine events.208

Not all of the fits are of good quality, and because we are using a new technique, we took209

a conservative approach to defining additional criteria for accepting or rejecting a fit. Af-210

ter applying these criteria, we accepted forty-one fits. In this section we first describe211

the differences in fit quality that we observe, as well as our acceptance criteria. We then212

present the fitted parameter values from the accepted events. Plots of all of the fits can213

be found in the Supplemental Information.214

First, we rejected any events that have a clear slip-dependent trend, that we de-215

fine as when each peak in the frictional response is successively smaller (or larger) than216

the preceding peak. We rejected eight events based on this criterion (C29 3, C29 4, C31 5,217

C33 9, C39 8, C40 4, C41 6, C44 11). Slip-dependent trends are not uncommon in ve-218

locity step events, and the usual practice is to remove the trend and conduct a fit to the219

–6–



manuscript submitted to Geochemistry, Geophysics, Geosystems

detrended data. However, the majority of the oscillation events do not have a slip-dependent220

trend, so we reject those that do to maintain a conservative approach to accepting fits.221
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Figure 2. Values of R2
slip and R2

sine for all of the fits that we conducted, colored according to

the load point signal parameters. Black line shows R2
slip = R2

sine.

As we noted, there are a number of events where the frictional response is well de-222

scribed by a sine wave, particularly when vm = 1 µm/s. This observation prompted223

us to fit a sine wave of the form µ = µ̂m+µ̂a sin (2πωt) to every event, where ω is the224

same frequency in the load point oscillation. The coefficients of determination R2
sine for225

the sine wave fits are plotted against the corresponding values of R2
slip from the slip law226

fits in Figure 2. When R2
sine ≈ 1, the fitted parameters for the slip law can have very227

large error estimates, and are likely dependent on the trial parameters that are used to228

produce the fit.229

Most of the vm = 1 µm/s events fall close to a line defined by R2
sine = R2

slip. All230

of the slip law fits for events with vm = 1 µm/s, ω = 0.1 Hz are indistinguishable from231

the corresponding sine wave fits (see Figure 3A for an example), regardless of the value232

of va, so these events are rejected. For the remaining vm = 1 µm/s events, we conducted233

multiple slip law fits, each with a significantly different set of trail parameters. We re-234

jected any events if the optimized parameter values depended on the trial values (C34 2,235

C34 4, C41 8, C44 7, C44 8). Applying this procedure, we accepted five events with vm =236

1 µm/s, va = 1 µm/s, ω = 0.01 Hz (C39 3, C40 3, C41 1, C41 7, C44 1), and three237

events with vm = 1 µm/s, va = 0.5 µm/s, ω = 0.01 Hz (C39 4, C41 2, C44 2). Some238

of the accepted events have values R2
slip > R2

sine > 0.9, and so are well fit by a sine239

wave (e.g. Figure 3B), but not as well as the slip law. However, in these cases the phase240

of the simulated frictional response is sensitive to the value of dc, and this seems to cause241

the fit to not depend on the trial parameter values.242

For events with vm = 10 µm/s, we observe a general divide between fits that clus-243

ter near the R2
sine = R2

slip line when R2
slip < 0.6, and fits that fall well below this line244

otherwise. However, when R2
slip < 0.6 and R2

sine ≈ R2
slip, the slip law and sine wave245

fits are distinct, and so the value of R2
sine does not serve as a good criterion for reject-246
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Figure 3. Examples of comparing slip law fits (cyan) with a sine wave fit (magenta); event

parameters are displayed at the top of each panel. (A) A rejected event (C40 1) where the slip

and sine wave fits are practically indistinguishable. The sine wave fit plots directly over the slip

law fit. (B) An event (C44 1) with a high value of R2
sine that was accepted because the slip law

fit did not depend on the trial parameter values.

ing a fit. Instead we conservatively reject any fits with R2
slip < 0.7. The highest R2

slip247

values occur for events with vm = 10 µm/s, va = 10 µm/s; all of these events have248

R2
slip > 0.7 and so are accepted. Two events with vm = 10 µm/s, va = 10 µm/s, and249

ω = 0.01 Hz have R2
slip ≈ 0.69; these are accepted as well.250

Finally, we accepted nine events with vm = 10 µm/s and va = 5 µm/s. In to-251

tal, we accepted eight events with vm = 1 µm/s and thirty-three events with vm = 10252

µm/s. Of these fits, there are nine with σn = 500 kPa, five with σn = 1 MPa, and the253

remainder are σn = 100 kPa. Experimental and fitted parameters are shown in Table254

2. Representative events that were accepted are shown in Figure 4, and representative255

rejected fits are shown in Figure 5. Accepted events are characterized by a well-defined256

inharmonic frictional response with clear extrema. Fits that were rejected based on the257

R2
slip < 0.7 criterion are characterized by large amounts of noise in the frictional response.258

Although fits to these events give unique sets of frictional parameters, they are rejected259

because of the large mismatch between the simulated and observed responses (i.e. the260

value of R2
slip).261

4.1 Friction Parameters262

Each fit produces a value of µ0, a, b, dc, and k according to equations (2) – (4). The263

experimental conditions are defined by five independent parameters: mean load point264

velocity vm, load point signal amplitude va, load point signal frequency ω, normal stress265

σn, and temperature T . We have found that the clearest presentation of the fitting re-266

sults is found by plotting against temperature (Figure 6B, 6D, 6F), and against the nor-267

malized frictional response amplitude µ′a = µa/µm (Figure 6A, 6C, 6E).268

Although µ′a is not one of the independent control parameters, plots of the fitted269

parameters against µ′a reveal a correlation with the normalized load point velocity am-270

plitude v′a = va/vm, as well as with µ′a. For vm = 10 µm/s the fitted parameters fall271

into two distinct groups according to the value of v′a. For v′a = 0.5, 0.05 < µ′a < 0.16;272

and for v′a = 1, 0.2 < µ′a < 0.51 (Figure 6A, 6C, 6E). No distinct separation is ob-273

served for vm = 1 µm/s, but the smallest values of µ′a occur for v′a = 0.5, and the largest274
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Figure 4. Examples of accepted fits for different types of load point signals. Event parameters

are displayed at the top of each panel.

occur for v′a = 1. We only accepted eight events with vm = 1 µm/s, so it is possible275

that some type of correlation with µ′a might exist if there were more events.276

Since frictional stability depends on the value of (a−b), we focus on this param-277

eter rather than on a and b individually. The entire (a−b) data set falls within the range278

−0.02 < (a − b) < 0.01 and most of the values are velocity-weakening. Every event279

with σn = 100 kPa has a best-fit value of (a − b) that is less than zero, although two280

events (C39 6, C40 6) with vm = 10 µm/s, va = 5 µm/s, and ω = 0.1 Hz encompass281

(a − b) > 0 within their error-bars. Of the fourteen higher normal stress events, nine282

of them are velocity-strengthening. For vm = 10 µm/s, values of (a− b) are larger for283

v′a = 0.5 than for v′a = 1 and there is a general decrease in the value of (a − b) with284

increasing µ′a (Figure 6A). These observations loosely describe values of (a−b) for vm =285

1 µm/s as well. There is no observed correlation between (a−b) and temperature (Fig-286

ure 6B). The slightly larger values at warmer temperatures are actually due to the val-287

ues of va and σn, since experiments with va = 5 µm/s and higher normal stress were288

not conducted at colder temperatures (Table 1).289

We also observe a correlation between the values of dc and µ′a (Figure 6C). For vm =290

10 µm/s, values of dc fall within a smaller range (5 < dc < 10 µm) for v′a = 0.5 than291

for v′a = 1 (3 < dc < 25 µm). For events with vm = 1 µm/s, there is no obvious dis-292

tinction between events with va = 0.5 µm/s and those with va = 1 µm/s. For events293
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Figure 5. Examples of rejected fits for different types of load point signals. Event parameters

are displayed at the top of each panel.

with vm = 1 µm/s, aside from two events (C39 3, C44 1) with dc > 30 µm, values of294

dc are 10 < dc < 23 µm. Within the entire data set, there does not appear to be any295

correlation between dc and normal stress. Possibly there is a correlation between dc and296

the temperature when vm = 1 µm/s, although there are not enough events in this cat-297

egory to confirm this (Figure 6D).298

The stiffness values also correlate with the value of µ′a, and fall into two groups ac-299

cording to the value of v′a = va/vm (Figure 6E). For each value of v′a (0.5 and 1), the300

value of k decreases approximately linearly from about 3 kPa/µm to about 1 kPa/µm301

with about the same slope. So the stiffness values do not appear to depend on the mean302

load point velocity vm or amplitude va, and the two trends imply some other controls303

at work. Indeed, the stiffness does clearly depend on the temperature and the normal304

stress (Figure 6F). Values of stiffness increase linearly as the temperature decreases, and305

are larger at the higher normal stress values. According to a linear fit to the data, the306

change in stiffness of the σn = 100 kPa experiments is about −0.097 kPa/(µm ◦C). Within307

the σn = 100 kPa events, values of k are generally smallest for v′a = 1, vm = 10 µm/s,308

and ω = 0.01 Hz. Since the higher normal stress experiments were only conducted at309

two temperatures, the dependence of k on temperature is not very reliable; however lin-310

ear fits to those data yield essentially identical values of about −0.24 kPa/(µm ◦C).311
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Event Temp σn vm va ω µ0 a b (a− b) dc k R2

(◦C) (kPa)
(
µm
s
) (

µm
s
)

(Hz) (µm)
(

kPa
µm

)
C29 1 -14.7 87 9.9 9.7 0.1 0.352 0.042 0.056 -0.013 6.83 2.72 0.82
C30 1 -10 105 11.1 11.2 0.1 0.288 0.036 0.056 -0.02 16.62 2.18 0.96
C30 4 -10 106 11.1 11 0.01 0.293 0.052 0.06 -0.008 15.75 1.57 0.91
C31 1 -6 92 11.1 10.9 0.1 0.26 0.061 0.069 -0.009 6.78 1.28 0.96
C31 4 -6 92 11.1 11.1 0.01 0.263 0.062 0.077 -0.015 16.1 1.12 0.92
C31 6 -6 94 11.1 11.2 0.2 0.293 0.055 0.064 -0.008 6.18 1.66 0.92
C31 7 -6 94 11.1 5.7 0.2 0.29 0.058 0.067 -0.009 5.97 1.55 0.71
C31 8 -6 93 11.1 11.1 0.02 0.29 0.07 0.084 -0.014 10.26 1.31 0.93
C32 1 -2 92 11.1 11 0.1 0.189 0.056 0.062 -0.006 7.54 1.1 0.92
C32 2 -2 91 11.1 5.5 0.1 0.187 0.063 0.064 -0.001 6.48 1.03 0.74
C32 4 -2 87 11.1 11.1 0.01 0.191 0.064 0.077 -0.012 16.19 0.89 0.93
C33 1 -16.4 94 11.1 11.1 0.1 0.343 0.043 0.056 -0.014 9.3 2.22 0.87
C33 4 -16.4 95 11.1 11.1 0.01 0.325 0.063 0.069 -0.006 5.03 1.84 0.80
C33 6 -16.4 96 11.1 11.1 0.2 0.35 0.038 0.067 -0.029 11.46 2.23 0.87
C33 7 -16.4 96 11.1 5.7 0.2 0.341 0.048 0.054 -0.006 6.54 2.97 0.71
C33 8 -16.4 96 11.1 11 0.02 0.349 0.055 0.068 -0.013 10 2.18 0.92
C34 5 -5 92 10 10.2 0.1 0.273 0.061 0.067 -0.006 4.41 1.22 0.80
C34 7 -5 93 10 10.1 0.01 0.282 0.062 0.078 -0.015 13.93 0.92 0.85
C39 3 -2 101 1.1 1.1 0.01 0.178 0.051 0.084 -0.034 33.47 0.78 0.98
C39 4 -2 101 1.1 0.6 0.01 0.16 0.061 0.065 -0.004 23.12 0.66 0.96
C39 5 -2 102 11.1 11.1 0.1 0.157 0.038 0.049 -0.011 10.9 1.3 0.97
C39 6 -2 102 11.1 5.6 0.1 0.151 0.048 0.048 0 8.06 1.05 0.87
C39 7 -2 102 11.1 11.1 0.01 0.152 0.042 0.052 -0.01 18.84 0.87 0.95
C40 3 -10.7 94 1.1 1.1 0.01 0.317 0.073 0.078 -0.005 10.53 1.47 0.96
C40 5 -10.7 94 11 11 0.1 0.291 0.06 0.067 -0.007 5.73 1.76 0.97
C40 6 -10.7 93 11.1 5.6 0.1 0.291 0.058 0.059 0 5.39 1.67 0.74
C40 7 -10.7 94 11.1 11.1 0.01 0.286 0.068 0.076 -0.007 8.82 1.47 0.95
C41 1 -5 491 1.1 -1.1 0.01 0.258 0.072 0.056 0.016 11.56 2.16 0.99
C41 2 -5 492 1.1 0.5 0.01 0.255 0.072 0.055 0.017 12.76 2.4 0.98
C41 4 -5 490 11.1 5.6 0.1 0.266 0.044 0.043 0.001 10.63 3.07 0.97
C41 5 -5 490 11.1 11.1 0.01 0.277 0.049 0.056 -0.007 25.67 2.58 0.97
C41 7 -5 991 1.1 1.1 0.01 0.282 0.069 0.051 0.018 13.66 2.89 1.00
C41 9 -5 988 11.1 5.6 0.1 0.306 0.077 0.068 0.008 5.86 2.86 0.99
C41 10 -5 986 11.1 11.1 0.01 0.309 0.055 0.059 -0.004 23.75 3.27 0.98
C44 1 -2 495 1.1 1.1 0.01 0.209 0.046 0.08 -0.034 43.92 1.59 0.97
C44 2 -2 490 1.1 0.5 0.01 0.192 0.066 0.06 0.007 17.37 1.41 0.93
C44 3 -2 500 11 11.2 0.1 0.18 0.07 0.066 0.004 3.02 2.06 0.94
C44 4 -2 508 11.1 5.7 0.1 0.182 0.057 0.055 0.003 5.78 2.3 0.81
C44 5 -2 488 11.1 11.1 0.01 0.178 0.052 0.058 -0.005 15.45 1.8 0.89
C44 9 -2 998 11.1 11.1 0.1 0.189 0.068 0.066 0.002 2.98 2.2 0.95
C44 10 -2 994 11.1 5.6 0.1 0.196 0.053 0.051 0.002 6.83 2.39 0.95

Table 2. Load point signal and fitted parameters for accepted fits. Signal values are these

determined using equation (5). Errors reported as two standard deviations can be found in Sup-

plemental Information.
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Figure 6. Values of (a− b), dc, and k for all of the accepted fits (Table 2); plotted against (A,

C, E) the normalized frictional response amplitude; and (B, D, F) temperature.

5 Discussion312

5.1 Stability Properties313

Our observations of (a− b) values from load point oscillation events provide the314

first evidence for velocity-weakening behavior in ice-rock friction at temperatures approach-315

ing the pressure melting point (PMP). However, experiments of ice-gouge friction have316

shown that velocity-weakening behavior can occur near the PMP, depending on gouge317

content and properties (Zoet et al., 2013, 2020). All of the fits to oscillations events with318

100 kPa normal stress are velocity-weakening. Velocity-strengthening behavior appears319
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Figure 7. Dependence of (a − b) values on (A) temperature and (B) normal stress. (A)

Shows a subset of the data displayed in Figure 6B, to highlight similarities with values deter-

mined from velocity steps by McCarthy et al. (In Review) (red circles).

in 500 kPa and 1 MPa normal stress events, although data is only available for temper-320

atures of −2◦C and −5◦C. We still observe velocity-weakening behavior at elevated nor-321

mal stress for oscillations with vm = 10 µm/s, va = 10 µm/s, and ω = 0.01 Hz.322

The velocity-weakening behavior exhibited by the oscillation events is in contrast323

to values of (a−b) determined from fits to velocity steps in the same experiments (McCarthy324

et al., In Review). Experiments C34, C39, C40, C41, and C44 (conducted at tempera-325

tures of −2◦C, −5◦C, and −10◦C, including those at higher normal stress) contained an326

up-step from 1 µm/s to 10 µm/s nominal load point velocity. Fits to these velocity steps327

all produce velocity-strengthening behavior (Figure 7A). The up-step (a−b) values are328

broadly consistent with values determined from up-steps in a previous set of experiments329

on ice sliding against granite at σn = 100 kPa, conducted by McCarthy et al. (2017).330

They found that (a − b) values transitioned from velocity-weakening at T < −17◦C,331

to velocity-strengthening at higher temperatures. We also note that in a comparison of332

the up-step events with the oscillation events, the up-step (a−b) values are most sim-333

ilar to values from oscillation events with vm = 10 µm/s, va = 5 µm/s, and ω = 0.1334

Hz (yellow symbols in Figure 7A).335

For both the oscillation and up-step fits there is a transition in the stability behav-336

ior as σn increases. The elevated normal stress experiments (C41, C44) both provide fits337

from a velocity step, and three unique oscillation signals. These can be compared to fits338

from σn = 100 kPa experiments C34 and C39, that also provide fits from velocity steps,339

and the same oscillation signals as in experiments C41 and C44 (Figure 7B). At low nor-340

mal stress, only the up-steps are velocity-strengthening, and they provide values of (a−341

b) that are similar in magnitude to those of the velocity-weakening oscillations with vm =342

10 µm/s, v′a = 0.5, ω = 0.1 Hz. As normal stress increases, more of the oscillation events343

are velocity-strengthening, and the minimum values of (a−b) increase. So while we ob-344

serve both velocity-weakening and -strengthening behavior in this subset of the data, the345

behavior becomes more velocity-strengthening as normal stress increases.346

This type of behavior has not been observed before in ice-rock friction, or in ice-347

ice friction, since previous studies have focused on conducting experiments at a single348

normal stress (Zoet et al., 2013; McCarthy et al., 2017), or have not determined stabil-349

ity properties (Kennedy et al., 2000; Schulson & Fortt, 2012). There are some similar350

findings within the fault friction literature. For example, Saffer and Marone (2003) con-351

ducted friction experiments on smectite clay gouges and observed a transition from velocity-352
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weakening to velocity-strengthening behavior as normal stress increased over about 30353

MPa.354

The subset of the data shown in Figure 7B also gives some indication of frequency-355

dependent stability behavior. We obtained fits to signals with vm = va = 10 µm/s356

and four different values of ω in experiments conducted at −6◦C (C31) and −16.4◦C (C33).357

Both of these experiments show a consistent evolution of (a−b) as ω changes (Figure358

8). At −6◦C the value of (a − b) increases as ω increases, and at −16.4◦ the value of359

(a−b) does the opposite. Although for experiments at other temperatures there are only360

two frequencies each with vm = va = 10 µm/s, inspection of Figure 6B seems to sup-361

port a transition in how the value of (a−b) depends on ω at −10◦C. For T ≤ −10◦C,362

(a−b) is larger for ω = 0.01 Hz, than for 0.1 Hz; the opposite is true for temperatures363

above −10◦C. Clearly more data is needed to investigate this behavior.364

Overall we have observed that the stability behavior of ice-rock friction depends365

on the normal stress and also on how the load point is moved (values of v′a and ω), at366

least within the conditions defined by the experiments from McCarthy et al. (In Review).367

In these experiments, there is no temperature dependence in the stability behavior as368

determined from either the oscillation events or velocity steps. Models that include rate369

and state friction at the base of the ice, where temperatures are expected to be near the370

PMP, are a potential explanation for observations of stick-slip behavior at the Whillans371

Ice Plain in Antarctica (Lipovsky & Dunham, 2017). These models require values of (a−372

b) < 0 to reproduce observed behavior, so our results lend support to a frictional ex-373

planation for icy stick-slip behavior.374
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Figure 8. Frequency dependence of (a−b) values for experiments conducted at (B) −6◦C and

(B) −16◦C.

5.2 Relation of Oscillation Events to Velocity Steps and SHS Events and375

Implications for Rate-State Friction376

There are some similarities between the oscillation events and velocity steps, or SHS377

events, depending on the characteristics of the load point signal. McCarthy et al. (In Re-378

view) showed that the frictional response amplitude µa from oscillation events with vm =379

va is of similar magnitude to the frictional strength measured from SHS events conducted380

on identical materials by McCarthy et al. (2017) (see Figure 4 in McCarthy et al., In Re-381

view). In this comparison, the period of an oscillation event is analogous to the hold time382

of a SHS event. Additionally, we have shown in Figure 7 that values of (a−b) from os-383
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cillation events with vm = 2va are similar to (a − b) values from velocity up-steps at384

the same temperature.385

These observations suggest that in terms of frictional behavior, oscillation events386

may act as a type of transitional event between the two end members of velocity-step387

and SHS events. Velocity-steps are commonly used to determine stability behavior and388

values of frictional parameters. SHS events are generally used to study frictional heal-389

ing, and can also be used to determine frictional parameter values (Marone & Saffer, 2015;390

Bhattacharya et al., 2017); however they are often not used in this manner. Oscillation391

events can combine elements of both velocity steps and SHS events, and so may serve392

as a method to examine the interplay between stability and healing behaviors in a sin-393

gle event type, or as a transition between the two other event types.394

For example, as the value of va approaches that of vm (v′a → 1), more healing can395

take place because the load point velocity begins to approach zero during the slowing396

down phase of the load point signal. The amount of time over which this occurs depends397

on the frequency of the load point signal, and so events with v′a ≈ 1 mimic those of a398

SHS event. McCarthy et al. (In Review) examined these similarities in detail. When va <399

vm, less healing can take place and the oscillation event is more similar to a velocity step400

than a SHS event. The value of ω determines how fast the transition between the load401

point’s maximum and minimum values occurs. For example, consider the signal with vm =402

10 µm/s, va = 5 µm/s, and ω = 0.1 Hz (events with (a− b) values similar to those of403

velocity steps). Here vl changes from 5 µm/s to 15 µm/s in 5 s, reaching a peak accel-404

eration of 2πωva = 3.14 µm/s2. The velocity steps in the same experiments are from405

1 to 10 µm/s, so the change in load point velocity is of similar magnitude, although a406

velocity step takes place more abruptly.407

Finally, we want to highlight the importance of the implication that loading con-408

ditions can affect the rate-state parameters. Most natural systems experience oscillatory409

loading through the solid earth and ocean tides, as well as transient oscillations such as410

seismic waves. Our results suggest that when the oscillation amplitude is small compared411

to the driving velocity, velocity step experiments will accurately predict the rate-state412

parameters. However, when the oscillation amplitude is large, those values will be in-413

accurate. The friction rate dependence of the material is not strictly a material prop-414

erty, but a function of the loading conditions as well. This helps explain why unstable415

behavior is observed in places like the deep San Andreas fault (Thomas et al., 2009; van der416

Elst et al., 2016)), where tremor is modulated by earth tides. Although the depths sug-417

gest that the fault should be velocity strengthening, the oscillatory loading can drive those418

values towards velocity weakening through an increase in healing during the slowest part419

of the oscillation.420

We propose that multiple loading conditions be considered during experiments to421

get a full sense of the rate dependence behavior of the material. This concept has also422

recently been explored by Ikari et al. (2020), who conducted “velocity cycle” tests. They423

implemented a SHS protocol, but instead of completely stopping the load point, they ap-424

plied a small driving velocity. Their results showed, that the velocity cycle loading could425

induce changes in the stability properties, relative to those determined from velocity-step426

tests, similar to our observation that oscillatory loading can do the same.427

5.3 Temperature Dependence428

The elastic stiffness in equation (4) is the only fitting parameter in which we ob-429

serve a clear temperature dependence (Figure 9A). Also, McCarthy et al. (2017) and McCarthy430

et al. (In Review) documented a well defined increase in frictional strength as temper-431

atures decrease. Figure 9B shows their data, as well as our values of µm, the mean fric-432

tion during an individual oscillation event. In this section we discuss possible connec-433
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(2015) (red). Additional data are from Zoet et al. (2013); McCarthy et al. (2017, In Review).

tions between elastic stiffness and frictional strength, and potential explanations for the434

temperature dependence in those parameters.435

Figure 9A also shows stiffness values determined from the run-in portion of each436

experiment (see McCarthy et al., In Review, Table 1). The run-in is the beginning of an437

experiment, during which the load point is moved at a constant velocity and the shear438

stress increases approximately linearly from zero, as the sliding surface evolves to accom-439

modate a steady-state value of the friction coefficient. Stiffness values are determined440

from the run-in by fitting a line to a plot of shear stress against load point displacement.441

The run-in stiffness values do not show any dependence on temperature, and are clus-442
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tered around a value of 0.5 kPa/µm, such that at −2◦C, these values correspond with443

the lower range of values determined from the oscillation events.444

First, we make a basic estimate of how temperature-dependent changes in the elas-445

tic properties of ice might affect the stiffness values. Over the temperature range of the446

experiments from McCarthy et al. (In Review), the shear modulus G of ice increases from447

around 8.7 GPa at −2◦C, to around 9 GPa at −18◦C (Neumeier, 2018). Changes in ice448

shear modulus can be related to changes in elastic stiffness in a simple manner by con-449

sidering slip on a planar fault embedded in a 2-D elastic full-space. For this system, along-450

fault changes in shear stress caused by gradients in slip s are given by (Segall, 2010)451

∆τ =
G

2π

∫ ∞
∞

∂s/∂ξ

ξ − x
dξ , (6)

where x is distance along the fault, and ξ is an integration variable that takes on all val-452

ues of x. For a general sinusoidal slip distribution with wavelength λ, s(x) = D sin(2πx/λ),453

the change in shear stress is ∆τ = (G/4πλ)s. Then by analogy with equation (4), the454

stiffness of the full-space system is kFS = G/4πλ. To compare this with the experimen-455

tal stiffness values, we can chose a value of the wavelength such that slip will not vary456

significantly over a distance equal to the length of the experimental sliding surface, 5 cm457

(McCarthy et al., In Review). The temperature dependence of kFS is of primary inter-458

est, rather than its magnitude, since we can arbitrarily change the magnitude of kFS by459

choosing different values of λ. Calculations for two values of λ are displayed in Figure460

9A, the details of which can be found in the Supplemental Information.461

We see that according to the analysis here, we should not expect temperature-dependent462

changes in elastic stiffness as a result of changes in the ice shear modulus. This analy-463

sis is however very approximate, in that we are comparing stiffness values determined464

from considering slip on a fault in an elastic full-space, to those determined from apply-465

ing a spring-slider system to slip in an experimental bi-axial apparatus. Since the stiff-466

ness of a sliding surface in an elastic medium depends on geometrical features as well467

as the slip distribution, it is possible that an elastic model that incorporates a more ac-468

curate approximation of the geometrical features of a double direct shear apparatus may469

explain the temperature dependence that we observe. The single degree of freedom pro-470

vided by the spring-slider model, although widespread and used for decades, may in fact471

be insufficient to capture important elastic effects that occur during bi-axial friction ex-472

periments.473

It is possible that the change in stiffness observed in the oscillation events is due474

to the same processes that cause the mean friction coefficient to increase as temperatures475

become colder. The mean friction coefficient increases by about a factor of two, while476

the stiffness increases by about a factor 2.5. The similar rate of increase suggests that477

there may be some connection between the two parameters. The fact that the run-in stiff-478

nesses are relatively constant, suggests that these values might reflect the stiffness of just479

the experimental apparatus. And a simple explanation for the temperature dependence480

of the oscillation stiffnesses is that they include effects due to the condition of the slid-481

ing surface, which depends on temperature as reflected in the mean friction coefficient482

µm. At warmer temperatures when µm is small, the sliding surface is less stiff, so the483

oscillation values fall closer to the run-in stiffness values.484

Two recent papers provide some basic explanations for the temperature dependence485

of the friction coefficient in ice-ice sliding. Persson (2015) invoked “heat-softening” of486

the sliding surface; a process that progressively reduces the shear strength as the bulk487

melting temperature is approached, and made use of a phenomenological expression for488

the strength reduction that may be related to ice premelting. He developed this theory489

for ice-ice friction, but ice premelting also occurs at ice-rock interfaces (Rempel et al.,490

2001). A similar explanation comes from Schulson (2015). Schulson (2015) considered491

creep within an inelastic zone that encompasses the nominal sliding surface, and formu-492
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lated the friction coefficient in terms of temperature dependent changes to the creep strength493

of this layer, combined with the same for the hardness of ice. Similar to Persson (2015),494

he also invoked localized melting at the sliding interface through a phenomenological ex-495

pression (equation (43) in Schulson, 2015).496

In Figure 9B we apply the theories from Schulson (2015) and Persson (2015), adapted497

for ice-granite friction (see the Supplemental Information for details). Each theory con-498

tains some unconstrained parameters that we have used to tune to the data. With that499

caveat in mind, both theories can provide reasonably good fits to the friction data. Al-500

though we are not aware of any theories directly relating the friction coefficient to the501

elastic stiffness of a sliding interface, based on the results here we suggest that such may502

be the case. Further work in this area is needed. It seems reasonable to hypothesize that503

whatever affects the friction coefficient may also affect the stiffness of the sliding inter-504

face.505

6 Conclusion506

Our results show that the stability behavior of ice-rock friction depends on the nor-507

mal stress and also on loading conditions. Analysis of oscillation events indicates dom-508

inantly velocity-weakening behavior, whereas velocity-step events indicate velocity-strengthening.509

We attribute this difference to the presence of frictional healing in oscillation events. In510

general, our results suggest that when the oscillation amplitude is small compared to the511

driving velocity, velocity step experiments will accurately predict the rate-state param-512

eters. However, when the oscillation amplitude is large, those values will be inaccurate.513

Finally, we observed a strong correlation between elastic stiffness and temperature, which514

cannot be explained by temperature-dependent changes in the elastic properties of ice.515

We presented a simple analysis that indicates a dependence of stiffness on the mean fric-516

tional strength.517
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Introduction

This supplement contains Figure S1, that illustrates the warm-up procedure that the

RSFitOSC program uses. Also included is a brief description of the ice-friction theories

of Persson (2015) and Schulson (2015) that we used in Figure 9B. We have also provided

a matlab script that will generate these theoretical predictions. Finally, we have included
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.pdf files containing the plotted results for every oscillation event that we fit, as described

in the main text (Datasets S1 – S10).

This submission also includes our datasets (two .csv files and two .mat files). At time of

acceptance, these datasets will be archived on the United States Antarctic Data Center.

Text S1.

1. Temperature Dependence of Ice-Granite Friction

Our estimates of the temperature dependence for the steady-state friction coefficient of

ice-granite friction follow those of Persson (2015) and Schulson (2015), except altered to

account for the granite surface. Here we briefly present the equations that are used to

calculate µ in Figure 9B of the main text. Included in the Supplemental Information is a

MATLAB program that performs the calculations.

1.1. Persson (2015)

Persson (2015) estimated the friction coefficient of ice-ice sliding by considering the

temperature change on the sliding surface as heat is diffused away from the surface of a

semi-infinite solid. He assumed that at temperatures near to, but less than the melting

temperature Tc, the shear stress would drop rapidly. Following Persson (2015), we assume

that the frictional heat flow J = τmv = JI + JG, where JI and JG are the heat flow into

the ice and granite, respectively. We further assume that the ice and granite bodies are

approximated by semi-infinite solids, in which case the temperature at the sliding interface

is

Ti = T0 + 2Ji

(
t

πHi

)1/2

, i = I,G , (1)
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Requiring TI = TG yields, JG = JI
√

(HG/HI). The heat flow J can now be written as

J = α(TI − T0) , (2)

where T0 is the background/environmental temperature and

α =
1

2

(
π

t

)1/2 (
H

1/2
I +H

1/2
G

)
. (3)

Next, Persson (2015) assumes that a representative contact asperity on the sliding surface

survives for some time t∗ = l∗/v, where l∗ is the width of the contact region. Furthermore,

he assumes that τm(T ) has the form

τm = τ 0m

(
1 − T

Tc

)β
. (4)

Combining equations (2) – (4) yields an implicit equation for the temperature T at the

sliding interface

T = Tc + T0 +
vτ 0m
α

(
1 − T

Tc

)β
. (5)

Given a sliding velocity v, the friction coefficient can be calculated by solving equation (5)

for T , and putting the result into equation (4) to find the shear stress. Finally, µ = τm/σY .

1.2. Schulson (2015)

Schulson (2015) performed a calculation similar to that of Persson (2015), and estimated

the coefficient of friction by considering the temperature change at a cylindrical asperity

surface. He assumed at some proportion η of the asperity surface is coated in a water film,

and phenomenologically set this to η = γ ln(vs/vt), where vs is the macroscopic sliding

rate and vt is a creep rate at the asperity surface. The friction coefficient is then

µ = [1 − γ ln(vs/vt)]µk , (6)
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where µk is defined as the ratio of the shear stress necessary to maintain a given creep

rate, to the normal stress supported by asperities, taken by Schulson (2015) to be the

hardness of ice. Schulson (2015) arrives at the expression [his equations (38) – (41)]

µk = Cε1/n2t1/n1 exp
(

Q2

n2RT
− Q1

n1RT

)
(7)

vt = 2a/(ftc) where

tc =

(
Lvδ

∆T

)2 [(
κiρic

i
p

)1/2
+
(
κgρgc

g
p

)1/2]
, (8)

where ∆T = T − Tc.

Data Set S1. ds01 C29.pdf: Fits for Experiment C29

Data Set S2. ds02 C30.pdf: Fits for Experiment C30

Data Set S3. ds03 C31.pdf: Fits for Experiment C31

Data Set S4. ds04 C32.pdf: Fits for Experiment C32

Data Set S5. ds05 C33.pdf: Fits for Experiment C33

Data Set S6. ds06 C34.pdf: Fits for Experiment C34

Data Set S7. ds07 C39.pdf: Fits for Experiment C39

Data Set S8. ds08 C40.pdf: Fits for Experiment C40

Data Set S9. ds09 C41.pdf: Fits for Experiment C41

Data Set S10. ds10 C44.pdf: Fits for Experiment C44

Data Set S11. ds11 Fits All1.mat: Matlab fit structures containing all data and infor-

mation necessary to reproduce all of the fits for C29 – C33.

Data Set S12. ds12 Fits All2.mat: Matlab fit structures containing all data and infor-

mation necessary to reproduce all of the fits for C34 – C44.
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Data Set S13. IceGraniteFriction.m: Matlab script for solving equations described in

Text S1.

Table S1. ts01 Fits All.csv: Fitted parameter values and errors for all fits.

Table S2. ts02 Fits Accepted.csv: Fitted parameter values and errors for accepted fits.
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Figure S1. An example of how RSFitOSC runs a number of warm up cycles when optimizing

the simulated frictional response (cyan line) to the observed data (black line). In this example,

it takes one cycle for the system to enter a steady oscillation; the first cycle is influenced by the

initial conditions of the simulation. Only cycles that occur during steady oscillation are used to

fit the experimental data. The example here used six warm up cycles, and then the remaining

cycles were used to fit the data.
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