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Abstract

Induced polarization (IP) is increasingly applied for hydrological, environmental and agricultural purposes. Interpretation

of IP data is based on understanding the relationship between the IP signature and the porous media property of interest.

Mechanistic models on the IP phenomenon rely on the Poisson-Nernst-Plank equations, where diffusion and electromigration

fluxes are the driving forces of charge transport and are directly related to IP. However, to our knowledge, the impact of

advection flux on IP was not investigated experimentally and was not considered in any IP model. In this work, we measured

the spectral IP (SIP) signature of porous media under varying flow conditions, in addition to developing and solving a model for

SIP signature of porous media, which takes flow into consideration. The experimental and the model results demonstrate that

as bulk velocity increases, polarization and relaxation time decrease. Using a numerical model, we established that fluid flow

near the particle deforms the electrical double layer (EDL) structure, accounting for the observed reduction in polarization. We

found a qualitative agreement between the model and the measurements. Still, the model overestimates the impact of flow rate

on SIP signature, which we explain in terms of the flow boundary conditions. Overall, our results demonstrate the sensitivity

of the SIP signature to fluid flow, highlighting the need to consider fluid velocity in the interpretation of the SIP signature of

porous media, and opening an exciting new direction for noninvasive measurements of fluid flow at the EDL scale.
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Abstract 18 

Induced polarization (IP) is increasingly applied for hydrological, environmental and 19 

agricultural purposes. Interpretation of IP data is based on understanding the relationship 20 

between the IP signature and the porous media property of interest. Mechanistic models on the 21 

IP phenomenon rely on the Poisson-Nernst-Plank equations, where diffusion and 22 

electromigration fluxes are the driving forces of charge transport and are directly related to IP. 23 

However, to our knowledge, the impact of advection flux on IP was not investigated 24 

experimentally and was not considered in any IP model. In this work, we measured the spectral 25 

IP (SIP) signature of porous media under varying flow conditions, in addition to developing 26 

and solving a model for SIP signature of porous media, which takes flow into consideration. 27 

The experimental and the model results demonstrate that as bulk velocity increases, 28 

polarization and relaxation time decrease. Using a numerical model, we established that fluid 29 

flow near the particle deforms the electrical double layer (EDL) structure, accounting for the 30 

observed reduction in polarization.  We found a qualitative agreement between the model and 31 

the measurements. Still, the model overestimates the impact of flow rate on SIP signature, 32 

which we explain in terms of the flow boundary conditions. Overall, our results demonstrate 33 

the sensitivity of the SIP signature to fluid flow, highlighting the need to consider fluid velocity 34 

in the interpretation of the SIP signature of porous media, and opening an exciting new 35 

direction for noninvasive measurements of fluid flow at the EDL scale.       36 

1 Introduction 37 

The induced polarization (IP) method is a geophysical technique increasingly applied 38 

to characterize, monitor, and map the shallow subsurface. For example, IP was successfully 39 

used to monitor biogeochemical processes, such as growth and decay of bacteria (Mellage et 40 

al., 2018), FeS biomineralization (Slater et al., 2007), calcite precipitation ( Zhang et al., 2012), 41 

degradation of petroleum hydrocarbon contaminants (Kimak et al., 2019), and more (for a 42 

recent review, see Kessouri et al. (2019)). The IP method also exhibits a potential for 43 

monitoring freezing and thawing processes in soil and other porous material (Coperey et al., 44 

2019), the aggregate size distribution of clay suspensions (Leroy et al., 2017; Schwartz et al., 45 

2020), and plant roots (Weigand & Kemna, 2019; Tsukanov & Schwartz, 2020). The success 46 

of the IP method in detecting and monitoring a large variety of processes is attributed to its 47 

sensitivity to the bulk (water content, formation factor, and salinity) and interfacial (e.g., 48 

surface charge density, ionic mobility, conductivity, etc.) properties of the porous media. 49 
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IP measurements are performed by applying an electrical field through two electrodes, 50 

and measuring the resulting potential with two other electrodes. In the spectral IP (SIP), a 51 

sinusoidal current (𝐼) is applied at a broad frequency range (typically 0.01 Hz to 10 kHz), the 52 

resulting potential (𝑈) is measured, and the complex electrical impedance (𝑍 = 𝑈/𝐼) is 53 

calculated. Considering the geometry of the sample, the impedance can be converted to 54 

complex conductivity (𝜎∗), which typically decomposes to in-phase conductivity (𝜎′) and 55 

quadrature conductivity (𝜎′′), according to: 𝜎∗ = 𝜎′ + 𝑖𝜎′′, where 𝑖 is the imaginary unit. In 56 

porous media, the in-phase conductivity is mostly related to the pore water electrical 57 

conductivity, water saturation, electrical conductivity of the solid surface, and to geometrical 58 

features of the porous media, such as porosity and tortuosity (Vinegar & Waxman, 1984; 59 

Weller et al., 2011; Revil, 2013). 60 

The quadrature conductivity is related to the polarization of the porous media and is 61 

generally frequency-dependent (Kemna et al., 2012). At the low-frequency range (up to 1 kHz), 62 

𝜎′′ is related to polarization of the electrical double layer (EDL). The EDL consists of a surface 63 

charge that is compensated by an oppositely charged ionic atmosphere (Adamson & Gast, 64 

1997). The application of an electrical field external to the EDL leads to ion migration and 65 

polarization (Dukhin & Shilov, 1974). In porous media, where the solid particles are in contact, 66 

polarization occurs at the Stern layer, which is the innermost part (closest to the surface) of the 67 

EDL ( Leroy et al., 2008), and at narrow passages in the pore space (pore throat), in what is 68 

known as membrane polarization (Titov et al., 2002). According to the Stern-layer polarization 69 

model, polarization is caused by the tangential movement of the mobile counter-ions (Revil & 70 

Florsch, 2010). Polarization of the Stern layer is related to the physicochemical properties of 71 

the solid−liquid interface, such as the surface-site density of the chemical species, their 72 

mobility, and their valence. Polarization is also related to the particle size distribution of the 73 

porous media  (Jougnot et al., 2010; Vaudelet et al., 2011; Weller et al., 2011).  74 

Membrane polarization describes polarization as the accumulation of ions at the pore 75 

throat, where the diffuse layers of two or more particles merge, creating a zone with a different 76 

ion transference number (defined as the fraction of current carried by a specific ion)  (Titov et 77 

al., 2004; Volkmann & Klitzsch, 2010). As in the Stern-layer model, polarization in the 78 

membrane model is also related to the physicochemical properties of the solid−fluid interface 79 

(e.g., Bücker & Hördt, 2013). The main difference between the Stern- and the membrane-80 

polarization models is the length scale of polarization. In the Stern-layer model, the governing 81 

length scale is the particle radius, whereas in the membrane polarization model, it is the pore 82 
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size ( Revil et al., 2012). Shefer et al., (2013) noted that polarization is induced by both Stern 83 

and membrane-polarization mechanisms. A recent model by Bücker et al. ( 2019) coupled the 84 

two mechanisms, and investigated their relative contribution to the SIP signature of porous 85 

media. 86 

Mechanistic modeling of the low-frequency polarization of porous media, for both 87 

Stern-layer and membrane polarization, involves the solution of the Poisson-Nernst-Planck 88 

(PNP) equations, where the divergence of the diffusive flux (𝑱𝑫), and the electromigration flux 89 

(𝑱𝒆) control the temporal change in the ion concentration field. Considering a simple binary 90 

electrolyte, the PNP equations are given by (Newman & Thomas-Alyea, 2004): 91 

 ∂𝑐±

∂𝑡
= −∇ ⋅ (𝑱𝑫 + 𝑱𝒆) = ∇ ⋅ (𝐷∇𝑐± +

𝑧𝑒𝐷

𝑘𝐵𝑇
𝑐±∇𝜓), (1) 

 ∇(𝜀∇𝜓) = −ρ, (2) 

where 𝑐± is the concentration, 𝐷 is the diffusion coefficient, 𝑧 is the valency, 𝑒 is the elementary 92 

charge, 𝑘𝐵 is the Boltzmann coefficient, 𝑇 is the temperature, 𝜓 is the electric potential, 𝜀 is 93 

the electric permittivity of the electrolyte, and 𝜌 is the volume charge density. With the 94 

appropriate set of boundary conditions, Eq. (1) and (2) can be solved for the concentration and 95 

potential fields. The gradients of the concentration and potential are obtained from the solution, 96 

and with the assistance of Ohm's law, the complex conductivity is obtained (Titov et al., 2002; 97 

Leroy et al., 2008; Revil, 2013; Bücker et al., 2019). The approach described above 98 

significantly improves the understanding of the processes controlling the SIP response of 99 

porous media and allows linking the electrical signature to important subsurface properties and 100 

processes.  101 

Another essential transport mechanism for ions (charge carriers) in porous media is the 102 

advection flux (𝑱𝒂 = 𝒗𝑐±, where 𝒗 is the fluid velocity). Indeed, in the electrochemical 103 

literature, transport processes are described by the sum of the diffusive, electromigration, and 104 

advection fluxes (𝑱𝑻 = 𝑱𝑫 + 𝑱𝒆 + 𝑱𝒂, where 𝑱𝑻 is the total flux) (e.g., Lyklema, 1995; Newman 105 

& Thomas-Alyea, 2004; Bazant et al., 2009; DeLacey & White, 1981; Shilov et al., 2001 and 106 

references therein). Important electrokinetic phenomena in porous media are related to the 107 

advection flux. For example, applying an external electric field to porous media exerts 108 

electrostatic forces on the ions. As a result, drag forces on the fluid drive the electroosmotic 109 

flow of water (Zhang & Wang, 2017). Similarly, pressure-driven flow in porous media 110 

generates an electrical current in the EDL (known as streaming potential, e.g., Soldi et al., 111 
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2018). Despite its central role in the transport of ions in porous media, to our knowledge, the 112 

effect of the advection flux on the SIP response of porous media hasn't been established 113 

experimentally or considered in mechanistic models for SIP of porous media. Therefore, this 114 

research aims to develop a mechanistic understanding of the advection flux's role in the SIP 115 

response of porous media. 116 

2 Material and Methods 117 

2.1 Measuring the SIP response of soil at different water fluxes 118 

To measure the impact of water flux on soil's SIP response, we used three identical 119 

polyvinyl chloride columns with an inner diameter of 3 cm and a length of 30 cm. The columns 120 

were equipped with four electrode ports, allowing the insertion of potential and current 121 

electrodes. We used 6 mm diameter brass electrodes for both the current and potential 122 

electrodes. The current electrodes were 8 cm long and crossed the entire sample. The potential 123 

electrodes were 5 cm long and were retracted in their respective holes to prevent electrode 124 

polarization. Electrical contact between the potential electrodes and the sample was ensured 125 

along the electrolyte. To convert impedance to conductivity, we measured the impedance (𝑍) 126 

of a series of electrolytes with different electrical conductivities, 𝜎𝑤 , and computed the 127 

conversion factor (𝐺) using 𝐺 = 𝜎𝑤/Re(𝑍).  To obtain the polarization produced by the sample 128 

holder (which should be minimal), we measured the electrical spectrum of the electrolyte used 129 

for the experiment (𝜎𝑤 = 2500 μS cm-1), and found that up to 1 kHz, the phase shift (𝜑) was 130 

lower than 0.5 mrad. The SIP signals were recorded using the PSIP impedance spectrometer 131 

(Ontash & Ermac Inc., NJ, USA) at 52 logarithmically spaced intervals, from 0.01 to 1000 Hz. 132 

We used two types of porous materials: an oven-dried, sieved (2 mm screen) red sandy 133 

loam soil (thereinafter, Hamra soil) with 92% sand, 2% silt, and 6% clay, and quartz sand (Agat 134 

Minerals, Yeruham, Israel) with 97% sand and 3% silt (measured using PARIO, Meter group, 135 

Germany). Before packing, the soil and sand were mixed with an electrolyte to a gravimetric 136 

water content of 0.083. Packing was performed by adding small portions of soil or sand (∼137 

50 g) to the column and gently compressing it. This packing procedure was found to provide 138 

excellent repeatability (the average bulk density were 1.6 ± 0.001 g cm-3, and 1.47 ± 0.0006 139 

g cm-3  for the Hamra soil and the quartz sand, respectively). After packing and to obtain 140 

chemical equilibrium between the electrolyte and the mineral surface, we washed the soil with 141 

a concentrated CaCl2 (0.1M) solution until the water volume was exchanged three times (three 142 

pore volumes) and then with 0.005M CaCl2 solution until the electrical conductivities of the 143 
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inlet and outlet solutions equalized (EC = 1200 μS cm-1). Full water saturation during the 144 

experiments was ensured by placing the columns vertically and directing the flow from the 145 

column bottom to its top. 146 

We measured the SIP response of the soil at six different water fluxes (from 0 to 0.08 147 

mm s-1). We chose these fluxes as they are in the range of the porous materials` saturated 148 

hydraulic conductivity (0.027 mm s-1 for the Hamra soil and 0.075 mm s-1 for the quartz sand. 149 

Measured by KSAT, Meter group, Germany). We controlled the fluxes with a peristaltic pump 150 

(Masterflex L/S series, Cole-Parmer Inc., IL, USA). We started the SIP measurements at a zero 151 

flux and recorded SIP signals  ∼ 20 min after each increase in the water flux. To test possible 152 

hysteresis effects, following the SIP measurement at the highest water flux, we reduced the 153 

flow rate and repeated the SIP measurements for the same water fluxes, but this time for 154 

receding fluxes. Note that during the experiments, water was continuously flowing in the 155 

system.        156 

We analyzed the electrical spectra using the Cole-Cole model (Tarasov & Titov, 2013). 157 

𝜎∗ = 𝜎0 (1 +
𝑚

1 − 𝑚
(1 −

1

1 + (𝑖𝜔𝜏)𝑐
)), (3) 

where 𝜎0 is the DC electrical conductivity, 𝑚 is the chargeability, which is related to the 158 

polarization magnitude, 𝜏 is the Cole-Cole time constant, 𝜔 = 2𝜋𝑓, is the angular frequency, 159 

and 𝑐 is the Cole-Cole exponent. Fitting was performed using SciPy non-linear least-squares 160 

package (Virtanen et al., 2020). Note that we limit our analysis to the first relaxation process 161 

and fit the electrical spectra between 0.01 Hz and 5 Hz.  162 

2.2 Modeling the effect of ion advection flux on the SIP response of porous media 163 

To account for the effect of ion advection flux on the SIP response of porous media, we 164 

added the ion advection flux to the total ion flux, such that: 𝑱𝑻 = 𝑱𝑫 + 𝑱𝒆 + 𝑱𝒂. Substituting the 165 

total flux with the continuity equation (∂𝑐±/ ∂t = −∇ ⋅ 𝐉𝐓) leads to a modified Nernst-Planck 166 

equation: 167 

 ∂𝑐±

∂𝑡
= ∇(𝑱𝑫 + 𝑱𝒆 + 𝑱𝒂) = ∇ (𝐷∇𝑐± +

𝑧𝑒𝐷

𝑘𝐵𝑇
𝑐±∇𝜓 − 𝒗𝑐±). (4) 

Eq. 4 is similar to Eq. 1, except for the last term on the RHS (right hand side) of Eq. 4 168 

that represents the ion advection flux. Assuming an incompressible fluid and a small Reynolds 169 
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number (typical for flow in porous media), the fluid velocity can be described by the Stokes 170 

equations: 171 

 𝜂∇2𝒗 − ∇𝑝 = 0, (5) 

 172 

 ∇ ⋅ 𝒗 = 0, (6) 

where 𝜂 is the dynamic viscosity, and 𝑝 is the fluid pressure. Eq. (2), (4), (5), and (6) are known 173 

as the Poisson-Nernst-Planck-Stokes (PNP-S) equations, and are the governing equations in 174 

our model. 175 

Our modeling approach is based on the recent work of (Bücker et al., 2019). The model 176 

domain is a single spherical grain embedded in a binary electrolyte (see Fig. 1). The domain is 177 

excited by a weak oscillating electric field, 𝑬 = 𝑬𝟎ex p(𝑖𝜔𝑡), where 𝑬𝟎 is the magnitude of 178 

the electric field. The solution strategy is based on the perturbation theory, with the assumption 179 

that the applied field (𝑬) results in a small deviation from equilibrium. Under this assumption, 180 

the concentration is expressed as the sum of the equilibrium concentration (𝑐𝑗
0) and the 181 

perturbed concentration (𝑐𝑗̃), such that: 𝑐𝑗 = 𝑐𝑗
0 + 𝑐𝑗̃exp (𝑖𝜔𝑡). Similarly, the electric potential 182 

is: 𝜓 = 𝜓0 + 𝜓̃exp (𝑖𝜔𝑡), where 𝜓0 and 𝜓̃ are the equilibrium and perturbed electrical 183 

potential, respectively. 184 

To obtain 𝑐𝑗
0 and 𝜓0, we solved the steady-state PNP-S equations: 185 

 
∇ (𝐷∇𝑐±

0 ±
𝑒𝐷

𝑘𝐵𝑇
𝑐±

0∇𝜓0 − 𝒗𝑐±
0) = 0, (7) 

 ∇(𝜀∇𝜓0) = (ez−𝑐−
0 + 𝑒𝑧+𝑐+

0). (8) 

The following boundary conditions were maintained: far from the particle, the concentration is 186 

𝑐+
0 = 𝑐−

0 = 1 mol m-3 ×  NA  , where  NA is the Avogadro number, and the electric potential is 187 

zero. At the particle surface, the normal ionic flux is set to zero (𝒏 ⋅ 𝑱𝑻
𝟎|rsurf

= 0). Using Gauss's 188 

law, the electric field on the particle surface is given by: 189 

 
−𝒏∇𝜓0|rsurf

 =
Σ𝑑

0

𝜀
, (9) 

where Σ𝑑
0 is the net surface-charge density (this is the surface charge density of the mineral 190 

minus the surface charge density at the Stern layer), and is assumed to be constant in time, and 191 
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distributed uniformly over the particle, 𝒏 is the unit normal vector pointed outward the grain's 192 

surface (Fig. 1).   193 

To obtain the velocity field (𝒗), we assumed that the electroosmotic flow is negligible 194 

(i.e., we did not couple between fluid velocity and the electric field), and solved Stokes 195 

equations (Eq. 5 and Eq. 6) on the domain shown in Fig. 1. The flow was induced by a pressure 196 

gradient between the upper and lower boundaries, such that 𝑝(𝑥 = 2.5𝐿) = 0, and 197 

𝑝(𝑥 = 2.5𝐿) = 𝑝0, where 𝑝0 is the applied pressure. Typically, on a solid surface, the velocity 198 

𝒗𝒔 is given by a no-slip boundary condition (i.e., 𝒗𝒔 = 0). However, a large body of evidence 199 

demonstrates that the small-scale interactions at the solid-liquid interface lead to various slip 200 

behavior (e.g., Joseph et al., 2006; Willmott, 2008; Zhu & Granick, 2002), and that factor such 201 

as degree of wetting, pressure gradient, surface charge, and surface roughness impact the slip 202 

velocity (Lauga et al., 2007). Furthermore, in electrokinetic systems, such as the one considered 203 

here, the transport of ions in the EDL drags fluid, producing slip velocity (Bazant, 2011). 204 

Accordingly, and following Ristenpart et al. (2007), we set the velocity normal to the solid 205 

surface as zero (𝒗𝒔 ⋅ 𝒏 = 0, i.e., slip boundary condition). For comparison, we also tested the 206 

case of no-slip boundary conditions.  207 

Under the assumption that the perturbed variables follow harmonic dependency on time 208 

(due to the time-harmonic external electric field 𝑬), the perturbed parts of Eq. 4 and Eq. 2 are 209 

written as: 210 

 
𝑖𝜔𝑐±̃ = ∇ (𝐷∇𝑐±̃ +

𝑧𝑒𝐷

𝑘𝐵𝑇
(c±

0 ∇𝜓̃ + 𝑐±̃∇𝜓0) − 𝒗𝑐±̃), (10) 

 211 

 ∇(𝜀∇𝜓̃) = (ez−𝑐−̃ + 𝑒𝑧+𝑐+̃). (11) 

Since the application of the external electric field results in the transport of ions to the 212 

surface, the perturbed surface charge density (Σ𝑠̃) is not constant, and is obtained by the model 213 

of Schurr (1964)  (see also Leroy et al., 2008; Bücker et al., 2019): 214 

 𝑖𝜔Σs̃ = ∇ ⋅ (𝐷𝑆∇Σs̃ + μsΣs
0∇𝜓𝑠̃ − 𝒗Σs̃). (12) 

where 𝐷𝑠 is the diffusion coefficient at the Stern layer, and 𝜇𝑠 is the ion mobility, given by 215 

Einstein's relation (𝜇𝑠 = 𝐷𝑠𝑒𝑧/𝑘𝐵𝑇). The ∇ operators in Eq. 12 refer to tangential derivatives. 216 

The equations for the perturbed part (Eq. 10, Eq. 11, and Eq. 12) were solved with the 217 

following boundary conditions: at the particle surface, the normal perturbed ionic flux is zero 218 
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(𝒏 ⋅ 𝑱𝑻̃|
surf

= 0), and the perturbed potential is given by: 𝒏[−𝜀∇𝜓̃ + 𝜀𝑠𝑜𝑙𝑖𝑑∇𝜓̃𝑠𝑜𝑙𝑖𝑑]
surf

= Σ𝑠̃, 219 

where 𝜀𝑠𝑜𝑙𝑖𝑑 is the electric permittivity of the particle. Far from the particle, at 𝑥 = ±2.5𝐿, the 220 

perturbed concertation of both ions is zero, and 𝜓̃|
𝑥=±2.5𝐿

= ∓𝟐. 𝟓|𝑬𝟎|𝐿. At 𝑦 = 𝐿, we used 221 

insulating boundary conditions for both 𝑱𝑻̃ and 𝜓̃. The full set of boundary conditions for the 222 

equilibrium and perturbed parts are presented in Fig. 1, and the list of model parameters is 223 

provided in Table 1. 224 

The equations for the solid domain were not affected by the advection flux. The equilibrium 225 

electrical potential 𝜓𝑠𝑜𝑙𝑖𝑑
0  is constant through the solid and equal to the potential at the grain's 226 

surface. The perturbation potential is determined by the Poisson equation ∇ ⋅ (𝜀𝑠𝑜𝑙𝑖𝑑∇𝜓̃𝑠𝑜𝑙𝑖𝑑) =227 

0, and continuity between the surface and solid potential is ensured (𝜓̃𝑠𝑜𝑙𝑖𝑑 = 𝜓̃|surface). 228 

Table 1: Model parameters1 229 

Parameter Description Unit Value 

𝑎 Grain radius µm 5.0 

𝑐±
0  Bulk concentration mol m-3 1.0 

𝐷 Diffusion coefficient at the bulk solution m2 s-1 1.26 × 10−9 

𝐷𝑠 Diffusion coefficient at the Stern layer m2 s-1 1.26 × 10−10 

𝐸0 Magnitude of applied field V m-1 50.0 

𝐿 Domain length µm 50.0 

Σ𝑑
0 Net surface charge density C m-2 0.002 

Σ𝑠
0 Surface charge density at the Stern layer C m-2 0.008 

𝜀 Electric permittivity of the electrolyte F m−1 80𝜀0 

𝜀𝑠𝑜𝑙𝑖𝑑 Electric permittivity of the solid F m−1 4𝜀0 

𝜀0 Vacuum permittivity F m−1 8.85 × 10−12 

1All the model parameters, except the domain length, were taken from Bücker et al. ( 2019).  230 

The model's implementation was performed using COMSOL Multiphysics, a finite 231 

element code for the solution of coupled partial differential equations (COMSOL, 2018). 232 

Considering that the polarization occurs near the particle surface, and strongly decays with 233 

distance, and following Bücker et al. (2019), the following mesh was constructed: around the 234 
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particle, we used a boundary-layer mesh, consisting of rectangular elements with a size of 235 

𝜋𝑟0/400 ≈ 39 nm in the tangential direction. In the radial direction, the thickness of the mesh 236 

elements increases with a stretching factor of 1.17, from 4.8 nm at the surface, until the 8th 237 

element. The rest of the mesh is filled with triangular elements, ranging in size from 39 nm to 238 

2500 nm (∼ 𝐿/20). We checked the stability by refining the mesh near the particle, where the 239 

solution is rapidly changing.  240 

3 Results and Discussion 241 

3.1 Effect of flow rate on the measured SIP signature of soil 242 

The average (𝑛 = 3) electrical spectra for the six fluid fluxes tested in the experiments 243 

and their standard deviations are presented for the Quartz sand and the Hamra soil in Fig. 2 and 244 

Fig. 3, respectively.  For both porous materials, the maximum difference between the mean 𝜎′ 245 

of the six flow rates is small (∼ 3%), and within the range of the standard deviation (Fig. 2a 246 

and Fig. 3a). These results indicate that the impact of fluid flow (at the tested flow rate range) 247 

on the 𝜎′ is small. As the flow rate increases, a consistent decrease in the low-frequency (<248 

1 Hz) 𝜎′′ and in the relaxation time is observed (Fig. 2b and Fig. 3b). The maximum decrease 249 

between the quadrature conductivity at the peak frequency (𝜎peak
′′ ) is ∼ 17% and ∼20% for the 250 

Quartz sand and the Hamra soil, respectively. At frequencies higher than the peak frequency 251 

(larger than 1 Hz), 𝜎′′ is similar for the different flow rates. To test if the impact of water flow 252 

on the SIP response of the porous media is reversible two scenarios were considered. In the 253 

first, flow rate was increased and SIP signal was recorded at different velocities. In the second, 254 

flow rate was decreased and SIP measurements were taken at the same velocities as before. 255 

The results show that similar flow rates yield similar electrical spectra, regardless of the 256 

direction of change in the flow rate, i.e., the impact of flow on electrical spectra is reversible 257 

(see the markers and dash lines in Fig. 2 and in Fig. 3). 258 

 In Fig. 2d and in Fig. 3d, we present the measured 𝜎′′ around the first relaxation 259 

frequency (0.01 to 10 Hz), together with the fitted Cole-Cole model (Eq. 3). Overall, there is 260 

a good agreement between the measured spectra and the Cole-Cole model, with a root mean 261 

square error (RMSE) that ranges from 0.026 μS/cm to 0.031 μS/cm for the Quartz, and from 262 

0.038 μS/cm to 0.063 μS/cm for the Hamra soil.   263 

The relative change in chargeability (𝑚) and in the Cole-Cole time constant (𝜏) are 264 

presented as a function of the water flux in Fig. 4a and Fig. 4b, respectively. The Cole-Cole 265 
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exponent (𝑐, see Eq. 3) ranged between 0.55 and 0.62, and between 0.58 and 0.63 for the Quartz 266 

sand and the Hamra soil, respectively, with no correlation to the water flux. The chargeability 267 

(related to the magnitude of polarization) decreases with water flux (Fig. 4a), and the maximum 268 

difference between the chargeability at zero flux and at the highest flux is ∼ 30% for both the 269 

Quartz sand and Hamra soil. The time constant (𝜏) also decreases with the water flux. The 270 

relative change in 𝜏 is similar between the Quartz sand and the Hamra soil, with a maximum 271 

decrease of ∼ 55% (Fig. 4b).  272 

3.2 Results from numerical simulations 273 

The quadrature conductivity as a function of frequency is shown for different flow rates 274 

in Fig. 5a. We do not show the in-phase conductivity, as it is practically constant (changes 275 

smaller than 0.5%) for all flow rates (similar results were obtained in the experiments, see Fig. 276 

2a and Fig. 3a). The results demonstrate that as the flow rate increases, the quadrature 277 

conductivity decreases, and the critical frequency (the frequency of the peak polarization) 278 

increases. Fig. 5b shows a falling sigmoidal trend between the relative quadrature conductivity 279 

at the peak frequency and the Péclet number (Pe), where Pe = 𝑣∞𝑎/𝐷 and 𝑣∞ is the fluid 280 

velocity far from the particle. A similar falling sigmoidal trend is observed between 𝜏 and Pe 281 

(Fig. 5c). In Fig. 5d, we show the quadrature conductivity for the case of no-slip boundary 282 

condition (𝜎no−slip
′′ ). Note that we plot 𝜎no−slip

′′  for all velocities as in the case of slip boundary 283 

conditions (Fig. 5a). Except for a very small decrease in 𝜎no−slip
′′  with water velocity at 284 

frequencies higher than 1kHz, the impact of fluid flow on the 𝜎no−slip
′′  is negligible.  285 

To explain the decrease in 𝜏 with fluid velocity, we calculate the EDL length at different 286 

fluid velocities. To calculate the EDL radius, we followed the Debye- Hückel approach (Stumm 287 

& Morgan, 1996), where the Debye screening length defines the EDL length (𝜅−1) at which 288 

the potential drop is 
𝜓surface

0

𝜓0(𝜅−1)
= 𝑒 ≈ 2.72, where 𝜓surface

0  is the equilibrium surface potential, 289 

and 𝜓0(𝜅−1) is the equilibrium potential at the Debye length. To accurately find the location 290 

where the potential is 𝜓surface
0 /𝑒, a very fine mesh is needed, especially since the change in the 291 

potential drop due to fluid flow is relatively small, and because for the case of zero fluid flow, 292 

𝜅−1 ≈ 10𝑛𝑚. Therefore, for all velocities, we calculate the potential drop between the same 293 

two nodes in the mesh, the first at the particle surface and the second at a distance of 10𝑛𝑚 294 

from the surface. In other words, regardless of the fluid velocity, the potential drop is defined 295 

by  296 
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𝜁 =

𝜓surface
0

𝜓0(𝑟 = 𝑎 + 10𝑛𝑚)
. (13) 

As in the Debye- Hückel model for the EDL, we consider an exponential relationship between 297 

the potential and the EDL length and calculate the relative EDL radius using  298 

 
𝑟𝐸𝐷𝐿 =

ln(𝜁𝑣=0)

ln(𝜁)
. (14) 

While for the case of zero velocity, the EDL length is symmetric with respect to the particle 299 

(i.e., the EDL radius is the same, regardless of the angle 𝜃 (see Fig. 6b)), for non-zero velocities, 300 

the EDL deformed, and the radius is a function of 𝜃. In Fig. 6a, we show the average change 301 

in the EDL length (𝛿𝐿 =
𝐿−𝐿𝑣=0

𝐿𝑣=0
) where   302 

 

𝐿 =
1

𝜋
∫ 𝑟𝐸𝐷𝐿(𝜃)𝑑𝜃

𝜋/2

−𝜋/2

. (15) 

 303 

In Fig. 6a, we show that as the velocity increases, the average EDL radius (𝛿𝐿) decreases. At 304 

low Pe numbers (Pe < 0.3), the decrease in 𝛿𝐿 is small, and at higher Pe, the reduction is linear 305 

on a semi-log plot (i.e., exponential decay). Since 𝜏 is governed (among other parameters) by 306 

the size of the EDL, the decrease in 𝛿𝐿, explains the decline in 𝜏 with velocity (see Fig. 5c). 307 

Fig. 6b demonstrates the EDL around the modeled spherical particle at three different 308 

velocities. Note that here, the EDL is the region between the particle surface and 𝑟𝐸𝐷𝐿 (see Eq. 309 

14) (to allow visualization, we amplify the EDL thickness in the radial direction). At zero 310 

velocity, 𝑟𝐸𝐷𝐿 is symmetrically distributed around the particle. As the velocity increases, 𝑟𝐸𝐷𝐿 311 

is decreasing in the northern hemisphere and increases in the southern hemisphere. The average 312 

surface potential of the particle (|〈𝜓surface
0 〉| =

1

𝜋
∫ |𝜓surface

0 |𝑑𝜃
𝜋/2

−𝜋/2
) is also affected by the 313 

advection flux and as can be seen in Fig. 6c, |〈𝜓surface
0 〉| decreases with velocity. Since the 314 

quadrature conductivity and the surface potential are related (Kremer et al., 2016), the 315 

reduction in |〈𝜓surface
0 〉| with water velocity, can explain the observed decrease in quadrature 316 

conductivity.   317 

 318 
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3.3 Comparison between experimental data and numerical simulations 319 

Qualitatively, there is an agreement between the experimental data and the numerical 320 

simulations regarding the impact of fluid flow on the SIP signature of porous media. In both 321 

cases, the polarization magnitude and the time constant decrease with fluid velocity, and the 322 

impact on the in-phase conductivity is negligible (Fig. 4 and Fig. 5). In Fig. 5b, we compare 323 

the experimental and simulated quadrature conductivity at the peak frequency (𝜎peak
′′ ) for 324 

different Pe numbers. The results show that the numerical simulations overestimate the impact 325 

of water flow on the 𝜎peak
′′  with a maximum decrease of ∼ 20% and ∼ 80% in 𝜎peak

′′  for the 326 

experimental and numerical data, respectively. In addition, the numerical simulation 327 

overestimates the impact of water flow on 𝜏 with a maximum decrease of ∼ 60% and ∼ 85% 328 

in 𝜏 for the experimental and numerical data, respectively (Fig. 6c). 329 

 We suggest that the numerical simulations overestimate the impact of water flow on 330 

the polarization magnitude and time constant because the imposed slip boundary conditions for 331 

the Stokes equations (see section 2.2) overestimate the advection flux at the particle surface. 332 

The slip boundary condition means that water molecule near the particle surface is not subject 333 

to adhesion forces, and as a result, the velocity of water at the surface, e.g., at an angle parallel 334 

to the mean velocity vector (in our case at 𝜃 = 0, see Fig. 6b) is identical to 𝑣∞. For the case 335 

of no-slip boundary conditions, the maximum velocity (i.e., at 𝜃 = 0) as a function of distance 336 

from the particle surface is given by the classical Stokes solution to the Navier-Stokes 337 

equations (Pnueli & Gutfinger, 1992): 338 

 339 

 𝑣

𝑣∞
= 1 −

3𝑎

4𝑟
−

𝑎3

4𝑟3
. (16) 

 340 

 At the EDL edge (in our case 10 nm), the ratio 𝑣/𝑣∞ is ∼ 0.0018.  Since the SIP method is 341 

sensitive to the polarization of the EDL, such low velocities, and as a result, low advection flux 342 

in the EDL are not expected to influence the SIP signature. Indeed, for the no-slip boundary 343 

condition, the quadrature conductivity was not affected by the advection flux (see Fig. 5d). 344 

 Based on the above, we speculate that in natural porous media, such as those tested 345 

here, the velocity at the particle surface should be described by partial slip boundary conditions 346 

where the water velocity at the surface is between zero and 𝑣∞. Studies on water flow at the 347 
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nanometer scale show that the slippage of water on surfaces depends on the wettability of the 348 

surface and its roughness (Granic and Zhu ,2002; Cottin-Bizonne et al., 2003; Barrat and 349 

Bocquet, 2007). In particular, Vanson et al. (2017) showed that surface roughness introduces 350 

slippage at the solid-fluid interface in porous media, which would otherwise have a no-slip 351 

boundary condition. We expect that the relationship between advection flux and the SIP 352 

signature of porous media will depend on the surface roughness and wettability of the solid 353 

phase. This is the focus of our future research.  354 

 355 

3.4 Limitations 356 

This study elucidates the impact of pore water velocity on the spectral induced 357 

polarization signature of porous media. The experimental data demonstrates that as the velocity 358 

increases, polarization and time constant decrease. The numerical model is in qualitative 359 

agreement with the experimental data, but it overestimates it. Several model assumptions 360 

should be highlighted. First, as discussed above, the slip boundary conditions for water flow 361 

overestimate the water velocity at the particle surface and should be further investigated. The 362 

appropriate slip length (an extrapolated distance inside the solid at which the tangential velocity 363 

define as zero) should be determined according to the porous media surface roughness and 364 

wetness. Second, due to numerical instability, we didn't couple Stokes' equations with the 365 

electric field (i.e., we neglect electroosmotic flow). Under realistic conditions, applying an 366 

external electric field to the EDL drives electroosmotic flow that results in an advection flux in 367 

the EDL (even when the bulk velocity is zero), affecting the SIP signature of the porous media. 368 

Nonetheless, the fact that we consider slip boundary conditions allows advection flux to 369 

develop in the EDL, and while the magnitude of the flux might not be precise, its structure and 370 

impact on the SIP signature are properly captured.  371 

4 Conclusions         372 

The low-frequency polarization and the Cole-Cole time constant of porous media 373 

decrease as the bulk fluid velocity increases. A flow-through experiment and a mechanistic 374 

model for SIP have been implemented to reveal the role of ion advection flux in the low-375 

frequency electrical properties of the porous media. Based on the results, we suggest that the 376 

observed decrease in polarization is attributed to the effect of ion advection flux on the EDL's 377 

electrical structure. The demonstrated sensitivity of the SIP signature to ion advection flux in 378 

the EDL opens an exciting new direction in noninvasive studies of the fluid field at the solid-379 
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liquid interfaces of charged surfaces. This topic recently gained vast interest in various fields, 380 

such as flow in porous media, microfluidics, electrochemistry, fuel cells, and more. In addition, 381 

the results highlight the need to consider fluid velocity in the interpretation of the SIP signature 382 

of porous media.               383 
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  553 

Figure 1: Model domain and boundary conditions for the equilibrium (left) and 

perturbed (right) states. The model is 2-dimensional axisymmetric, so the half-circle is 

translated to a 3-dimensional sphere.   
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Figure 2: The electrical conductivity as a function of frequency (Hz) for the Quartz sand, 

presented for six different velocities (the velocities given in the legend are in cm/min). In panels 

(a) to (c), the markers represent results obtained while increasing the velocity, and the dashed 

lines represent results obtained while decreasing the velocity (this is also represented by the plus 

and minus superscript in the legend). (a) The effect of fluid velocity on the in-phase conductivity, 

𝜎′. Notably, no effect is observed. (b) The quadrature conductivity, 𝜎′′ as a function of frequency. 

A decrease with fluid velocity in  𝜎′′ and time constant is observed (note the shift to the right in 

the spectra, with increasing velocity). (c) The phase shift as a function of fluid velocity. (d) 

Comparison between the quadrature conductivity experimental data (symbols) and the Cole-Cole 

model results (solid lines). 
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Figure 3: The electrical conductivity as a function of frequency (Hz) for the Hamra soil, 

presented for six different velocities (the velocities given in the legend are in cm/min). In panels 

(a) to (c), the markers represent results obtained while increasing the velocity, and the dashed 

lines represent results obtained while decreasing the velocity (this is also represented by the plus 

and minus superscript in the legend). (a) The effect of fluid velocity on the in-phase conductivity, 

𝜎′. Notably, no effect is observed. (b) The quadrature conductivity, 𝜎′′ as a function of frequency. 

A decrease with fluid velocity in  𝜎′′ and time constant is observed (note the shift to the right in 

the spectra, with increasing velocity). (c) The phase shift as a function of fluid velocity. (d) 

Comparison between the quadrature conductivity experimental data (symbols) and the Cole-Cole 

model results (solid lines). 
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Figure 4: Cole-Cole model parameters as a function of the water flux for the Quartz sand and 

Hamra soil. (a) the relative change in chargeability (m; a measure of polarization), and (b) the 

relative change in the time constant (𝜏), as a function of the water flux. 
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Figure 5: Quadrature conductance divided by the bulk conductance (relative 

conductance). (a) The relative conductance as a function of frequency, presented for 

different velocities. (b) The relative conductance at the peak frequency as a function of 

velocity, and (c) the time constant as a function of velocity. The dots in panels (b) and (c) 

represent the data from the numerical simulation, and the solid line represent the resultsfrom 

the numerical simulations. Note that to calculate the Pe number for the experimental data, 

we used the mean particle size which is 160 𝜇𝑚 and 120 𝜇𝑚, for the Quartz sand and the 

Hamra soil, respectively. We used the same diffusion coefficient as in the numerical 

simulation (see Table 1).  
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Figure 6: (a) Relative change in the EDL length as a function of the Pe number. (b)  The  EDL's 563 

radius (𝑟EDL, see Eq. 14) at three velocities. The radius of the EDL is exaggerated in the radial 564 

direction to allow visualization (at zero velocity, the particle radius is 500 times larger than 565 

𝑟EDL). (c) Change in the average surface potential of the particle as a function of the Pe number.  566 

 567 


	Key Points:
	1 Introduction
	2 Material and Methods
	2.1 Measuring the SIP response of soil at different water fluxes
	2.2 Modeling the effect of ion advection flux on the SIP response of porous media

	3 Results and Discussion
	3.1 Effect of flow rate on the measured SIP signature of soil
	3.2 Results from numerical simulations
	3.3 Comparison between experimental data and numerical simulations
	3.4 Limitations

	4 Conclusions
	5 Acknowledgments

