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Abstract

Enhanced geothermal systems can provide a substantial share of the global energy demand if certain hurdles are overcome.

One such hurdle is the accurate imaging of the fracture networks created in subsurface through hydraulic stimulation of

these systems. Microseismicity associated with the stimulation is the primary means to locate the event hypocenters for

estimating the stimulated rock volume. Using the data from a single three-component accelerometer in a monitoring well, the

polarization features viz. azimuth, incidence, rectilinearity, and planarity are used as inputs for the unsupervised manifold

approximation followed by clustering. We show that density-based clusters in the projected 3D space correspond to distinct

types of hydraulically fractured zones around the injection point, thereby refining the interpretation of the microseismic cloud.

The temporal evolution of these clusters can be used to track fracture creation and propagation for the various types of fracture

zones.
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Abstract

Enhanced geothermal systems can provide a substantial share of the global energy demand if certain 
hurdles are overcome. One such hurdle is the accurate imaging of the fracture networks created in 
subsurface through hydraulic stimulation of these systems. Microseismicity associated with the 
stimulation is the primary means to locate the event hypocenters for estimating the stimulated rock 
volume. Using the data from a single three-component accelerometer in a monitoring well, the 
polarization features viz. azimuth, incidence, rectilinearity, and planarity are used as inputs for the 
unsupervised manifold approximation followed by clustering. We show that density-based clusters in 
the projected 3D space correspond to distinct types of hydraulically fractured zones around the 
injection point, thereby refining the interpretation of the microseismic cloud. The temporal evolution of
these clusters can be used to track fracture creation and propagation for the various types of fracture 
zones.

Plain language summary 

Geothermal energy is harnessed by injecting fluids in hot dry, rocks underground. For safe and efficient
energy extraction, it is essential to have a clear picture of fractures created by pumping liquids at high 
pressures. Locating the earthquake events generated by cracking of rocks is the primary method of 
imaging fractures from seismic measurements. However, a lot of data is still left unused. We developed 
a method that uses blind machine learning methods (i.e., methods which assume no prior knowledge of 
the system) that uses the complete three-dimensional wave motion generated from such earthquakes. 
Our method aids in refining the interpretation of the earthquake locations. We show that this method 
can be effective in identifying distinct fracture sets from the cloud of microseismic events in a deep 
underground mine. This generalized workflow can be adapted to improve fracture characterization for 
both geothermal, as well as hydrocarbon resource production. 

Introduction

Enhanced geothermal systems (EGS) are geothermal energy resources that require reliable circulation 
of fluids between the injection and production boreholes for maximizing the heat recovery. Detailed 
characterization of fracture networks is crucial for EGS development and energy production. Field-
scale experiments to develop reliable fracture characterization techniques for EGS need heavy capital 
investment and large-scale instrumentation. The technical and financial challenges in field-scale 
experiments are driving the rise of intermediate-scale experiments, typically in the range of tens to 
hundreds of meters. The intermediate-scale experiments are more realistic representation of large-scale 
heterogeneous rock volume, in comparison to laboratory scale samples, while offering the possibility of
dense instrumentation. Several such experiments have been carried out to characterize the response of 
hydraulic stimulation in crystalline rock, such as Aspo Hard rock laboratory in Sweden (Kwatiek et al., 
2018) and Grimsel test site in Switzerland (Amann et al., 2018; Villiger et al., 2020). 



Microseismicity (passive seismic) due to hydraulic stimulation is the key to map induced fractures in 
the subsurface (Fisher et al, 2008, Chen et al, 2018, McKean et al., 2019). The methods of picking 
phase arrivals for locating the microearthquake hypocenters consider only the largest amplitude signals 
that simultaneously register on multiple sensors within the array. This restricts the use of fine-scale 
details present in the continuous stream of signal for purposes of reliable fracture characterization. The 
present study lays out a data-driven workflow that analyzes the continuous signal of a sensor using 
unsupervised manifold-approximation learning followed by clustering. In doing so, we are using the 
high resolution spatiotemporal information about fracture growth during fluid injection.

Unsupervised learning methods have been applied to study a variety of seismological phenomena 
covering different length scales. Holtzmann et al. (2017) applied non-negative matrix factorization to 
extract features from a set of earthquakes recorded at a geothermal field and determined clusters which 
corresponded to distinct periods and rates of fluid injection. Mousavi et al. (2019) used deep learning 
features based on earthquake spectrograms to distinguish between local and tele-seismic earthquake 
signals. Bolton et al. (2019) used unsupervised clustering on statistical features of continuous acoustic 
emissions recorded during a laboratory-scale friction stick-slip experiment. The clustering indicated 
that the statistical features acoustic emission signal like variance and kurtosis changed systematically 
with the stress states. Directivity can be defined as the focusing of wave energy along a discontinuity in
the direction of rupture. Ross et al. (2020) showed an unsupervised method of estimating directivity od 
large populations regional earthquakes, using frequency spectra. Chakravarty et al. (2021) showed that 
machine learning methods can improve fracture imaging from measurements in laboratory-scale 
experiments using acoustic emissions and ultrasonic transmission.

Johnson et al. (2020) used the spectral characteristics of continuous geophone signal combined with k-
Means clustering to determine five types of signals recorded over the San Jacinto fault. They concluded
that the non-tectonic signals primarily consist of distinct type of noise. The area under study was 
isolated and thus recoded minimal anthropogenic signals. Volcanic earthquake signals have been 
studied using machine learning to interpret the signals associated with different stages of eruptive 
cycles. For example, volcano-seismicity has been studied based on the infrasound signals recorded 
during Mt. Etna eruption (Watson, 2020). Time-domain and statistical features were reduced in 
dimension using principal component analysis and k-means clustering applied to assign labels. Shi et 
al. (2021) used array-signal processing features to obtain the covariance matrix-based features like 
entropy, coherency, and variance to determine clusters in the principal component space, and showed 
that the clusters were well correlated to the temporal evolution of the events. 

Novelty of the proposed study 

Conventional physics-based modelling approaches have certain limitations for purposes of fracture 
characterization under realistic dynamic subsurface environments. Our study is based on unsupervised 
learning to provide an alternative approach to map fracture growth and its properties during hydraulic 
stimulation by processing the three-component signal features have been used for microseismic based 
fracture characterization. The proposed workflow allows spatial tracking of the fracture growth at a 
high temporal resolution. The three-component information has hitherto not been used. Although there 
have been attempts to improve the microseismic signal quality through unsupervised learning, e.g. 
Zhou (2020); to the best of authors knowledge, no reference exists in published literature which address
the issue of fracture characterization through analysis of three component microseismic signal. The 
specific questions attempted to answer in this article are: 1) what information about hydraulic fracture 
process can be extracted from the three-component particle motions of microseismic signals? 



2) how such features can be applied towards unsupervised machine learning applications? and
3) what are the advantages and limitations of using such an approach? 

Methods: Data

The EGS Collab project aims to deepen our understanding of the processes to create subsurface heat 
exchangers at realistic depth (Kneafsey, 2020). The test site is the Sanford Underground Research 
Facility (SURF) located at Leads, South Dakota. The nominal depth is 1500 meters. The setup consists 
of eight sub-horizontal boreholes for creating and monitoring the growth of fracture networks. The 
monitoring boreholes are densely equipped with active seismic sources, three-component 
accelerometers, hydrophones (pressure transducers), electrical resistivity probes, fiber optics 
(temperature, strain and acoustic) and a borehole displacement sensor. All sensors are cemented in 
place at the boreholes. We focus on the data recorded during the stimulation of a notch at depth of 50 m
from the wellhead in the well E1-1 from 22 May to 24 May. A table showing brief description of the 
physical parameters over different experiments is given in Table S1. 

The continuous microseismic signal is recorded by an array of three-component accelerometers and 
hydrophones (pressure transducers) installed in six monitoring boreholes surrounding the stimulated 
volume. The raw data recorded by the accelerometer/hydrophone arrays consists of 32-second-long 
continuous signals sampled with a frequency of 100 kHz. There is a gap of 1.5 seconds between 
successive continuous recordings. The signal is linearly detrended and a bandpass filter between 3 kHz 
to 10 kHz applied to isolate the frequencies of interest. All the accelerometers and hydrophones were 
grouted in place with cement within the monitoring boreholes. 

Microseismic event catalog creation and determining fracture planes 

Using a minimum of 10 accelerometer and hydrophone detections to qualify a microearthquake event, 
Schoenball et al (2020) used the software ‘Hypoinverse’ to locate the microearthquake event 
hypocenters. The list of event hypocenter locations and their time of occurrence will henceforth be 
referred as the ‘original catalog’. Chai et al. (2020) used a pre-trained deep learning neural network 
‘PhaseNet’ (Zhu et al., 2019) and double difference relocation to refine the hypocenter locations. The 
revised locations henceforth will be referred as the ‘revised catalog’. 

On 22 May, 10 minutes of continuous signal was measured, and 37 events were located. The injection 
rate was maintained at 0.2 liter/minute. The injection point was situated at depth of 164 feet from the 
well head. Considering the cumulative information gathered about the microseismicity at the end of the
intermediate field-scale experiments in December 2018, 4 locations out of 37 located hypocenter 
locations were assigned fracture planes. To assign fracture labels, the distribution of the event 
hypocenters with a location uncertainty of less than 1.5 meters was considered, and the events that were
interpreted to be associated with planar fractures were selected. 10 fractures were outlined from the 
complete original catalog in this manner. The location and orientation of the fracture ellipse were 
determined from the covariance matrix of the shortlisted hypocenters (Schoenball 2020). 

Feature extraction

We assume that only impulsive signals are generated due to the microseismic events. Hence, one needs 
to isolate such signals from the continuous seismic record. To isolate impulsive signals from the 
continuous stream, we use a short-time-average/long-term-average (STA/LTA) filter to obtain triggers 
for impulsive signal in a single component (X-component). The length of each trigger is 8 ms. The 



margins at the start and end of the triggers are adjusted to maintain a uniform size for each trigger. The 
seismic data processing was done on Obspy package (Beyreuther, 2010). 

Not all accelerometers have the same sensitivity to ground motion. Figure S1 shows the differences in 
sensitivity of different accelerometers under study. We define signal-to-noise ratio (SNR) as the ratio of
signal energy to noise energy. Noise samples having length identical to triggers are extracted, and the 
ratio of the energy of each trigger to that of the noise sample is defined as the SNR of a trigger. Figure 
S2 shows the calculated SNR for the six accelerometers.  OT16 has exceptionally high SNR compared 
to other sensors. The others have a significantly lower SNR most likely due to improper coupling with 
the ground. We thus focus on OT16 sensor for the subsequent analysis. 

The three-dimensional particle trajectory (i.e., hodogram) recorded in the accelerometer OT16 is shown
in Figure 1. A hodogram is simply a cross plot of the three components of particle motion over time. 
All hodograms have the same length of 800 time steps (8 ms). The particle motion is representative of 
the seismic wavefield incident on the sensor at discrete time intervals. The accelerations show high 
degree of ellipticity in the shear phases. This ellipticity in the motion is caused by shear wave splitting. 
The anisotropy of the propagation medium splits the shear waves into orthogonal fast and slow shear 
waves that manifest into elliptical particle trajectories.  



Figure 1:  Three-dimensional particle acceleration as recorded by accelerometer OT16. Nine random 
samples out of 815 are shown. Cooler color represents early time and warmer color (red) represents late
time. Note the pronounced changes in direction in the ellipticity caused due to shear wave splitting. All 
triggers have the same time length (8 ms). The axis ticks show the signal amplitude in Volts.

The covariance matrix of the three-component trigger signal is a 3×3 matrix. Since the input is real-
valued signals, the matrix is positive definite, implying that the eigenvalues are non-negative and real. 
The covariance matrix is well suited for our application because scattering distortions and seismic noise
are usually uncorrelated among the three components (Jurkervics, 1988). This property renders the 
covariance matrix-based approach particularly suitable for processing the noisy signals in our dataset.  
Matrix factorization of the covariance matrix yields eigenvalues (3×1 matrix) and eigenvectors (3×3 
matrix). The eigenvalues are represented as λ1, λ2 and λ3, and the eigenvectors are represented as u1, u2 
and u3. Based on the eigenvalues and eigenvectors thus obtained and using the feature definitions 
presented in Montalbetti and Kanasewich (1970), the polarization parameters are expressed as: 

Azimuth   = arctan (
u21

u11
)                    (1)

Incidence = arccos (√u11
2
+u21

2
/u31 )                   (2)

Rectilinearity = 1−√
λ1

λ2

                   (3)

Planarity = 1−
2 λ3

λ1+λ2

                       (4)

In summary, the 800 timesteps in each trigger of 8 ms in duration is processed to obtain the 4 above-
mentioned features. These four features are used as inputs for the unsupervised learning. Using 
STA/LTA filter on the 10 minutes of continuous data recorded on May 22, 815 triggers were detected. 
Therefore, the extracted feature matrix for 22 May has 815 rows (each representing one trigger) and 
four columns (each representing one extracted feature), which is then scaled using MinMax scaler for 
optimal performance of unsupervised methods. The four features are either bound between 0 to 1 or -
180 to +180, so MinMax scaler is suited for such a dataset with well-defined upper and lower bounds. 

Unsupervised learning

After feature extraction, we apply manifold-learning methods to project the 4-dimensional feature data 
on to a 3-dimensional space. This aids the visualization and interpretation of data. Manifold is a 
complex multidimensional mathematical surface. Manifold learning methods are suited when there 
exist non-linear relationships within the data. The goal is to represent the distribution of data in the 
high-dimensional space using a low-dimensional surface (manifold), or in other words, the data points 
are considered as samples from the low-dimensional manifold that is embedded in the high-
dimensional space.

Figure S3 compares the performance of two manifold-learning methods, namely uniform manifold 
approximation projection (UMAP) and t-distributed stochastic neighbor embedding (t-SNE), on the 4-



dimensional extracted feature space. Both methods use graph layout algorithms that aim to group 
similar samples together in a low-dimensional space, with a focus on preserving the balance between 
local and global structures as observed in the high-dimensional space. The comparison between t-SNE 
and UMAP reveals that UMAP results in tighter data clusters in reduced dimension space (Figure S3). 
In this paper, our focus is on the use of UMAP followed by clustering. UMAP is designed to be faster 
than t-SNE. Consequently, UMAP is suitable for large-sized data. UMAP uses fuzzy simplicial 
complex to build the high-dimensional graph wherein the edge weights represent the likelihood of 
connection between two points. In doing so, UMAP first learns the manifold in high dimensional space.
UMAP then optimizes the layout of a graph in the low-dimensional space that is structurally as similar 
as possible to the graph identified in the high-dimensional space.

After obtaining the three-dimensional UMAP embedding space, we used density-based spatial 
clustering of applications with noise (DBSCAN) to assign cluster labels. The use of feature extraction 
followed by UMAP and then DBSCAN generates 4 distinct clusters indicative of the 4 distinct types of 
fracture systems produced due to the hydraulic stimulation on May 22. The sensitivity of cluster 
assignments to variations in UMAP hyperparameters, namely the number of neighbors (nn) and 
minimum distance (min_d), is shown in Figure 2. In the example shown, the number of neighbors 
varies between 6 and 20, and the minimum distance varies between 0.01 and 0.001. For one order 
variation in nn and min_d, the clustering tendency of the samples remains largely unchanged, attesting 
to the relative insensitivity of the proposed method to variations in UMAP hyperparameters.



Figure 2:  Variations in cluster distribution in UMAP embedding space due to the variations in the 
UMAP hyperparameters, number of neighbors (nn) and minimum distance (min_d). Colors represent 
different cluster labels, and axes represent the three embedding axes in the UMAP space. 

The UMAP hyperparameter, number of neighbors (nn), is the most important that governs the 
construction of the high-dimensional graph. Low value of nn emphasizes the local structure in 
comparison to the global structure; thereby, focusing on the fine details in the high-dimensional space. 
The next important hyperparameter is minimum distance (min_d) that governs the compactness of the 
groups in the low-dimensional UMAP projection. Low value of min_d leads to tightly packed groups 
with more emphasis on the broad topological structure. In the proposed study, the optimum value of nn 
is 8 and min_d is 0.001.

Results and discussion

Using the same STA/LTA thresholds, we detected 815 triggers in the 10 minutes of continuous 
recording on May 22 (Day 1), 4800 triggers in the 90 minutes of continuous recording on May 23 (Day
2), and 14000 triggers in the 25 minutes of continuous recording on May 24 (Day 3). Figure S4 
compares the rate of injection against the trigger rate for the three days. The hypocenters were located 
through inversion of arrival times of high SNR events detected simultaneously on several 
accelerometers and hydrophones.

Day 1: Figure S5 shows the distribution of 815 triggers in the 3D UMAP space for May 22 2018 (day 
1) stimulation. In May 22 dataset, four dominant clusters are observed. The minor fifth cluster near 
embedding axis 3 corresponds to the set of electronic noise signals. Due to the high planarity and 
rectilinearity of electronic noise, the corresponding cluster lies relatively distant from the other clusters 
in UMAP space. The projection of polarization features in the UMAP space is an efficient unsupervised
method to filter the high amplitude electronic noise from the continuous record. Out of 815 triggers 
detected on OT16 using STA/LTA, only 37 of those triggers correspond to located events. Figure S5 
shows 4 of the 37 events that have been assigned a fracture plane based on the cumulative information 
of the event hypocenter locations at the end of stimulation in December 2018. Notably, the four events 
lie on distinct clusters in the UMAP space with no two different fractures sharing the same clusters. 
This is primarily because the events located in distinct fracture planes tend to have distinct polarization 
features because of surrounding media and the location of the event in space and time. Based on the 
original catalog, three fracture planes had been identified on May 22, namely 1003, 1005 and 1011. The
fracture plane (1011) was assigned to 2 of the 4 events. The UMAP results indicate that, at the time of 
creation, these two events were in the distinct fractured zones that got connected over the 3 days of 
stimulation. When the data of only May 22 is analyzed, the two events related to the fracture plane 
1011 lie on two distinct clusters, which suggests that at the end of May 22 stimulation, the two 
locations corresponded to two distinct fracture sets. The results and discussions of Day 2 and Day 3 are
detailed in the supplementary information and include Figures S6 and S7. 

The temporal variations in the clusters thus obtained are shown in Figure 3. Being a subset of the 
triggers, the located event hypocenters are also assigned clusters (second panel from bottom). The 
height of the stemplots is proportional to the log of energy of the trigger sample. Considering the 
located event hypocenters, cluster 4 is dominant at the early time and cluster 3 is dominant at the late 
time. Clusters 1 and 2 are predominant at the middle time of the injection. Cluster 1 (blue) has the 
largest dimensions among the four fracture sets defined henceforth.  Although cluster 2 (green) has 



relatively high activity throughout the injection, the extent of cluster 2 (Figure 4) is small, and limited 
around the injection point. 

Figure 3: Temporal distribution of the fracture clusters created in the May 22 (Day 1) injection cycle 
(top four panels). Second last panel shows the time distribution of the 37 event hypocenters that were 
located out of 815 triggers. Bottom panel shows the hydraulic stimulation parameters, namely injection 
rate and pressure.

The spatial distribution of the 37 event hypocenters in the stimulated volume around the injection point 
that were produced on May 22 (Day 1) is shown in Figure 4. Each event is assigned a cluster label and 
color based on the proposed unsupervised learning workflow. There are 4 clusters in the figure. In 
Figure 4, events with identical cluster labels have similar locations in space. Clusters 1 and 3 (blue and 
red, respectively) form the two main branches of the hydraulic fracture. Cluster 2 (green) is limited to 
the zone beneath the injection points as shown in Figure 4. Cluster 4 (cyan) corresponds to a fracture 
which has grown along the wellbore.



Figure 4: Close-up (left) and gun barrel (right) view of the fractured volume colored by cluster labels. 
The cluster labels are marked over their corresponding fracture branches. Red and blue indicate 
production and injection well, respectively. Pink sphere is OT 16 sensor. Yellow patch over the well 
represents the injection point. The average distance between the injection and production well is 9 
meters. 

For a single sensor, the recorded signal can be represented as a convolution of a source function and a 
medium transfer function. Since the particle motion (and hence, the polarization features) are 
representative of the seismic wavefield incident at discrete times, points having same cluster label 
impose similar seismic wavefield on the accelerometer. Our conclusion is that the microseismicity from
distinct strands of fractures represents statistically different seismic wavefields. The examples from 
Days 1, 2 and 3 presented in Figures S5, S6 and S7 suggest that different strands of hydraulic fractures 
show different polarization signatures. As distinct clusters represent the different fracture branches 
around the injection point, the fine scale temporal variation in the cluster energy (as shown in Figure 3)
is a strong proxy for the incremental growth of these fracture branches over time. 

Conclusions

The present study demonstrates the application of unsupervised manifold-learning method on multi-
component accelerometer measurements acquired in a miniaturized field-scale experiment, designed to 
study the spatiotemporal evolution of hydraulically induced fractures in enhanced-geothermal system. 
Based on signal-to-noise consideration, we use the three-dimensional particle motion measured by a 
single accelerometer installed on the monitoring borehole surrounding the stimulated volume. 
Individual triggers within the continuous data stream were isolated to identify the signals representing 
the hydraulically induced microseismic events. 

Four polarization features (azimuth, incidence, rectilinearity, and planarity) were then derived from the 
identified signals. These features were processed using uniform manifold-approximation methods to 
project the raw signals corresponding to microseismic events on to a 3D space. Our study shows that 
the density-based clusters in the projected 3D space correspond to distinct types of hydraulically 



induced fracture zones in the reservoir volumes around the injection points. The temporal evolution of 
these clusters is used to track the intensity and duration of reservoir stimulation (fracture creation and 
propagation) for the various types of fracture zones. The projection of polarization features in the 
UMAP space is an efficient unsupervised method to filter the high amplitude electronic noise from the 
continuous record. The proposed unsupervised learning indicates that, during the stimulation, there are 
many small secondary fractures with diverse orientation created, and not a single large fracture as often
pictured through modelling and simulation efforts. Based on the microseismicity, the geometry of the 
hydraulic fracture created on May 22 is not penny-shaped, as modelled through conventional analytical
methods, but irregular due to the stress and lithological heterogeneity of medium.

Such a workflow can be adapted to track the spatial and temporal seismic wavefield properties of a 
stimulated rock volume with a high time resolution. The information thus generated, along with 
microseismic locations, can improve the characterization of connected fracture pathways and yield a 
better understanding of fracture geometry. 
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