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Abstract

Salt fingers occur throughout a large fraction of the World Ocean and can have substantial effects on large-scale mixing processes,

such as the Meridional Overturning Circulation (see, e.g., Zhang et al., 1998). However, most numerical and laboratory studies

of this phenomenon occur in quiescent environments. We simulate salt fingers in the presence of constant and oscillating shear

in order to quantify the mixing of heat and salt by these systems under the impacts of large-scale internal waves. The code

used in these simulations (the “Rocking Ocean Modeling Environment” or ROME) is a new pseudo-spectral hydrodynamic

model which incorporates a steady or oscillatory background shear flow with a spatially uniform background velocity gradient.

This configuration presents a challenge for modeling via Fourier-based algorithms because the typical evolution of such a flow is

incompatible with the periodic boundary conditions at the vertical extremities of the computational domain. This complication

is addressed by reformulating the governing equations in a new, temporally varying “tilting” coordinate system associated

with the background flow as has been done in the past in the field of homogenous turbulence. Generally, it is shown that the

application of shear can reduce fluxes by a factor of 2 or 3 for typical amplitudes of near-inertial waves and that the impact

of shear decreases as the frequency of the applied shear increases. Though the focus of this study is on the effects of shear on

double-diffusive systems, ROME is well-suited to a wide range of problems involving sheared stratified systems.
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Key Points:4

• We have developed a pseudo-spectral code for investigating incompressible flows5

in the presence of shear6

• We have found that, for typical oceanic values, current models may overpredict7

typical salt-fingering fluxes by at least a factor of two8

• The reduction of salt finger fluxes in shear can be explained by the suppression9

of individual harmonics by external flows10
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Abstract11

Salt fingers occur throughout a large fraction of the World Ocean and can have substan-12

tial effects on large-scale mixing processes, such as the Meridional Overturning Circu-13

lation (see, e.g., Zhang et al., 1998). However, most numerical and laboratory studies14

of this phenomenon occur in quiescent environments. We simulate salt fingers in the pres-15

ence of constant and oscillating shear in order to quantify the mixing of heat and salt16

by these systems under the impacts of large-scale internal waves. The code used in these17

simulations (the “Rocking Ocean Modeling Environment” or ROME) is a new pseudo-18

spectral hydrodynamic model which incorporates a steady or oscillatory background shear19

flow with a spatially uniform background velocity gradient. This configuration presents20

a challenge for modeling via Fourier-based algorithms because the typical evolution of21

such a flow is incompatible with the periodic boundary conditions at the vertical extrem-22

ities of the computational domain. This complication is addressed by reformulating the23

governing equations in a new, temporally varying “tilting” coordinate system associated24

with the background flow as has been done in the past in the field of homogenous tur-25

bulence. Generally, it is shown that the application of shear can reduce fluxes by a fac-26

tor of 2 or 3 for typical amplitudes of near-inertial waves and that the impact of shear27

decreases as the frequency of the applied shear increases. Though the focus of this study28

is on the effects of shear on double-diffusive systems, ROME is well-suited to a wide range29

of problems involving sheared stratified systems.30

Plain Language Summary31

This work seeks to understand a process known as salt fingering and investigates32

how this process can be affected by currents and waves in the ocean. Salt fingers occur33

in regions where warm and salty water exists above cooler and fresher water. This can34

happen in a large fraction of the ocean when the amount of evaporation exceeds the amount35

of precipitation and typically exists at a layer of the ocean where the temperature changes36

quickly with depth, known as the thermocline. These salt fingers can transport heat and37

salt vertically in the ocean, which can have consequences for our understanding of pro-38

cesses that determine large-scale features in the World Ocean. However, these salt fin-39

gers are relatively small (on the order of a few centimeters in width) and can be easily40

disrupted by fluid motion, such as currents and waves. We show through a series of com-41

putational experiments involving steady and oscillating motions that—for typical val-42

ues in the ocean—the transport of heat and salt by these salt fingers can be easily halved.43

1 Introduction44

Salt fingers remain an important topic in the field of oceanography due to their om-
nipresence throughout mid-latitudes in the thermocline. They are also notable for their
potential to form large-scale features in these regions such as staircases which can sub-
stantially affect global transport. Salt fingers were discovered by Stern (1960) and Stommel
et al. (1956) first as a fluid dynamical curiosity of a “salt fountain,” where the salinity
could destabilize a stably stratified fluid. Though the complete theory of double diffu-
sion took decades to develop, Stern (1960) effectively derived the condition for instabil-
ity of this salt fountain, given in terms of the density ratio, Rρ:

1 < Rρ ≡
α∗ ∂T

∗
tot

∂z∗

β∗ ∂S
∗
tot

∂z∗

<
κ∗T
κ∗S
, (1)

where α∗ is the coefficient of thermal expansion, β∗ is the coefficient of haline contrac-45

tion, T ∗tot is the total temperature field, S∗tot is the total salinity field, κ∗T is the diffusiv-46

ity of temperature, and κ∗S is the diffusivity of salt. We use asterisks to denote dimen-47

sional quantities in order to distinguish them from their non-dimensional counterparts48

later. This instability takes the form of small finger-like plumes throughout the fluid and49
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hence became known as salt fingering or fingering convection. A full review of salt fin-50

gers is beyond the scope of this publication, but the authors recommend Radko (2013)51

as a comprehensive guide to double-diffusive processes. However, much of the numer-52

ical and experimental literature focuses on the behaviors of salt fingers in quiescent en-53

vironments by ignoring the effects of shear and internal waves, which are present through-54

out the ocean.55

The first systematic study of salt fingers in the presence of shear was performed56

in theoretical and experimental work by Linden (1974) as a follow-up to his initial pub-57

lication of salt fingers in generic turbulence (Linden, 1971). He found that salt fingers58

are generally stabilized by the presence of turbulence or shear, and sheared fingers show59

the development of salt sheets, structures that look similar to salt fingers transverse to60

the applied shear but with long extents in the sheared direction. This is due to the abil-61

ity of shear to suppress salt fingers in the direction of the shear but not transverse to it.62

Further lab experiments by Fernandes and Krishnamurti (2010), numerical experiments63

by Kimura and Smyth (2007), and observations by Kunze et al. (1987) found that the64

fingers themselves can tilt under the impact of shear and that the flux of salt through65

these systems decreases substantially as the shear increases. It was later shown by Kimura66

and Smyth (2011) that the equilibrium fluxes of a salt-fingering system are reached when67

the nonlinearities of the problem become important and a secondary instability—which68

they termed the “zig-zag” instability—develops between the salt sheets. This secondary69

instability has an analogy in the typical salt-fingering case, which was explained in Radko70

and Smith (2012) by the theory of growth-rate balance. This theory postulates that when71

the secondary instability grows at a comparable rate to the primary fingering instabil-72

ity that the system reaches equilibrium, and this theory has shown substantial power to73

predict fluxes in the case without shear.74

These studies have informed our understanding of salt fingers in more complex en-75

vironments, but with advances in numerical capabilities, we can investigate shear flows76

more in line with typical oceanic conditions. Near-inertial waves in the ocean, for exam-77

ple, tend to produce shear that changes direction over time. Kunze (1990) hypothesized78

that the horizontal banding in shadowgraph profiles east of Barbados showed the effects79

of such near-inertial waves. Because of the gradual change in direction, the salt fingers80

are suppressed isotropically. This led to the simulations of Radko et al. (2015), who sheared81

salt fingers in a periodic environment with gradually changing shear direction, using a82

sinusoidal profile for the shear instead of the hyperbolic tangent profile used by Kimura83

and Smyth (2007). These simulations also investigated the effects of the internal wave84

frequency on the finger structure and fluxes. That the fluxes are much reduced in the85

sheared system was confirmed, and the frequency proved only to have a moderate im-86

pact on the system. However, the simulations by Radko et al. (2015) face one major is-87

sue, which is that the domain size (typically 1–2m) limits the vertical scale of the mod-88

eled internal waves, which are typically on very large scales.89

We address this limitation by introducing a model which enforces shear globally90

throughout the simulation, effectively permitting an infinite internal wave wavelength.91

We introduce a new numerical model, which we call our Rocking Ocean Modeling En-92

vironment (ROME). This model uses a pseudo-spectral method to evolve the incompress-93

ible fluid equations in a “rocking” system that can include the effects of oscillating or94

constant shear. Though this study focuses on the impact of shear on a double-diffusive95

system, ROME is far more generally applicable to micro-scale studies of the effects of96

shear on stratified systems. We simulate a salt fingering unstable fluid under the impact97

of constant and oscillating shear using similar parameters to the Radko et al. (2015) study.98

These were decided in order to most directly compare the effects of finite wavelength shear99

with infinite wavelength shear. We find that the previous study substantially underes-100

timates the effects of the angular frequency on the fluxes of these systems, which can com-101

pletely damp fingering convection at low (near-inertial) frequencies and only moderately102
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reduce the fluxes at moderate (four times inertial) frequencies. We compare to a linear103

stability analysis and show that the permitted modes in cases with shear are topolog-104

ically distinct in wavenumber space and that this has inherent consequences in the fi-105

nal fluxes of these systems.106

We present our model in Section 2 and outline our simulation setup in Section 3.107

We discuss the fluxes of these simulations and the finger morphology in Section 4. We108

present the linear stability analysis in Section 5 and conclude with some final discussion109

in Section 6.110

2 Code111

2.1 Boussinesq Equations with Shear112

We begin with the dimensional Boussinesq equations (see, for example, Baines &113

Gill, 1969):114

∂

∂t∗
u∗ + u∗ · ∇∗u∗ = −∇

∗p∗

ρ∗0
+ g∗ (α∗T ∗ − β∗S∗) ez + ν∗∇∗2u∗ + F∗ (2)115

∂

∂t∗
T ∗ + u∗ · ∇∗T ∗ = −w∗ ∂T

∗

∂z∗
+ κ∗T∇∗2T ∗ (3)116

∂

∂t∗
S∗ + u∗ · ∇∗S∗ = −w∗ ∂S

∗

∂z∗
+ κ∗S∇∗2S∗ (4)117

∇∗ · u∗ = 0, (5)118

where u∗ is the total fluid velocity, p∗ is the pressure perturbation away from the hy-119

drostatic pressure, T ∗ is the fluid temperature perturbation away from a background field120

T
∗
, S∗ is the salinity concentration perturbation away from an analogous S

∗
, and F∗121

is an arbitrary forcing function. The symbol ρ∗0 denotes a reference density, g∗ is the grav-122

itational acceleration, and ν∗ is the kinematic viscosity. The vector ez is the unit vec-123

tor antiparallel to gravity. The background gradients ∂T
∗

∂z∗ and ∂S
∗

∂z∗ are assumed constant,124

but the actual horizontally-averaged T–S profiles are allowed to evolve in time.125

Using the standard non-dimensionalization from Radko (2013), the above equations126

reduce to the following non-dimensional forms:127

1

Pr

(
∂

∂t
u + u · ∇u

)
= −∇p+ (T − S) ez +∇2u + F (6)128

∂

∂t
T + u · ∇T + sw = ∇2T (7)129

∂

∂t
S + u · ∇S + sR−1

0 w = τ∇2S (8)130

∇ · u = 0, (9)131

where we have defined s ≡ sign(∂T
∗

∂z∗ ); Pr ≡ ν∗/κ∗T , the Prandtl number; τ ≡ κ∗S/κ
∗
T ,132

the inverse Lewis number; and R0 ≡ α∗ ∂T
∗

∂z∗ /β
∗ ∂S∗

∂z∗ , the background density ratio, and133

where the non-dimensional units are given by134

[L] ≡

α∗g∗
∣∣∣∂T∗

∂z∗

∣∣∣
ν∗κ∗T

−
1
4

, (10)135

[t] ≡ [L]2

κ∗T
, (11)136

[T ] ≡
∣∣∣∣∣∂T

∗

∂z∗

∣∣∣∣∣ [L], (12)137

[S] ≡ α∗

β∗
[T ]. (13)138
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Figure 1. A basic diagram depicting the nature of the sheared coordinate system. The left

figure is the starting, vertically oriented state. The arrows indicate the background velocity. As

the simulation progresses, the grid evolves according to the background velocity as indicated in

the right panel. The periodicity of the simulation is enforced in this sheared coordinate system.

We are interested in the application of a sheared flow with shear rate of the form γ cosωt,139

so we separate the velocity into the velocity relative to the sheared coordinate system140

(denoted with a tilde) and the velocity of the coordinate system itself (denoted with an141

overbar): u ≡ ũ + u (z, t) ex + v (z, t) ey, where u (z, t) = γxz cosωt and v (z, t) =142

γyz cos (ωt+ φ). Here, the quantity φ is the phase difference between the shears in x and143

y, which is typically π/2 for slow, near-inertial waves. Thus, to enforce this flow, we re-144

quire that F = 1
Pr

∂
∂t (γxz cosωtex + γyz cos (ωt+ φ)ey). Note that ũ = (ũ, ṽ, w) as145

there is no background term for w. The unit vectors ex, ey, and ez are always defined146

in terms of the vertically oriented (stationary) coordinates x, y, and z.147

To simplify these equations, we construct a Fourier solution in the sheared (tilt-148

ing) coordinate system, which follows the fluid displacement by the background flow. A149

diagram of this setup is presented in Figure 1. We introduce a change of coordinates ac-150

cording to151

x̃ = x− γxz

ω
sinωt (14)152

ỹ = y − γyz

ω
sin (ωt+ φ) (15)153

z̃ = z (16)154

t̃ = t. (17)155

Note that in the limit as ω → 0, sin (ωt)
ω → t, which formally recovers the case of con-156

stant shear. Numerically, this is treated as a special case (by replacing all instances of157

–5–
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sin (ωt)
ω with t) to avoid the singularity that arises. The system is then decomposed into158

Fourier modes as follows:159

q (x, t) =

Nx∑
l=−Nx

Ny∑
m=−Ny

Nz∑
n=−Nz

ql,m,n (t) eik̃l,m,n·x̃, (18)160

where q represents a generic field, x̃ ≡ (x̃, ỹ, z̃), and k̃l,m,n ≡
(
lk̃x,mk̃y, nk̃z

)
. The161

quantities k̃x, k̃y, and k̃z are the lowest non-zero wave numbers in the system, which has162

dimensions Γx by Γy by Γz. This is a straightforward extension of the transformation163

described in Rogallo (1981) to a flow with temperature and salinity. The transforma-164

tion to the x̃ coordinate system removes the coefficients that contain u and leaves only165

∂u
∂z , which has no dependence on the vertical coordinate. This leaves the only non-linear166

terms as the advection terms, which can be calculated in physical space, and the alias-167

ing is removed with a 3/2-dealiasing scheme by increasing the number of Fourier modes168

in Equation 18 and setting those to be zero after the calculation of the non-linear terms.169

The full details of this transformation, the non-linear calculation, and the mode-evolution170

equations are included in Appendix A. The equations are integrated in time using a third-171

order Adams–Bashforth scheme for all but the diffusive terms and a Backwards Differ-172

entiation Formula for the implicit diffusion terms. A Patterson–Orszag method is used173

to enforce incompressibility, which is outlined in detail in Appendix B. Because this scheme174

requires knowledge of the previous timesteps, the first three steps are computed using175

a second-order Runge–Kutte scheme instead.176

Our implementation of this algorithm uses the fast Fourier transform library FFTW3177

(Frigo, 1999) and a decomposition scheme as outlined in Stellmach and Hansen (2008).178

The multi-processing decomposition entails splitting the domain into a number of “pen-179

cil beam” structures, which run the full length of Fourier space in the z̃-direction but180

are tiled in x̃ and ỹ. It is plain from Equations A13–A17 that the linear tendency of each181

mode only depends on the amplitudes of ũ, S, and T of that singular mode. Thus, no182

communication is needed for these terms and evaluating them with spectral accuracy is183

trivial. For the nonlinear terms, as explained in Appendix A, a Fourier transform is re-184

quired. The transform in the z̃-direction is trivial on each process as the full z̃-column185

is present for each l,m mode. To perform the other two transforms, the data are trans-186

posed across the processes, as is described in Stellmach and Hansen (2008), to establish187

these pencil beams running instead in the ỹ-direction, after which it is possible to per-188

form the Fourier transform along that dimension. One more transpose and uni-directional189

transform complete the full three-dimensional transform. Then, the products required190

are purely local as they are described in Appendix A and so do not require any commu-191

nication. The final products are transformed back using the aforementioned algorithm192

in reverse.193

2.2 Remap194

Perhaps the most important implication of the transform described in Equations195

14–17 is that the inclination of the computational grid with respect to the vertical di-196

rection, ∂x̃
∂z and ∂ỹ

∂z , can become arbitrarily large, depending on the values of γx, γy, and197

ω. We introduce a remapping step, which serves to ensure that ∂x̃
∂z and ∂ỹ

∂z are minimal198

at every time by transforming the coordinates to a less inclined orientation that remains199

periodic in x̃, ỹ, and z̃. This is demonstrated visually in Figure 2. This problem was rec-200

ognized by Rogallo (1981), and he introduced a remapping step when the computational201

domain became substantially deformed, though this remapping must be done with care202

in order to avoid aliasing errors.203

–6–
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a b

c d

Figure 2. A time-lapse of an example simulation. The center box represents the (periodic)

domain of a two-dimensional simulation. The simulation begins vertically oriented, as shown in

subfigure a. As the simulation evolves, the grid progressively inclines until state b, where the sys-

tem inclination is ∂x̃
∂z

= Γx
2Γz

. At every timestep, the simulation is also periodic along inclinations
∂x̃
∂z

± Γx
Γz

, so in state c, we are able to remap to a system where ∂x̃
∂z

= − Γx
2Γz

The dashed lines in

state c show the original extent of the domain. The simulation continues to shear and reaches

state d.

–7–
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Canuto et al. (2007) describes how to transform from one coordinate system, x̃,204

to another coordinate system of arbitrary inclination, given by205

x̃′ = x̃+ a (z̃ − z̃0) , (19)206

ỹ′ = ỹ, (20)207

z̃′ = z̃, (21)208

where a is the constant difference in inclination between the two coordinate systems and209

z̃0 is a reference point in z̃. Rogallo (1981) recognized that this transformation could only210

be performed and maintain periodicity for a = ±Γx

Γz
or some integer multiple thereof.211

To minimize the inclination of the simulation, we remap when
∣∣∂x̃
∂z

∣∣ > Γx

2Γz
. This trans-212

form increases or decreases the inclination by k̃z
k̃x

, which is equivalent to shifting the z̃ =213

Γz level forward or backward in x̃ by Γx with respect to the z̃ = 0 level. Although this214

discussion was restricted to transformation in x̃, a similar argument holds for transforms215

in ỹ. In either case, the coordinate change is performed with a Fourier transform only216

in z̃ followed by multiplying each field by e±ilk̃x
Γx
Γz

(z−z0), where the sign is positive if we’re217

increasing the inclination and negative otherwise. An inverse Fourier transform completes218

the change of coordinates. Because the remapping scheme inherently changes the geom-219

etry of the system, some additional allowances are made for the time-integration step.220

As with the initial system, a second-order Runge–Kutte scheme is used for the first three221

steps after a remapping is completed. Once sufficient previous steps have been recorded,222

the simulation returns to the combined Adams–Bashforth scheme and Backwards Dif-223

ferentiation Formula.224

However, Delorme (1985) recognized that this method for changing coordinates has225

the potential to introduce aliasing errors during the remap and proposed a solution to226

address this. Canuto et al. (2007) demonstrated this point very clearly in their Figure227

3.3, and so only a truncated discussion is included here. They showed that modes with228

|lk̃x+ank̃z| > Nz will be aliased. We adopt the suggestion of Delorme (1985) and set229

those modes that would be aliased to zero before and after the remap step. This does230

result in a loss of information in some of the highest-order modes and thus, resolution231

tests for any individual applications of this algorithm are of critical importance to en-232

sure that associated error does not substantially affect the results.233

3 Simulations234

Each simulation has physical extent of Γx = Γy = 50 and Γz = 100 and is re-235

solved by 128 Fourier modes in each horizontal dimension and 256 Fourier modes in the236

vertical. The system has a density ratio of R0 = 2, a diffusivity ratio of τ = 0.01, and237

a Prandtl number of Pr = 10. The simulations were seeded with small perturbations238

taken from a uniform random distribution in T and S but otherwise began with uniform239

temperature, salinity, and velocity perturbations. The shear magnitudes, γx and γy, and240

the frequency of the shear are varied between the simulations. The simulations are of241

three primary shear regimes: constant shear, unidirectional oscillating shear, and rotat-242

ing shear. In the constant and unidirectional oscillating shear cases, the y-component243

of the shear is set to γy = 0, and in the rotating shear case, γy = γx and φ = π/2.244

The simulation parameters are tabulated in Table 1, and the analogous mean Richard-245

son numbers are also tabulated for convenience, which take the form of246

Ri =
Pr (R0 − 1))

γ2
x

(22)

for the constant and rotating shear cases in our non-dimensional system and247

Ri = 2
Pr (R0 − 1))

γ2
x

(23)

–8–
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Table 1. Simulation Parameters

Case Ri γx γy ω

1 ∞ 0 0 0

2 8
√

5/8 0 0

3 4
√

5/4 0 0

4 2
√

5/2 0 0

5 4
√

5/2 0 0.1π

6 4
√

5/2 0 0.2π

7 4
√

5/2 0 0.3π

8 4
√

5/2 0 0.4π

9 8
√

5/8
√

5/8 0.1π

10 8
√

5/8
√

5/8 0.2π

11 8
√

5/8
√

5/8 0.3π

12 8
√

5/8
√

5/8 0.4π

13 4
√

5/4
√

5/4 0.1π

14 4
√

5/4
√

5/4 0.2π

15 4
√

5/4
√

5/4 0.3π

16 4
√

5/4
√

5/4 0.4π

17 2
√

5/2
√

5/2 0.1π

18 2
√

5/2
√

5/2 0.2π

19 2
√

5/2
√

5/2 0.3π

20 2
√

5/2
√

5/2 0.4π

for the case of oscillating unidirectional shear, where the additional factor of two accounts248

for the temporal average of the oscillations in γ2
x being half of the maximum.249

In each simulation, the primary quantities of interest are the vertical thermal and250

haline fluxes, which are measured respectively as251

FT = −〈wT 〉, (24)

FS = −〈wS〉, (25)

where the angled brackets indicate the spatial average of the quantity in the domain. These252

quantities are related through our non-dimensionalization to the Nusselt numbers by NuT−253

1 = FT and NuS−1 = R0FS/τ . We continue each simulation until the system achieves254

a quasi-steady equilibrium in these fluxes and then continue the simulation until it re-255

mains at this equilibrium for at least 100 time units. For statistical purposes, we esti-256

mate the final state of the thermal and haline fluxes in these simulations as the time av-257

erage over the final 100 time units, which we represent as FT and FS , respectively.258

4 Results259

We plot the time evolution of the thermal and haline fluxes for several unidirec-260

tional simulations in Figure 3. Most of these have Ri = 4; however, we also include the261

case without shear as a point of comparison. In the early stages of the simulations, the262

perturbations are weak, and the nonlinear terms are therefore vanishingly small. In this263

regime, the system is well approximated by only its linear terms, the solution to which264

is an exponential. This exponential growth is apparent in the earliest stages of the sim-265

ulations (i.e., prior to t = 80). After the nonlinear terms become important, the fluxes266

eventually equilibrate as the system achieves a quasi-steady balance. The level of this267

–9–
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t
101

102

2× 101

3× 101

4× 101

6× 101

F
T

No Shear

Ri = 4, ω = 0.0π

Ri = 4, ω = 0.1π

Ri = 4, ω = 0.2π

Ri = 4, ω = 0.3π

Ri = 4, ω = 0.4π

0 100 200 300 400

t

101

102

2× 101

3× 101

4× 101

6× 101

F
S

Figure 3. (top) The time evolution of the spatially averaged thermal fluxes from oscillatory

simulations with mean Ri=4 (including the case with constantly directed shear for comparison).

(bottom) The haline fluxes for the same simulations.
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equilibration is taken to represent the typical fluxes of these systems. All sheared sim-268

ulations presented in Figure 3 show reduced fluxes—both thermal and haline—from the269

base case without shear by more than a factor of 2. This effect is due, as will be shown270

in Section 5, to shear’s capacity to damp the fingering instability. This damping, how-271

ever, is not reflected in the exponential growth rate of the early linear system, but the272

lower fluxes in the linear stage do correlate to lower fluxes upon saturation. There is a273

weak correlation of both thermal and haline fluxes with ω, with higher frequencies hav-274

ing larger fluxes. We attribute this effect to the higher frequencies (for the same γx) re-275

sulting in less deformation of the system and therefore less inhibition of the salt-fingering276

modes. We present a rendering of the unidirectionally oscillating simulation with Ri =277

4 and ω = 0.1π in Figure 4. This figure shows the salinity perturbation of the simu-278

lation, and the main visible features are the finger structures apparent in the y–z plane.279

These fingers are strongly distorted in the x direction by the application of shear. This280

asymmetry is present only in the unidirectional shear cases and is consistent with other281

studies that have shown the development of laterally uniform sheets in sheared salt-fingering282

problems, as in Kimura and Smyth (2011).283

Figure 5 shows the same time series of the fluxes for the simulations with a rotat-284

ing shear profile and with Ri = 2. These simulations show the most dramatic dispar-285

ity from the simulations with sinusoidal shear profiles presented in Radko et al. (2015).286

The general trend is the same as in the cases presented in Figure 3, where higher fre-287

quencies have larger fluxes; however, the difference in fluxes is much more substantial288

in these cases. The case with the lowest frequency, ω = 0.1π, develops with substan-289

tially lower fluxes than all other cases in this study, almost two orders of magnitude lower290

than the case with the same Richardson number but constant shear. This illustrates an291

important distinction between the unidirectional oscillating shear flow and the rotating292

case, where the rotation of the shear profile effectively removes any preference of the sys-293

tem for direction. This is visually apparent in Figure 6, which shows the salinity per-294

turbation for the rotating case with Ri = 2 and ω = 0.1π. This simulation shows no295

predilection to the development of any form of salt sheets as all modes are effectively in-296

hibited by shear in the system. This will be shown in depth through an analysis of lin-297

ear theory in Section 5.298

We summarize our simulations in Figure 7, which shows the time averages of the299

thermal and haline fluxes, as described in Section 3. The case without shear is presented300

as a cross, and it exceeds all of the sheared simulations by a wide margin regardless of301

the choices of shear direction, magnitude, or frequency, which is consistent with the un-302

derstanding that shear generally serves to inhibit the salt-fingering instability. This is303

also consistent with the trend in Richardson number, which shows that simulations with304

weaker shear (i.e., higher Richardson number) demonstrate larger fluxes almost univer-305

sally regardless of the choice of shear profile. In addition, there is a strong dependence306

of the fluxes on ω, again showing the aforementioned trend observed both in Figures 3307

and 5. On this front, we see one of the first major deviations from the results of Radko308

et al. (2015), who used a sinusoidal shear profile and whose simulations are also plotted309

in Figure 7. His simulations showed that the case of unidirectional shear demonstrated310

an inverse dependence of fluxes on ω. This may be due to the oscillations in that case311

taking the form of standing waves instead of traveling waves, which would have been more312

comparable to the effects of passing internal waves and more consistent with the setup313

used in this study. Our case of unidirectional shear shows larger fluxes than the cases314

with the same Richardson number but with rotating shear, and this is consistent with315

the concept that unidirectional shear only inhibits salt-fingering modes in the plane of316

the shear itself.317
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Figure 4. (top) The salinity perturbation �eld for a unidirectional oscillating shear simulation

with Ri = 4 and ! = 0 :1� .
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1–4 hours in dimensional units. Many of the strongest internal waves in the ocean are416

near the inertial frequency and vary slowly in direction, which would suggest that our417

low-frequency rotating setup is most appropriate for approximating fluxes in the ocean.418

However, from our simulations at low-frequencies or constant shear, it is clear that near-419

inertial frequencies could potentially limit the unstable wave modes to low wavenumbers.420

Resolving such systems with a spectral method requires fine spectral resolution (or equiv-421

alently, large domain sizes), which would be computationally prohibitive at present. For422

cases with Ri > 2, the difference between constant shear and rotating shear at low fre-423

quencies appears to be small.424

One of the major applications of this work is its potential implications for larger-425

scale numerical modeling. Many predictive models of ocean behavior require the mod-426

eling of small-scale processes such as salt-fingers, which forms a fundamental building427

block for these models. Such models span from sizes on the order of tens of meters (such428

as models of intrusions, e.g., Merryfield, 2002; Mueller et al., 2007) to larger-scale mod-429

els, such as HYCOM (Halliwell, 2004) and MITgcm (Marshall et al., 1997), which can430

use the KPP model to parameterize the effects of double-diffusion (Large et al., 1994).431

The KPP model uses a single parameter (the density ratio) to fully characterize the ef-432

fects of double-diffusion, and only considers the effects of shear for Ri < 0.7. For near-433

inertial waves at Richardson numbers around 10, the likes of which would be common434

in such models, this work would predict that thermal and haline fluxes of salt fingers are435

reduced by a factor of about 2. For stronger shear, this number increases to about 3 for436

Ri = 4. This would mean that any such global models could currently be substantially437

overpredicting the mixing caused by salt-fingering in the ocean.438

This work promotes several avenues of further research. The code presented here439

has many generalizations, not just in the field of double-diffusive convection but also in440

single-component systems in the presence of shear, such as the time-dependent shear in-441

stability described in Radko (2019). In addition, a larger body of such simulations of salt442

fingers in the presence of shear could lead to a reasonable functional form for these fluxes443

that could then be implemented into larger ocean models for the purpose of more ac-444

curate climate predictions. Finally, additional simulations could be performed on the ef-445

fects that shear has on thermohaline staircases. While the numerical model developed446

and used here to study double-diffusive phenomena in large-scale shear, it could be read-447

ily applied to other forms of fine- and micro-scale processes in the ocean, which include448

Kelvin-Helmholtz and Holmboe instabilities.449

Appendix A Derivation of the Sheared Mode-Equations450

To simplify Equations 6–9 in the tilting coordinate system, we construct a Fourier451

solution in this coordinate system, which follows the fluid displacement by the background452

flow. The coordinate transformation described in Equations 14–17 results in the follow-453

ing:454

∂

∂x
=

∂

∂x̃
(A1)455

∂

∂y
=

∂

∂ỹ
(A2)456

∂

∂z
=

∂

∂z̃
− γx
ω

sinωt̃
∂

∂x̃
− γy
ω

sin (ωt̃+ φ)
∂

∂ỹ
(A3)457

∂

∂t
=

∂

∂t̃
− γxz̃ cosωt̃

∂

∂x̃
− γy z̃ cos (ωt̃+ φ)

∂

∂ỹ
(A4)458

∇ =

(
∂

∂x
,
∂

∂y
,
∂

∂z

)
. (A5)459
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We desire our results to be periodic in this new coordinate system, so we approximate460

the solution with a finite number of Fourier modes of the form461

q (x, t) =

3Nx/2∑
l=−3Nx/2

3Ny/2∑
m=−3Ny/2

3Nz/2∑
n=−3Nz/2

ql,m,n (t) eik̃l,m,n·x̃, (A6)462

where q represents a generic field, x̃ ≡ (x̃, ỹ, z̃), and k̃l,m,n ≡
(
lk̃x,mk̃y, nk̃z

)
. The463

desired modes of the solution range from l = [−Nx, Nx], m = [−Ny, Ny], and n =464

[−Nz, Nz], and the modes outside that range are included solely to account for the alias-465

ing of the non-linear terms in the equations, which will be described later. Because the466

data are real, the negative l modes are chosen to be the complex conjugates of the cor-467

responding positive l modes and are therefore not stored in memory; similarly, the high-468

est order mode in each dimension (at the Nyquist frequency) contains redundant infor-469

mation between positive and negative indices and so the FFT only calculates one, mak-470

ing the total number of tracked modes
(

3Nx

2 + 1
)
× 3Ny × 3Nz and the number of ac-471

tive modes (after de-aliasing) (Nx + 1)×2Ny×2Nz. The quantities k̃x, k̃y, and k̃z are472

the lowest non-zero wave numbers in the system, which has dimensions Γx by Γy by Γz.473

It is important to note that the use of vector notation here is purely for notational con-474

venience in representing the exponential argument; all vector math in this study occurs475

only in the stationary coordinate system because the basis vectors in the tilting coor-476

dinate system do not form an orthonormal set. For convenience, we define k′l,m,n
(
t̃
)
≡477

nk̃z − lk̃x γxω sinωt̃ −mk̃y γyω sin (ωt̃+ φ) and kl,m,n ≡ lk̃xex + mk̃yey + k′l,m,nez such478

that479

∇eik̃l,m,n·x̃ =
(
ilk̃xex + imk̃yey + ik′l,m,nez

)
eik̃l,m,n·x̃ (A7)480

= ikl,m,ne
ik̃l,m,n·x̃. (A8)481

As the notation suggests, k′l,m,n is the vertical wavenumber in the stationary system and482

kl,m,n represents the wave vector in the stationary system, which is a quantity which re-483

curs regularly in the sheared governing equations.484

We use Equations A1–A5 to reconstruct the governing equations in our sheared co-485

ordinate system. Taking, for example, the temperature equation, we find486 (
∂

∂t̃
− γxz cosωt̃

∂

∂x̃
− γyz cos (ωt̃+ φ)

∂

∂ỹ

)
T487

+ũ · ∇T + γxz cosωt̃
∂

∂x̃
T + γyz cos (ωt̃+ φ)

∂

∂ỹ
T + sw = ∇2T (A9)488

∂

∂t̃
T + ũ · ∇T + sw = ∇2T. (A10)489

It is important to note that the gradient and Laplacian operators are still in the orig-490

inal vertical coordinate system. We isolate the l,m, n mode of the system by recogniz-491

ing that the Fourier modes are orthogonal:492

∂

∂t̃
Tl,m,n + (ũ · ∇T )l,m,n + swl,m,n = −k2

l,m,nTl,m,n, (A11)493

where we have denoted the l,m, n mode of the nonlinear term as494

(ũ · ∇T )l,m,n ≡
1

ΓxΓyΓz

∫ Γx

0

∫ Γy

0

∫ Γz

0

(ũ · ∇T ) e−ik̃l,m,n·x̃dx̃dỹdz̃. (A12)495
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Using the same method for the remaining equations results in the following:496

1

Pr

(
∂

∂t̃
ũl,m,n + (ũ · ∇ũ)l,m,n + wl,m,n

∂u

∂z

)
= −ilk̃xpl,m,n − k2

l,m,nũl,m,n, (A13)497

1

Pr

(
∂

∂t̃
ṽl,m,n + (ũ · ∇ṽ)l,m,n + wl,m,n

∂v

∂z

)
= −imk̃ypl,m,n − k2

l,m,nṽl,m,n, (A14)498

1

Pr

(
∂

∂t̃
wl,m,n + (ũ · ∇w)l,m,n

)
= −ik′l,m,npl,m,n − k2

l,m,nwl,m,n499

+Tl,m,n − Sl,m,n, (A15)500

∂

∂t̃
Tl,m,n + (ũ · ∇T )l,m,n + swl,m,n = −k2

l,m,nTl,m,n, (A16)501

∂

∂t̃
Sl,m,n + (ũ · ∇S)l,m,n + sR−1

0 wl,m,n = −τk2
l,m,nSl,m,n, (A17)502

lk̃xũl,m,n +mk̃y ṽl,m,n + k′l,m,nwl,m,n = 0. (A18)503

Because of the orthogonality of the Fourier modes in the decomposition, the lin-504

ear terms are trivial to evaluate; however, the nonlinear terms require more attention.505

Each nonlinear term is of the form ũ·∇q. To maintain spectral accuracy of the calcu-506

lation, the gradients in these terms should be evaluated in spectral space, which is equiv-507

alent to multiplying the field by ikl,m,n, so508

∇q =

Nx∑
l=−Nx

Ny∑
m=−Ny

Nz∑
n=−Nz

ikl,m,nql,m,ne
ik̃l,m,n·x̃, (A19)509

for a generic field q. The product of ũ and ∇q is considerably more computationally ex-510

pensive in spectral space and would require the use of, for example, a Gallerkin method.511

In order to instead evaluate the product in physical space, this will require several Fourier512

transforms to convert the field and derivative to physical space, where the multiplica-513

tion is performed, before transforming the result back to spectral space.514

Appendix B Patterson–Orszag Adaptation in Sheared Coordinates515

The time-stepping algorithm used in the code is a combined third-order Adams–516

Bashforth scheme for the explicit terms with a third-order Backwards Differentiation For-517

mula for the implicit terms. For the buoyancy equations (even in the sheared reference518

frame), these are straightforward to implement and so are not described in detail here.519

However, for the momentum equation, we also use an adapted Patterson–Orszag algo-520

rithm to ensure that the fluid remains incompressible, which requires moderate adap-521

tation for this problem. Traditionally, this algorithm calculates the pressure required to522

ensure the fluid remains incompressible, but this has some complications for a moving523

coordinate system which should become apparent. We begin with the general equation524

of the integration of velocity from time t̃r−1 to t̃r:525

3∑
j=0

ajũl,m,n
(
t̃r−j

)
= ∆t̃

3∑
j=1

bjfl,m,n
(
t̃r−j , ũ

(
t̃r−j

)
, T
(
t̃r−j

)
, S
(
t̃r−j

))
526

+∆t̃gl,m,n
(
t̃r, ũ

(
t̃r
)
, T
(
t̃r
)
, S
(
t̃r
))

527

−∆t̃

3∑
j=1

bjikl,m,n
(
t̃r
)
pl,m,n

(
t̃r−1

)
, (B1)528

where we have separated the time derivatives of a single mode into components529

∂

∂t̃
ũl,m,n

(
t̃
)

= fl,m,n
(
t̃, ũ

(
t̃
)
, T
(
t̃
)
, S
(
t̃
))

530

+gl,m,n
(
t̃, ũ

(
t̃
)
, T
(
t̃
)
, S
(
t̃
))
− ikl,m,n

(
t̃
)
pl,m,n, (B2)531
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where gl,m,n denotes the operators treated implicitly (diffusive processes) and fl,m,n de-532

notes the operators treated explicitly (buoyancy, advection). This scheme is third-order533

accurate in time.534

The pressure term is included separately from the explicit terms for reasons that535

will become clear. This algorithm is not a predictor–corrector method and in fact, f and536

g are always evaluated such that the temporal argument of the derivative is the same537

as that of the dependent variables. As such, we adopt the shorthand that fl,m,n
(
t̃
)

=538

fl,m,n
(
t̃, ũ

(
t̃
)
, T
(
t̃
)
, S
(
t̃
))

. It is worth noting that the coefficients a and b can be de-539

termined by the method of undetermined coefficients by ensuring first that a system with540

f = 0 is accurate to third order (to determine a) and then by ensuring that a system541

with g = 0 is accurate to the same order (to determine b). Since the timestep in this542

code is adaptive, these numbers must be recalculated each timestep, but the math is sim-543

ple, if tedious.544

To enforce that the next step is divergence-free, we must calculate the requisite pres-545

sure to ensure that the divergence of the velocity at t̃ = t̃r, which we denote using ∇r ≡546 (
∂
∂x̃ ,

∂
∂z̃ −

γx
ω sinωt̃r

∂
∂x̃ −

γy
ω sin

(
ωt̃r + φ

)
∂
∂ỹ

)
. If we take Equation B1 and require that547

∇r · ũl,m
(
t̃r
)
eik̃l,m,n·x̃ = 0, we can solve for the pressure:548

3∑
j=1

aj∇r · ũl,m,n
(
t̃r−j

)
eik̃l,m,n·x̃ = ∆t̃

3∑
j=1

bj∇r · fl,m,n
(
t̃r−j

)
eik̃l,m,n·x̃ (B3)549

+∆t̃∇r · gl,m,n
(
t̃r
)
eik̃l,m,n·x̃ (B4)550

−∇r ·∆t̃
3∑
j=1

bjikl,m,n
(
t̃r
)
pl,m,n

(
t̃r−j

)
eik̃l,m,n·x̃.551

Because gl,m,n
(
t̃r
)

= −Pr
(
l2k2

x +m2k2
y + k′2l,m,n

(
t̃r
))

ũl,m,n
(
t̃r
)
, our requirement that552

∇r·ũl,m
(
t̃r
)
eik̃l,m,n·x̃ = 0 means that the divergence of gl,m,n

(
t̃r
)
eik̃l,m,n·x̃ is also guar-553

anteed to be zero. Thus, Equation B5 can be rewritten as554

3∑
j=1

ajikl,m,n
(
t̃r
)
· ũl,m,n

(
t̃r−j

)
= ∆t̃

3∑
j=1

bjikl,m,n
(
t̃r
)
· fl,m,n

(
t̃r−j

)
(B5)555

+∆t̃

3∑
j=1

bjkl,m,n
(
t̃r
)
· kl,m,n

(
t̃r−j

)
pl,m,n

(
t̃r−j

)
.(B6)556

Given that the pressure, velocity, and f have all been calculated for the previous timesteps,557

and the velocity and f are known for the current timestep, it is possible to solve this equa-558

tion for pl,m,n
(
t̃r−1

)
.559

Acknowledgments560

The authors would like to thank Stephan Stellmach for writing the first version of the561

Traxler et al. (2011) code upon which this study was built. Support of the National Sci-562

ence Foundation (grant OCE 1756491) is gratefully acknowledged. The first author was563

supported through the National Research Council Research Associateship Program for564

part of this research. The authors acknowledge the Texas Advanced Computing Cen-565

ter (TACC) at The University of Texas at Austin for providing HPC resources that have566

contributed to the research results reported within this paper. URL: http://www.tacc.utexas.edu567

Datasets produced in this study are available in Brown, Justin (2021), “Salt Fin-568

gers in the Presence of Uniform Shear: Data from Numerical Simulations”, Mendeley569

Data, V1, doi: 10.17632/mwpvysxyvp.1570

–25–



manuscript submitted to Journal of Advances in Modeling Earth Systems (JAMES)

References571

Baines, P. G. G., & Gill, A. E. (1969). On thermohaline convection with572

linear gradients. Journal of Fluid Mechanics, 37 (02), 289 306. doi:573

10.1017/s0022112069000553574

Canuto, C., Quarteroni, A., Hussaini, M. Y., & Zang, T. A. (2007). Spectral Meth-575

ods. (Spectral Model for Incompressibility in Sheared Environments SMISE)576

doi: 10.1007/978-3-540-30728-0577

Delorme, P. (1985). Simulation numerique de turbulence homogene compressible578

avec ou sans cisaillement impose. these de docteur ingenieur, Universite de579

Poitiers.580

Fernandes, A. M., & Krishnamurti, R. (2010). Salt finger fluxes in a lami-581

nar shear flow. Journal of Fluid Mechanics, 658 , 148 165. doi: 10.1017/582

s0022112010001588583

Frigo, M. (1999). A fast Fourier transform compiler. ACM SIGPLAN Notices,584

34 (5), 169–180. doi: 10.1145/301618.301661585

Halliwell, G. R. (2004). Evaluation of vertical coordinate and vertical mixing algo-586

rithms in the HYbrid-Coordinate Ocean Model (HYCOM). Ocean Modelling ,587

7 (3-4), 285–322. doi: 10.1016/j.ocemod.2003.10.002588

Kimura, S., & Smyth, W. (2007). Direct numerical simulation of salt sheets and tur-589

bulence in a double-diffusive shear layer. Geophysical Research Letters, 34 (21),590

L21610. doi: 10.1029/2007gl031935591

Kimura, S., & Smyth, W. (2011, 01). Secondary instability of salt sheets. Journal of592

Marine Research, 69 (1), 57–77. doi: 10.1357/002224011798147624593

Kunze, E. (1990, 08). The evolution of salt fingers in inertial wave shear. Journal of594

Marine Research, 48 (3), 471 504. doi: 10.1357/002224090784984696595

Kunze, E., Williams, A. J., & Schmitt, R. W. (1987). Optical microstructure in596

the thermohaline staircase east of Barbados. Deep Sea Research Part A, 34 (1),597

1697 1704. doi: 10.1016/0198-0149(87)90018-5598

Large, W. G., McWilliams, J. C., & Doney, S. C. (1994). Oceanic vertical mixing: A599

review and a model with a nonlocal boundary layer parameterization. Reviews600

of Geophysics, 32 (4), 363 403. doi: 10.1029/94rg01872601

Linden, P. F. (1971). Salt fingers in the presence of grid-generated turbulence. Jour-602

nal of Fluid Mechanics, 49 (3), 611–624. doi: 10.1017/s0022112071002283603

Linden, P. F. (1974, 10). Salt fingers in a steady shear flow. Geophysical & Astro-604

physical Fluid Dynamics, 6 (1), 1 27. doi: 10.1080/03091927409365785605

Marshall, J., Adcroft, A., Hill, C., Perelman, L., & Heisey, C. (1997). A finite-606

volume, incompressible Navier Stokes model for studies of the ocean on parallel607

computers. Journal of Geophysical Research Oceans, 102 (C3), 5753 5766.608

(Describes the numerical scheme of MITgcm) doi: 10.1029/96jc02775609

Merryfield, W. J. (2002). Intrusions in Double-Diffusively Stable Arctic Waters: Ev-610

idence for Differential Mixing? Journal of Physical Oceanography , 32 (5), 1452–611

1459. doi: 10.1175/1520-0485(2002)032〈1452:iiddsa〉2.0.co;2612

Mueller, R. D., Smyth, W. D., & Ruddick, B. (2007). Shear and Convective Tur-613

bulence in a Model of Thermohaline Intrusions. Journal of Physical Oceanogra-614

phy , 37 (10), 2534–2549. doi: 10.1175/jpo3137.1615

Radko, T. (2013). Double-Diffusive Convection. Double-Diffusive Convection. doi:616

10.1017/cbo9781139034173.016617

Radko, T. (2019, 01). Thermohaline-Shear Instability. Geophysical Research Letters,618

46 (2), 822 832. doi: 10.1029/2018gl081009619

Radko, T., Ball, J., Colosi, J., & Flanagan, J. D. (2015). Double-Diffusive Con-620

vection in a Stochastic Shear. Journal of Physical Oceanography , 45 (12), 3155621

3167. doi: 10.1175/jpo-d-15-0051.1622

Radko, T., & Smith, D. P. (2012). Equilibrium transport in double-diffusive convec-623

tion. Journal of Fluid Mechanics, 692 , 5 27. doi: 10.1017/jfm.2011.343624

–26–



manuscript submitted to Journal of Advances in Modeling Earth Systems (JAMES)

Rogallo, R. S. (1981). Numerical Experiments in Homogeneous Turbulence (Tech.625

Rep.). Retrieved from https://ntrs.nasa.gov/citations/19810022965626

Stellmach, S., & Hansen, U. (2008). An efficient spectral method for the simula-627

tion of dynamos in Cartesian geometry and its implementation on massively628

parallel computers. Geochemistry, Geophysics, Geosystems, 9 (5), 1–11. doi:629

10.1029/2007gc001778630

Stern, M. E. (1960). The “Salt-Fountain” and Thermohaline Convection. Tellus A,631

12 (2), 172 175. doi: 10.1111/j.2153-3490.1960.tb01295.x632

Stommel, H., Arons, A. B., & Blanchard, D. (1956). An oceanographical curiosity:633

the perpetual salt fountain. Deep Sea Research, 3 (2), 152 153. doi: 10.1016/634

0146-6313(56)90095-8635

Traxler, A. L., Stellmach, S., Garaud, P., Radko, T., & Brummell, N. H. (2011). Dy-636

namics of fingering convection. Part 1 Small-scale fluxes and large-scale insta-637

bilities. Journal of Fluid Mechanics, 677 , 530 553. doi: 10.1017/jfm.2011.98638

Zhang, J., Schmitt, R. W., & Huang, R. X. (1998). Sensitivity of the GFDL Mod-639

ular Ocean Model to Parameterization of Double-Diffusive Processes*. Jour-640

nal of Physical Oceanography , 28 (4), 589–605. doi: 10.1175/1520-0485(1998)641

028〈0589:sotgmo〉2.0.co;2642

–27–


