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Abstract

We derive the 3-D S-wave velocity structures of sediments and upper crust in the region off Ibaraki by applying ambient noise
tomography to a dense array of short-period ocean bottom seismometers (OBSs). The cross-spectra were calculated using 27-
or 142-day continuous seismic data, and the phase velocities of the fundamental and the first-higher Rayleigh wave modes are
obtained in the frequency ranges of 0.1-0.25 Hz and 0.17-0.3 Hz, respectively. Our 1-D S-wave velocity inversion based on the
trans-dimensional Markov chain Monte Carlo method revealed multiple sedimentary layers above the acoustic basement and
the upper crustal structure. The 1-D structure was then used as a reference model to conduct ambient noise tomography and
non-linear inversion of the 3-D S-wave velocity structure by collecting data of the local 1-D S-wave velocity structure. Our 3-D
S-wave velocity structure revealed three main points: (1) The acoustic basement is situated at a depth of "4 km depth; (2) the
crustal structure is more complex than the that of the sedimentary layers; and (3) the southern region has a complex crustal

structure in which subducting seamounts were identified by previous P-wave velocity tomographies.
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Abstract. We derive the 3-D S-wave velocity structures of sediments and upper crust in the region off Ibaraki at Japan Trench
subduction zone by applying ambient noise tomography to a dense array of short-period ocean bottom seismometers (OBSS).
The cross-spectra were calculated using 27- or 142-day continuous seismic data, and the phase velocities of the fundamental
and the first-higher Rayleigh wave modes are obtained in the frequency ranges of 0.1-0.25 Hz and 0.17-0.3 Hz, respectively.
Our 1-D S-wave velocity inversion based on the trans-dimensional Markov chain Monte Carlo method revealed multiple
sedimentary layers above the acoustic basement and the upper crustal structure. The 1-D structure was then used as a reference
model to conduct ambient noise tomography and non-linear inversion of the 3-D S-wave velocity structure by collecting data
of the local 1-D S-wave velocity structure. Our 3-D S-wave velocity structure revealed three main points: (1) The acoustic
basement is situated at a depth of ~4 km depth; (2) the crustal structure is more complex than that of the sedimentary layers;
and (3) the southern region has a complex crustal structure in which subducting seamounts were identified by previous P-wave

velocity tomographies.

1 Introduction

Ocean bottom seismometer (OBS) networks of both temporary and permanent deployment have been recently developed along
subduction zones (e.g., Cascadia Initiative: Toomey et al., 2014; DONET: Kaneda et al., 2015; S-net: Kanazawa et al., 2016).
High-frequency waveform data from OBSs, most of which were obtained at frequencies higher than 0.1 Hz, can be used in
receiver function analysis for evaluating shallow subduction structures (e.g., Reeves et al., 2015; Akuhara and Mochizuki,
2015) or waveform modeling to determine seismic source properties (e.g., Nakano et al., 2015; Takemura et al., 2020). Such
studies help us to better understand the lithology, deformation, and earthquake processes of subduction zones. However,
uncertainties in shallow thick sedimentary structures could bias the estimates of deeper structures and source locations owing
to a trade-off between seismic velocity and depth. Intense reverberations within the sediment can also distort these estimates
(e.g., Audet 2016). Thus, constraining the sedimentary structure is essential for addressing these limitations. Moreover,
understanding heterogeneous structure within the sediments and the upper most crusts can give better constraints on local
deformation processes due to subduction of rough topographies such as seamounts (e.g., Ruh et al., 2016; Sun et al., 2020).

Although active-source methods have been widely used for studying sedimentary structures (e.g., Tsuru et al., 2002),
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conducting 3-D surveys is cost prohibitive. Although ambient noise tomography is an alternative tool that does not have the
active-source requirement (Bussat and Kugler, 2011), its potential has not been fully explored.

This method has been widely used during the past decade to derive seismic structures (e.g., Shapiro et al., 2005). The basic
principle of ambient noise seismic interferometry dates back to the pioneering work of Aki (Aki, 1957). Ambient noise
tomographies reveal S-wave velocity structures using dispersion curves of surface-wave phase velocities (e.g., Lin et al., 2008;
Ekstrém et al., 2009) or group velocities (e.g., Shapiro et al., 2005) calculated from cross-correlations of seismic noise data.
Many studies have used onshore stations to show tomographic images of S-wave velocity structures of the crust and the
uppermost mantle at the regional scale (e.g., Yang et al., 2008; Sun et al., 2010; Calkins et al., 2011; Bao et al., 2015) or the
global scale (e.g., Nishida et al., 2009). More recently, dense seismic arrays have been used for imaging local-scale structures
of the shallow crust (e.g., Wang et al., 2017).

For offshore regions, few ambient noise studies have used high-frequency data because the low S-wave velocity of thick
sedimentary layer increases the wave number between stations, which creates strong attenuation. Most studies have analyzed
data in periods ranging from several to dozens of seconds using data from broadband OBSs with station intervals of tens to
hundreds of kilometers. Since Lin et al. (2006) suggested the possibility of ambient noise tomography across oceans, studies
have resolved the seismic velocity structure of the crust and the uppermost mantle (e.g., Zha et al., 2014; Ball et al., 2016;
Corela et al., 2017; Ryberg et al., 2017; Hable et al., 2019). For the regional scale, 1-D imaging of an oceanic lithosphere—
asthenosphere system has been derived from ambient noise seismic interferometry applied to data from broadband OBSs (e.g.,
Harmon et al., 2007; Takeo et al., 2013; Lin et al., 2016).

Recently, few studies have imaged the high-resolution sedimentary and the upper most crustal structures beneath seafloor
using ambient noise. Bussat and Kugler (2011) derived the structures of the sediments and the upper crust using data in several
frequencies obtained from a super-dense OBS array with a station interval of about 500 m. Other than OBS arrays, Mordret et
al. (2013, 2014) used an ocean-bottom cable array with a station interval of several meters in an oil industrial field and resolved
the shallow sedimentary structure to a depth of 700 m below sea level, within an area of ~10 x 10 km?. As for Japan trench,
frequency—wavenumber analysis of ambient noise recorded by distributed acoustic sensing (DAS) became also feasible for
revealing high-resolution 2-D shallow structures at off Sanriku region (e.g., Spica et al., 2020), although this method is not
based on seismic interferometry. Despite the importance of 3-D high-resolution structures, few studies have resolved local-
scale tomographic structures including sedimentary layers by using short-period OBSs with station intervals of less than 10
km.

This study targets off the Ibaraki region, northeastern Japan at Japan Trench subduction zone. This region coincides with the
southern boundary of the focal region of the 2011 off the Pacific coast of Tohoku Earthquake (the 2011 Tohoku-oki earthquake)
where a subducted seamount of the size of ~50 km wide and ~3 km high has been identified at a depth of ~10 km (Mochizuki
et al., 2008). The influence by the tectonic processes of the seamount subduction on the seismic rupture propagations has been
discussed (e.g., Nakatani et al., 2015). Detailed structure within the overriding plate is needed to better understand the tectonic

processes by the seamount subduction.
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In this study, we measure the phase velocities of the fundamental and the first-higher modes of Rayleigh wave and derive the
S-wave velocity structure of the sedimentary layers and the upper crust. Although surface-wave inversion often suffers from
a trade-off between the estimation of the layer thickness and that of S-wave velocity in the model obtained by surface-wave
non-linear inversion, using both the fundamental and the first-higher modes provides a better constraint on both the layer
thickness and that of S-wave velocity structure because of the different sensitivities between these two modes. The obtained
S-wave velocity resolves multiple layers above the acoustic basement. The results indicate relatively heterogeneous features
in the southern part of the array, which may be resulted from the subducted seamount. The obtained high-resolution structures
will make a significant contribution to waveform modeling of OBS data (e.g., waveform inversion and receiver-function
analysis), which will enable us to resolve better S-wave velocity structures in deeper parts or to determine accurate earthquake

source mechanisms reflecting the present state of the stress around the subducted seamount.

2 Study area and data

This study used data from a dense array with 30 OBSs deployed off the Ibaraki region in northeastern Japan along the Japan
Trench subduction zone (Figure 1). The Pacific plate is subducting beneath the northeastern Japan from the east. Offshore
seismic surveys at the forearc have identified a strong unconformity at ~1-3km depth beneath the seafloor, which is interpreted
as the top of the Cretaceous sediments (e.g., Tsuru et al., 2002; Takahashi et al. 2004). The consolidated Cretaceous sediments
have S-wave velocities of ~2.5 km/s, whereas the unconsolidated sediments above this unconformity have S-wave velocities
of less than ~1 km/s. (e.g., Spica et al., 2020). Therefore, the top of the Cretaceous sediments constitutes the acoustic basement.
The OBS array lies over the continental slope at the southern end of the Japan trench, where the top of the subducting Pacific
plate is revealed at 10-15 km (Mochizuki et al., 2008; Nakahigashi et al., 2012). A chain of seamounts exists on the incoming
Pacific plate seaward of the trench (Figure 1, inset). Mochizuki et al. (2008) showed that a large seamount of the size of ~50
km wide and ~3 km high is being subducted beneath the southern part of the dense OBS array. The bathymetric depression
seen in this southern part reflects the seamount subduction, whereas the seafloor topography appears to be fairly flat to the
north. Within the array, active-source seismic surveys have revealed that small-scale (<20 km) lateral variations in the
topographiy of the acoustic basement and the upper crust. The seamount subduction may cause such structural variations while
the seamount itself is located ~5 km deeper (e.g., Sun et al., 2020). Mochizuki et al. (2008) also argued that a large seamount
might affect repeating M~7 earthquakes with a fairly constant recurrence interval (~20 years) at the frontal region of its
subduction (e.g., Matsumura, 2010). To discover a more detailed structure of the subducting seamount or the relationship
between the subducting seamount and its earthquake activity, the OBS array was deployed.

Six months after the starting of the observation (October 2010), the 2011 Tohoku-oki earthquake occurred. This study region
lies at the southern end of the focal area of the Tohoku-oki earthquake and 300 km south of its epicenter. The largest aftershock
(Mw 7.8) occurred 30 min after the mainshock in the landward side of the array. More than 10,000 aftershocks that occurred
just beneath the network were observed (Nakatani et al., 2015). Shinohara et al. (2011, 2012) conducted offshore aftershock
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observations and found that most aftershocks occurred at the plate boundary, but some of them occurred in the upper-most
crust. Recent studies have reported slow earthquake activities in the southern end of the region (e.g., Nishikawa et al., 2019).
The OBS array is composed of 35 three-component short-period (1 Hz) seismometers (LE-3Dlite, Lennartz, Germany) with a
station interval of approximately 6 km. First, 24 OBSs near the array center were deployed on October 17, 2010, and the
surrounding 11 OBSs were added on February 14, 2011. Of these, 31 were successfully recovered by September 2011
(Nakatani et al., 2015). An active-source seismic survey was conducted during the observation, the results of which were used
to determine the horizontal sensor orientation. The data from two OBSs were excluded. In the first case, the OBS missed
seismic records from air-gun shots, and the amplitude level of the second OBS was found to be erroneously low, owing likely
to a malfunction of its recorder.

During the observation period, the Mw 7.3 Sanriku-oki earthquake occurred on March 9, 2011, and was followed by the Mw
9.0 Tohoku-oki earthquake occurring on March 11, 2011. Many aftershocks followed these earthquakes. Ambient noise
tomography requires an assumption of the isotropic and homogeneous source distribution in theory (e.g., Wapenaar, 2004).
Because the intense aftershock activity breaks this assumption, we used data obtained before the Sanriku-oki earthquake. We
analyzed only the vertical and radial components to measure phase velocities of Rayleigh wave. We did not use transverse
components to measure phase velocities of Love wave because the variance reduction of the transverse component for higher
frequencies (0.15Hz-) was insufficient to measure phase velocities like section 4.1. Love wave is extremely sensitive to the
heterogeneity in the top sediments with very low S-wave velocities (~0.05 km/s), which breaks the assumption of the 1-D
structure averaged in the array. Therefore, our dataset consisted of vertical and radial components of 20 OBSs for 142 days,

vertical and radial components of nine OBSs for 22 days, and a vertical component of an OBS for 142 days.

3 Ambient noise interferometry: calculation of cross-spectra

In sections 3-6, the four steps of the analytic process are discussed, as illustrated in Figure 2: (1) calculation of the cross-
spectra, (2) measurement of the phase velocities assuming a 1-D structure for inversion of the reference 1-D S-wave velocity
structure, (3) measurement of the phase-velocity anomalies for inversion of the 2-D phase-velocity structure, and (4) inversion
of the 3-D S-wave velocity structure by combining local 1-D S-wave velocity structures at every OBS station.

We applied a band-pass filter of 0.05-9.0 Hz to the data and decimated data from 200 to 20 Hz. We found that the ambient
noise data of frequencies higher than about 0.1 Hz were usable after deconvolving the data using the instrumental response
function. We did not use data of lower frequencies than about 0.1 Hz were because of the low sensitivity of the short-period
sensors. Note that this frequency range (0.1 Hz-) of ambient noise data is not strongly contaminated with the tilt noise (e.g.,
Tian & Ritzwoller, 2017). After deconvolving the data using the instrumental response function, we divided all data records
into 10-min segments and removed linear trends. We discarded segments with contamination of transients (e.g., glitches or

instrumental noise) from the dataset and applied one-bit normalization (e.g., Bensen et al., 2007) to suppress the effects of
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non-stationary phenomena such as earthquakes. One-bit normalization is a powerful and simple tool when used to observe
ambient noise that still contains small earthquakes after removing many aftershocks and earthquake-like signals.
The observed power of ambient noise can also vary in the frequency domain. We calculated the Fourier spectra for all 10-min
segments with spectrum whitening (e.g., Bensen et al., 2007) to suppress temporal changes in the frequency content of the
microseisms. We then calculated the cross-spectra for each station pair p and each component y as
s = L2 s,
|fiy @]y (@)

where f;, is the Fourier spectrum of one-bit normalized data for the i-th station, and the overline represents the complex

(1)

conjugate. The value y takes either the radial R component or the vertical Z component. We applied this convention
throughout the study.

Cross-correlation functions (CCFs), which are calculated by using the inverse Fourier transform of the cross-spectra,
are dominated by Rayleigh wave (Figure 3). The fundamental mode of Rayleigh wave clearly appeared in the vertical
component in the frequency range of 0.0625-0.3125 Hz (Figure 3a, ¢). The fundamental and the first-higher modes of Rayleigh
wave appeared in the radial component (Figure 3b, d). This tendency is consistent with previous studies (e.g., Savage et al.,
2013). For both modes, CCFs from 0.0625 Hz to 0.1875 Hz indicate higher phase velocities than those from 0.1875 Hz to
0.3125 Hz. In our calculations, a positive (negative) lag time of a CCF indicates Rayleigh waves from the northwest (southeast).
Some CCFs showed larger Rayleigh-wave amplitudes in the negative lag times than those in the positive lag time, which

means that more ambient noise traveled from the Pacific Ocean, where the dominant sources exist (e.g., Takagi et al., 2018).

4 1-D reference seismic velocity structure

In this section, we discuss two steps for performing inversion of the 1-D reference seismic velocity structure. First, we
measured the dispersion curves of Rayleigh waves averaged in the region of the array using the spatial auto-correlation (SPAC)
method (Aki, 1957; Nishida et al., 2008; Haney et al., 2012). Then, we performed inversion of the 1-D S-wave velocity
structure using the trans-dimensional Markov chain Monte Carlo (MCMC) method (Bodin et al., 2012).

4.1 Measurement of dispersion curves of Rayleigh waves

We used the SPAC method to measure the phase velocities as a function of frequencies (e.g., Nishida et al., 2008; Takeo et
al., 2013) rather than frequency-time analysis (FTAN: e.g., Levshin et al., 1989). FTAN is one of the traditionally and
commonly used method. Since this method directly measures the dispersion curve of each station pair, it is suitable when the
cross-correlation functions have clear peaks. Many studies using sparse arrays have applied this method to ambient noise
tomographies (e.g., Bensen et al., 2008). However, it is difficult to apply this method to a heterogeneous medium, because it

causes complex shapes of cross-correlation functions by strong dispersions, multimode overlaps and scattering.
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Even in a case of complex shapes of cross-correlation functions, a two-step measurement based on the SPAC method is feasible
for the phase-arrival measurements practically when the dense array data are available. This method makes the reference 1-D
structure averaged in the target region using all station pairs in the first step (e.g., Nishida et al., 2008; Takeo et al., 2013). In
the next step, this method measures perturbations for each station pair from the reference 1-D structure. This two-step method
is optimal in which the phase arrivals cannot be identified due to strongly heterogeneous or dispersive structure (e.g., volcano:
Nagaoka et al., 2012; oceanic basin: Takeo et al., 2013) or multi-mode overlapping (Nishida et al., 2008).

In the SPAC method, for the vertical component (y = Z), the synthetic cross-spectrum at an angular frequency w assuming a

local 1-D seismic velocity structure beneath the entire area of the OBS array can be expressed as

Syn(dp'az: a)) = az(“’)]o( wd ) (2)

1D ()
Where a; is the power spectrum for vertical component, d,, is the station interval for p-th pair, c'P is the assumed phase
velocity averaged in the region of the array, and J, is the zeroth-order Bessel function of the first kind. In this study, following
Nagaoka et al. (2012), Q values are ignored because the size of our array is sufficiently small. For the radial components (y =
R), if a wavelength is considerably shorter than its station interval, we can neglect the contribution of Love waves (e.g., Takeo

et al., 2013). With this assumption, the synthetic cross-spectrum can be written as

Syn(dp,aR, a)) = ag(w) []o (ClD( )) A (Cﬁgc(lz)))/(cﬁ’)‘zz))ﬂ ! )

where J; is the first-order Bessel function of the first kind.

We measured the phase velocity at a fixed angular frequency for the entire area by maximizing the variance reduction as
A (a,cP:w
VR(ay,cP;0) =1 - —Y( ¥ ) (4)
S Wy P55 ()]
where the squared difference A, (a, c'P; w) between the synthetic (equations (2) or (3)) and observed cross-spectra (equation

(1)) is written as

2
Ay (ay, e w) = ZWp[pObs(‘“) py (dp'ay' D"")]' (5)

Here, w, is a weighting term set to the reciprocal of the square root of the station distance. We found that this choice offers
sharp resolution for the phase velocity, whereas it caused side lobes with relatively large amplitudes. We used only the real
part of the observed cross-spectrum because the imaginary part reflects mainly the heterogeneity of the noise sources (e.g.,
Weaver et al., 2009).

Figure 4c—d shows the variance reduction (equation 5) against frequency and phase velocity. To obtain this diagram, we fixed

a, at a value stratifying 3—2 = 0 at each angular frequency w. Since a is a function of w, this a minimizes A analytically (e.g.,

Nagaoka et al., 2012). The fundamental mode of Rayleigh waves was clearly found in the vertical and the radial components,

whereas the first-higher mode was identifiable only in the radial components. We note that the array geometry on regular grids
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(Figure 1) caused a checkerboard artifact in the variance reduction above 0.15 Hz, particularly in the radial component (Figure
4d). The sparse distribution of data along the distance (i.e., station interval) axis makes it difficult to constrain zero-crossings
of the cross-spectrum (Figure 4a, b). Nevertheless, we can choose the appropriate mode branch in the following manner.

We first measured the phase velocity that maximizes the variance reduction at the highest frequency (0.25 Hz for the
fundamental mode and 0.3 Hz for the first-higher mode). Then, for subsequent lower frequencies, we searched for the phase
velocities that maximize the variance reduction in the vicinity of the phase velocity at the previous frequency. The resulting
phase velocity range of the fundamental mode was 0.5-2.4 km/s at 0.1-0.25 Hz, and that of the first-higher mode was 0.8-1.5
km/s at 0.17-0.3 Hz, as represented by white dots in Figure 4c, d. Following Takeo et al. (2013), we estimated the uncertainties
of the phase velocities using a bootstrap method (Efron, 1992). We randomly selected station pairs allowing for overlapping
and made 100 sets of bootstrap samples. We measured the phase velocities using these bootstrap samples and estimated the
measurement errors, which varied from 1.0 x 107> to 0.83.

We used the vertical component to measure the phase velocities of the fundamental mode of Rayleigh wave and the radial
component to measure those of the first-higher mode. Since previous studies suggested that the ellipticity (horizontal to vertical
amplitude ratio) of higher-mode Rayleigh wave particle motion is high when the region typically has thick sediments beneath
the seafloor (e.g., Savage et al., 2013 : see section 8 for details), we measured the first-higher mode using the radial component.
The higher variance reduction of the radial component for the first-higher mode agrees with the previous studies.

The radial component is potentially contaminated by Love wave when a wavelength is comparable to or longer than the station
interval (Aki, 1957); however, we obtained similar results for the fundamental mode at low frequencies when using the radial
component. This consistency suggests that the effect of Love wave was not significant. This justified the use of the radial
component for the higher mode, which also had shorter wavelengths than the station intervals, similar to those of the

fundamental mode.

4.2 Inversion for 1-D S-wave velocity structure

We used the trans-dimensional MCMC method to perform inversion for the averaged 1-D S-wave velocity structure beneath
the OBS array. We set a prior probability distribution of the parameters (number of layers, interface depth, and S-wave velocity
of each layer) as a uniform distribution with sufficiently wide bounds to be regarded as non-informative (1-10 for the number
of layers; 2.3-10 km for interface depths; and 0.1-5 km/s for S-wave velocities). Although the phase velocities of Rayleigh
waves are sensitive to the seafloor depth (Figure S1), we fixed the value at 2.3 km, which is the average depth in this array.
We included the effect of seafloor depth in the 3-D structure inversion analysis (section 6). We did not solve for P-wave
velocities and densities; rather, we fixed them using the empirical scaling law by equations (1) and (9) in Brocher (2005).
Although this scaling law does not consider unconsolidated sediments, the predicted P-wave velocity from very low S-wave
velocity (~0.3 km/s, which is the lowest S-wave velocity of Spica et al., 2020) is ~1.5 km/s, which is consistent with P-wave
velocity structures obtained by active-source surveys at off Ibaraki region (e.g., Tsuru et al., 2002) or by Ocean Drilling

Program at Japan Trench off northeast Japan (Shipboard Scientific Party, 2000). We ignored Q values, assuming perfect elastic

7
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medium as noted above. The S-wave velocity of the bottom layer was fixed at 4.6 km/s as the typical value of the S-wave
velocity at the upper mantle because the bottom layer was sufficiently deep for our Rayleigh-wave inversion analysis.

The inversion began with a randomly generated velocity model. At each iteration, the model from the previous iteration is
slightly modified by either adding a layer, removing a layer, perturbing the S-wave velocity of a layer, or moving the bottom
depth of a layer. Then, the synthetic dispersion curves were calculated using the method of Saito (1988) to evaluate the
likelihood, which is defined in the form of multivariate Gaussian distribution with a diagonal covariance matrix for data error
(e.g., Bodin et al. 2012). The standard deviations, or the diagonal elements, were set to a uniform value of 0.1 km/s, which was
determined ad hoc. Finally, the model was judged to accept or not by the Metropolis—Hastings—Green criterion (Green, 1995).
We repeated this iteration 500,000 times, but we did not save the models during the first 100,000 iterations. Afterward, we
saved the models at every 100 iterations. We employed a parallel tempering algorithm to enhance the capability of global
sampling, which involved 20 non-tempered and 80 tempered MCMC chains (e.g., Sambridge, 2014). We obtain 10,000 models
after the inversion, which were used to construct posterior probability distribution and related quantities such as marginal
distribution.

The obtained posterior probability distribution suggests that the region shallower than 4 km is well constrained despite the
given loosely bounded uniform priors (Figure 5a—c). The median model showed a very low-velocity layer (layer 1)
immediately beneath the seafloor and another low-velocity layer (layer 2) beneath the first. The thicknesses of layer 1 and
layer 2 were 0.4 km and 1.4 km, and their S-wave velocities were 0.34 km/s and 0.85 km/s, respectively. Below these layers,
the S-wave velocity sharply increased to 2.1 km/s at ~4 km in depth, which suggests the depth of the acoustic basement. This
depth is consistent with 2-D reflection surveys (Tsuru et al., 2002; Nishizawa et al., 2009) and P-wave velocity tomography
using data from an active-source survey (Mochizuki et al., 2008).

We also obtained a low-velocity layer with an S-wave velocity of 2.1 km/s (layer 3) just beneath the acoustic basement,
although the marginal distribution indicated large uncertainty compared with layers 1 and 2. The thickness of layer 3 was ~1.2
km. Beneath that layer, the S-wave velocity gradually increased to more than 3 km/s, which is consistent with the S-wave
velocity of the upper crust. One concern is that the phase velocity of the first-higher mode may not be well constrained at
higher frequencies than 0.25 Hz, as implied by relatively low variance reduction (Figure 4d). We hence conducted the same
inversion analysis without these high-frequency data (Figure S2). The results show no critical difference with or without the

high-frequency data, which suggests the robustness of our analysis.

5. 2-D Phase velocity map

In this section, we measured path-averaged phase-velocity perturbations relative to the reference phase velocity obtained in
section 4.1. In the next step, we invert these phase-velocity perturbations for the 2-D map of the phase velocities in each

frequency range.
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First, we measured the path-averaged phase velocity perturbation with respect to the reference 1-D phase velocity for each
station pair. Following Nagaoka et al. (2012), we inferred the phase velocity perturbation by fitting the synthetic cross-

/syn

spectrum p’ " to the observed cross-spectrum p°bS (w) for each path and for each frequency binned by 0.025 Hz with 0.0125

Hz overlap. The central angular frequency of the [-th bin for the fundamental mode (¢ = 0) is given by

wh =2m(0.0125 x 14+0.1) (=1,2,..,12), (6)
and that for the first-higher mode (¢ = 1) is written as
w! =2m(0.0125 x1+0.175) (I=1,2,..,6). (7)

From these equations, we used the central frequency for referring to each frequency bin.
First, we used the vertical component to measure the phase velocities of the fundamental mode of Rayleigh wave because the
CCFs of this component mostly have signals of the fundamental mode of Rayleigh wave only. The synthetic cross-spectrum

of the fundamental mode including the phase velocity perturbation of each station pair p’;f’;‘ (b, et; w) is given by

oo (byeg; ) = byp(w)py” (dp, az, (1 + e§)cs”; w), ®
where b,, is the correction of the power spectrum for each path and for each angular frequency bin, el is the assumed phase-
velocity perturbation at the [-th frequency bin, and c2P is the reference phase velocity of the fundamental mode of Rayleigh
wave measured in section 4.1. p;’" is defined in equation (5). We calculated the misfit function A, -, (b, e}; w}) as

w§+2n’ 0.0125

B ca(brefswf) = [ @) = 92 by el )] do )

“’5_2” 0.0125

for each frequency bin and each assumed phase velocity perturbation e,. We minimized the misfit function A;,,y(bp, €p; w)
analytically with respect to b,,. Hence, grid search was necessary only for eé.

To avoid cycle skipping, we searched for the phase velocity perturbation only when b was positive, and we limited the search
range of the phase velocity perturbations in two steps. In the first step, we calculated the misfit function, A’, starting with 0.15
Hz (I = 4) because the signal-to-noise ratio was best. Since the possibility of the cycle skipping is related to the station distance,
we changed the search range of the velocity perturbation in accordance with the station distance, as shown in Table 1. In the
next step, we measured the phase velocity perturbations for the adjacent lower and higher frequency bins. This time, we further
narrowed the search range referring to the results from the previous bin (Table 2). When no local minimum was found, we
stopped measuring the phase velocity perturbations in the frequency range and the subsequent frequency ranges for the
corresponding pair.

Next, we measured the phase velocity perturbation of the first-higher mode of Rayleigh wave using the radial component.
Since this component contains both signals of the fundamental and the first-higher modes (Figure 3b, d), we fixed a;(w) and
ag(w), which represent the power spectrum of the fundamental and the first-higher modes, respectively, at the values obtained

during the analysis of section 3.1. The synthetic cross-spectrum is shown as
Py (bef;w)=b p(@){py " (dp az, (1 + ed)c®;0) + " (dp, ar, (1 + eD)ctP; w)} ,(10)

9
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where e} is the assumed phase velocity perturbation at the [-th frequency bin, (1 + e})c3P is the phase velocity of the
fundamental mode of Rayleigh wave measured for each path above, and ciP is the reference phase velocity of the first-higher
mode of Rayleigh wave. Again, b, was analytically determined. We used a similar procedure for the first-higher mode to
search for the phase velocity perturbation; the only difference was that in the first step, we used [ = 1 in the search range
shown in Table 1.

For the fundamental mode of Rayleigh wave, the resultant ranges of phase velocity perturbation were -10% to +10% at 0.1125
Hz and -30% to +30% at 0.20-0.25 Hz (Figure 6a—c). For the first-higher mode, the results showed -20% to +20% variations
in the phase-velocity perturbations at 0.1875-0.20 Hz and -30% to +30% at 0.2125-0.25 Hz (Figure 7a—c).

Next, to map the phase velocities in each frequency range, we conducted iterative non-linear inversion using the fast marching
method (Rawlinson et al., 2005; Saygin, 2007), which solves the eikonal equation directly. We used a grid size of
0.032° x 0.026°, approximately 3 km x 3 km (Figure S3). We then minimized the objective function S(m) for each frequency
and for each mode of Rayleigh wave as

Sm?P) = (g(m?°) — $)7C;' (g(m*P) — ¢) + e(M?® — my)" ¢ (M*® — my). (11)
Here, g(m?P) is the predicted travel time for the model m?2P, and ¢ is the observed travel time data calculated as
d
by = . (12)

for the p-th pair and ¢{-th mode of Rayleigh wave, where €, is the data covariance matrix, C,, is the model covariance matrix,
m, is the initial model, m?P is the predicted model, and € is the damping parameter. Following Rawlinson et al. (2006), we
fixed the damping parameters to be 200 for the frequency bins of 0.1125-0.1375 Hz, 500 for 0.15-0.1625 Hz, and 1,000 for
0.175-0.25 Hz for the fundamental mode (Figure S4a, b). For the first-higher mode, the damping factor was set to 200
irrespective of the frequency (Figure S4c). We did not apply the smoothing parameter owing to the array geometry on the
regular grids. We used the reference phase velocities as initial models, and we iterated 10 times to obtain the final model.

We calculated the root-mean-square (RMS) data residual as

RMS = ;—|¢—g§/m2'3)|2, (13)

where N is the number of observed travel time data. The RMS was improved from 39.00 s for the initial 1-D model to 10.32 s
for the final 2-D model. For the fundamental mode, a low-velocity anomaly was located at the northern side of the array at
lower frequencies (Figure 6g, f), and two low-velocity anomalies were located at the northern side and central part at higher
frequencies (Figure 6g, h). For the first-higher mode, a low-velocity anomaly was also located at the northern side at lower
frequencies (Figure 7d), and a low-velocity was found in the central part at higher frequencies (Figure 7e, f). The western part
had higher velocity at lower frequencies for both modes (Figure 6e, 7d).

Following Zha et al. (2014), we estimated the uncertainties of the phase velocities using a bootstrap method (Efron, 1992). We

randomly sampled station pairs allowing for overlap and made 100 sets of bootstrap samples. We performed inversion of the
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phase velocity maps using these bootstrap samples and estimated the measurement errors (Figure S5). The standard deviations
of the fundamental mode of Rayleigh wave are generally less than 0.05 km/s, and those of the first-higher mode were mainly
less than 0.1 km/s. Therefore, the uncertainties were less than 10% for both the fundamental and first-higher modes. We
conducted the checkerboard test and confirmed that velocity anomalies with a ~10 km horizontal length can be recovered
(Figures S6 and S7).

6. 3-D S-wave velocity structure

We next obtained the phase velocity maps of 12 (6) frequency bands for the fundamental (first-higher) mode of Rayleigh wave.
We applied 1-D non-linear inversion (Herrmann, 2013) for each horizontal grid q at a given location with longitude and latitude

to construct a 3-D S-wave velocity structure. For each horizontal grid g, we minimized the misfit function A, as

obs(, .1\ _ .Syng/ 1 _3D\]2
quzl{[c«z (wg) =" (w;,mg )]’ (14)

Com(w})’
with respect to a given S-wave velocity model parameter ng, where cgbs is the phase velocity for the g-th grid discussed in

syn
q

(Figure S5).
We created the initial model based on the median from the MCMC sampling (Figure 4). This initial model included three

section 5, ¢’ is the synthetic phase velocity for the model maD, and cg™" is the standard deviation of the phase velocities

layers at the top with sharp velocity contrasts, corresponding to layers 1-3; below these layers, the velocity gradually increased
with depth. The latter deeper part is expressed as stratification of 32 thin layers with a constant thickness of 0.1 km. The
unknown parameters to be determined by this inversion are the thicknesses and S-wave velocities of these 35 layers. We fixed
the P-wave velocities and densities as the initial model. We ignored Q values as noted above. In this inversion step, we did not
use the average seafloor depth but adopted the actual depths at each grid point, because the water thickness affects the
dispersion curves (Figure S1). We iterated the inversion 30 times. The top three layers were changed in both thicknesses and
S-wave velocity, although the bottom layers remained nearly the same when the thickness or S-wave velocity was changed.
An example of the inversion is shown in (Figure S8).

We calculated the RMS data residual (RMS') as

|Cobs — ¢Syn |2
Q

where Q is the number of horizontal grids. The RMS’ improved from 3.5 x 107! km/s in the initial 1-D model to 7.2 x 1073
km/s in the final 3-D model.

RMS' = , (15)

The red, orange, and green regions in Figure 8, reflect layer 1, layer 2, and layer 3, respectively. The thickness of layer 1 varied
from ~0.25 to ~0.55 km, which suggests that the variation is approximately 40%. The degree of thickness perturbation in layer

2 (layer 3) was generally less than 20% (10%). The variation in S-wave velocity in layers 2 and 3 was generally less than 10%.
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The area with the shallower acoustic basement exists at the northern to the central regions, where seafloor depth is shallow
(Figure 9a).

The S-wave velocity of the blue region in Figure 8 is consistent with that of the crust. We plotted the topography of the acoustic
basement as the top of layer 3 and that of the upper crust where the S-wave velocities are larger than 3.2 km/s (e.g., Koketsu
et al., 2012) in Figures 8 and 9. The topography of the upper crust has more complex topography than that between the other
layers (Figure 9b). This is consistent with 2-D P-wave velocity structures (Tsuru et al., 2002; Mochizuki et al., 2008). Notably,
this complexity was more evident in the southern region. To test the robustness of this feature, we repeated the same inversion
analysis using different initial models with varying depths for the crust top. All of the experiment results indicated similar
complexities in the northern region, which suggests this feature does not depend on initial models (Figure S9). The RMS' was

improved t0 9.6 x 1073 km/s from the initial model 2 and to 1.6 x 1072 km/s from the initial model 3.

7 Comparison with previous P-wave velocity structures

As shown by the orange and green regions in Figure 8, our S-wave velocity increased sharply from layer 2 to layer 3 in both
the 1-D and 3-D structures at a depth of about 4 km, which is considered to be the acoustic basement. Tsuru et al. (2002) and
Nakahigashi et al. (2012) conducted seismic reflection and refraction surveys, respectively, the survey lines of which crossed
our OBS array. Tsuru et al. (2002) identified a strong reflector at 4-5 km in depth, which has been interpreted as an erosional
unconformity. The P-wave velocity of the model by Nakahigashi et al. (2012) sharply increased from ~2 km/s to ~4 km/s at a
depth of ~5 km. Both features roughly agree with our results, which identify the acoustic basement at a depth of 4 km. In
accordance with the geological interpretation of Takahashi et al. (2004), we interpret layer 1 and layer 2 (red to green region
in Figure 8) to be sedimentary layers and layer 3 (green region in Figure 8) to be Cretaceous sediment. Note that this Cretaceous
sediment is consolidated, whereas the overlying layers 1 and 2 are considered unconsolidated. The region in which the S-wave
velocity is larger than 3.2 km/s (blue region in Figure 8) is considered to be the upper crust.

Considering the results of Tsuru et al. (2002), the Vp/Vs ratio of layer 1 is estimated to be 4.4 (P-wave velocity: 1.5 km/s, S-
wave velocity: 0.34 km/s), and that of layer 2 is 3.2 (P-wave velocity: 2.7 km/s, S-wave velocity: 0.84 km/s). The Vp/Vs ratio
of layer 3, at the top of the acoustic basement, is estimated to be 2.1 (P-wave velocity: 4.4 km/s, S-wave velocity: 2.1 km/s).
These Vp/Vs ratios are consistent with the values of sediments. Although the P-wave and S-wave velocities were identified
on the basis of different studies, the Vp/Vs ratios are roughly consistent with the scaling law of Brocher (2005) equation (9)
and are typical for the seafloor sediments (e.g., Tonegawa et al., 2017).

The upper crust showed more complex topography than the sedimentary layers, which may be caused by a subducting
seamount. The P-wave velocity structure model of Mochizuki et al. (2008) suggests that a seamount is subducting in the
southern part of the array. Our resultant 3-D structure has more complex topography in the southern region than that in the
northern region (Figure 9). Other studies have indicated that subducting seamounts cause complexity in the crustal structure

(e.g., Sun et al., 2020). Although the plate interface occurs at about 10-15 km in depth, the subducting seamounts created
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numerous faults that affected the top of the overriding crust above the plate interface. Thus, the complex topography of the

crustal structure in the southern region can likely be attributed to seamount subduction.

8 Potential of OBS array for investigating 3-D sedimentary structure

In this study, we revealed the high-resolution S-wave velocity structure of the sediments and the upper crust using ambient
noise tomography. Conventionally, P-S converted waves at the sediment—crust boundary generated by active sources (e.g.,
Yamamoto et al., 2017) or passive sources (e.g., Agius et al. 2018) have been used to determine the S-wave velocity and the
thickness of the sedimentary layers. Studies using active sources provide high-resolution structure but limit the resolvable
region owing to their high cost. Therefore, the resolvable area is usually 2-D. On the contrary, studies using both P-S converted
wave by passive sources and ambient noise can be conducted at lower cost and are feasible for revealing 3-D structures.
However, they are often limited by the trade-off between the estimates of S-wave velocity and thickness. The results of the
present study can be used to better constrain both parameters and to reveal the high-resolution S-wave velocity structure for
the following reasons.

We used the first-higher mode in addition to the fundamental mode in this study. We demonstrate the usefulness of the first-
higher mode by conducting the trans-dimensional MCMC inversion using only the fundamental mode. We again emphasize
that this method imposes almost no prior constraints because we set a prior probability as a uniform distribution. We confirmed
that the two top layers, layer 1 and layer 2, cannot be resolved if only the fundamental mode is used (Figure 10). This is because
the first-higher mode is sensitive to both layers 1 and 2, while the fundamental mode is sensitive to the layerl (Figure S10).
Thus, the joint use of the two modes was considered to give respective constraints on these layers. In addition, the joint use of
the multiple modes increased the resolution of the deeper region. When using only the fundamental mode, we obtained the
maximum marginal probability at 4.6 km/s beneath the acoustic basement (Figure 10). We associate this anomalously high
velocity with an artifact owing to the fixed velocity for the bottom layer, which means no constraint was added to the depths.
Compared to layers 1 and 2, layer 3 is not well resolved (Figure 5). Lower-frequency data can improve the resolution of the
deeper part (layer 3 or crust). However, we cannot obtain such low-frequency data below about 0.1 Hz due to the low sensitivity
of the short-period sensors. For further improvement of the velocity estimation, the technique of Nakamura (Nakamura 1989;
Linetal., 2014; Berg et al., 2018) and the joint inversion of ambient noise and receiver functions (e.g., Bodin et al., 2012; Ball
et al., 2014) could be feasible. However, such research is beyond the scope of this study.

Thanks to using the radial component, the first-higher mode is available. The cross-spectra calculated using the radial
component have significant amplitude of the first-higher mode against those using vertical component, which is consistent
with previous studies whose target region also has thick sediments beneath seafloor (e.g., Savage et al., 2013). We also
calculated the ellipticity of Rayleigh wave particle motion, assuming our 1-D structure. The resultant ellipticity is 0.6-3.4
(0.1-0.25 Hz) for the fundamental mode and 6.5-34.2 (0.17-0.3 Hz) for the first-higher mode, respectively. This result agrees
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with previous studies (e.g., Savage et al., 2013; Ma et al., 2016) in which the first-highr mode resulted in high ellipticity
(horizontal to vertical amplitude ratio).

In addition, we were able to use high-frequency data (~0.25 Hz of the fundamental mode and ~0.3 Hz for the first-higher
mode), aided by the dense OBS array with station intervals of about 6 km. In general, ambient noise tomography studies using
offshore stations analyze the data of periods ranging from several to dozens of seconds because their station intervals are tens
to hundreds of kilometers (e.g., Hable et al., 2019). Thus, the S-wave velocity structures were revealed mainly beneath the
crust only. Shallow sedimentary structure would not be recovered by such sparse networks owing to the lower signal-to-noise
ratio of the high-frequency data. Super dense arrays with station intervals of about 500 m have been deployed in oil industrial
fields (Bussat and Kugler, 2011; Mordret et al., 2013; 2014); however, the development of such an array for a broader region
remains challenging. The present study demonstrates that short-period OBS arrays with station intervals of 6 km deployed
portably for less than one month are capable of resolving fine-scale sedimentary structure above the acoustic basement at ~0.1—
1.0 km vertically and ~10 km horizontally.

Such a high-resolution S-wave velocity structure of seafloor sediments will enhance seismic waveform modeling of body
waves at high frequencies, at generally greater than 0.1 Hz, for studying the deeper structures (e.g., Harmon et al., 2007) or
seismic source properties beneath the ocean (e.g., Nakano et al., 2015; Takemura et al., 2020). This is because the velocity
contrast across the acoustic basement strongly affects the waveform amplitude. Studies using short-period OBSs generally use
only extracted information of the phase arrivals such as travel time and amplitude polarity. However, our results prove the
potential to use OBS waveform records directly for studies on velocity structures and earthquake source mechanisms with

higher spatio—temporal resolution.

9 Conclusion

We derived the S-wave velocity structures of sediments and the upper crust by applying ambient seismic noise tomography
using continuous seismic data of 22 or 142 days from the dense array of short-period OBSs deployed off the Ibaraki region.
Our S-wave velocity model included three low-velocity layers at the top, with S-wave velocities of 0.34, 0.85, and 2.1 km/s,
respectively. The top two of the three layers are considered to be sediments, and the bottom layer is considered to be Cretaceous
sediment. The depth of the acoustic basement is considered to be ~4 km from the seafloor, which is consistent with previous
P-wave velocity tomography by active source surveys. In addition, our model shows a complex topography of the top of the
upper crust in the southern region, where subducting seamounts have been indicated by previous P-wave velocity tomography.
Thus, the complex topography at the upper crust might be caused by seamount subduction producing the network of numerous
fractures in the top of the overriding crust. Further, we determined that using both the fundamental and the first-higher modes
increases the resolution, which is facilitated by the dense OBS array with station intervals of about 6 km. Our model will make

a significant contribution to waveform modeling of OBS data.
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Figure 1. Stations of the OBS array in the region off Ibaraki. The station intervals are about 6 km. Yellow triangles show
stations deployed on October 17, 2010, and red triangles show those deployed on February15, 2011.
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(1) Calculation of cross spectra
- Apply band-pass filter and remove instrument response, mean and trend
- Divide data into 10-minutes segment
- Apply 1-bit normalization and spectrum whitening
- Calcluate cross spectra

- Stack cross spectra of 10-minutes segments

v

(2) 1-D average S-velocity structure in the whole area

- Measure 1-D average dispersion curves

- Invert 1-D average S-velocity structure

v

(3) 2-D phase-velocity map

- Measure phase-velocity perturbation of each path
- Invert 2-D phase-velocity maps

V

(4) 3-D S-velocity structure

- Invert local 1-D S-velocity structure of each point

- Estimate 3-D S-velocity structure from collection of local 1-D S-velocity structure

Figure 2. Schematic diagram of the analysis flow. In step (1), we calculated the cross-spectrum of each station pair. In step
(2), we inferred the 1-D average S-wave velocity structure. In step (3), we inferred the 2-D phase-velocity structure. In step
(4), we finally inferred the 3-D S-wave velocity structure.
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630 Figure 3. Stacked cross-correlation functions sorted in 1 km bins of interstation distance for all station pairs. The amplitudes
are normalized by their maximum value. (a —b) Cross-correlation functions of the 0.0625-0.1875 Hz frequency range; (c —
d) those of the 0.1875-0.3125 Hz frequency range. (a, ¢) Cross-correlation functions of the vertical components; (b, d) those
of the radial components. Blue dashed lines show the fundamental-mode of Rayleigh wave and Orange dashed lines show the
first-higher mode. The cross-spectra calculated using vertical component have amplitude of the fundamental mode, but those
635 using radial component have amplitude of the fundamental and the first-higher modes.
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Figure 4. (a)-(b) Examples of fitting between the observed cross-spectra (solid black circles) and the synthetic curves obtained
by equations (2) and (3) (gray lines). (a) Vertical component at 0.16 Hz. The assumed phase velocity is 0.87 km/s. (b) Radial
component at 0.14 Hz. The assumed phase velocity is 1.05 km/s. (¢ — d) Variance reduction (VR = 1 — A) between the
observed cross-spectra and the synthetic curve for each component. The fundamental mode of Rayleigh wave was found in
both the vertical and radial components. The first-higher mode of Rayleigh wave was clear only in the radial component. The

white points show the measured 1-D average phase velocities of the fundamental and first-higher mode of Rayleigh wave.
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Figure 5. 1-D S-wave velocity structure inversion using both the fundamental and the first-higher modes of Rayleigh wave.
(a) Phase velocity of the fundamental mode of Rayleigh wave. Blue points show the average phase velocities. The posterior
probabilities were calculated for 1-D average S-wave velocity structures using the MCMC method. (b) Phase velocity of the
first-higher mode of Rayleigh wave. Blue points show the 1-D average phase velocities. (c) S-wave velocity structure inferred
by the MCMC method. The blue line shows the median velocity at each 0.1 km depth grid point. The layers 1 and 2 are well

constrained despite the given loosely bounded uniform priors.
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Figure 6. 2-D phase velocity inversion of the fundamental mode of Rayleigh wave. (a — d) Phase velocity perturbation of each
station pair with respect to the 1-D average phase velocity in the entire area; (e — h) phase-velocity maps of the fundamental-
mode of Rayleigh wave. (a, e) The case for the 0.1 - 0.125 Hz frequency range; (b, f) that for the 0.1375 - 0.1625 Hz frequency
range; (c, g) that for the 0.1875 - 0.2125 Hz frequency range; (d, h) that for the 0.2375 - 0.2625 Hz frequency range. Blue
triangles show the station locations. A low-velocity anomaly was located at the northern side of the array at lower frequencies,

and two low-velocity anomalies were located at the northern side and central part at higher frequencies.
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Figure 7. 2-D phase velocity inversion of the first-higher mode of Rayleigh wave. The notations are the same as those in
Figure 6. (a, d) The case for the 0.175 - 0.20 Hz frequency range; (b, e) that for the 0.20 - 0.225 Hz frequency range; (c, f) that
for the 0.2375 - 0.2625 Hz frequency range. Blue triangles show the station locations. A low-velocity anomaly was also located

at the northern side at lower frequencies, and a low-velocity was found in the central part at higher frequencies.
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Figure 8. Cross-sections of 3-D S-wave velocity structure. (a) Locations of cross-sections. (b) S-wave velocities along the A—
A’,B-B’, C-C’, D-D’, and E-E' lines. The red, orange, and green regions reflect layer 1, layer 2, and layer 3, respectively. We
interpret the red and orange regions to be sedimentary layers, the green region to be Cretaceous sediment, and the blue region
to be the upper crust, respectively. Black lines show the depth of the acoustic basement (between orange and green regions)

and the top of the upper crust (between green and blue regions).
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Figure 9. Depth variation of the (a) acoustic basement and (b) the top of the crust. The depth of the acoustic basement is

assumed to be the bottom of layer 2, and that of the top of the crust is assumed to be the depth at which the S-wave velocity

increases to greater than 3.2 km/s. The topography of the crust has more complex topography than that of the acoustic

basement.

29



730

735

740

. 0
% 4_(a) 0.125 :;* (b) — Median model 0.07
< 0.100 @ 1
> 3 e
27| o
v 0.075 g 2 0.06
o
T 2" 5
> |- 0.050 2
a . a 34
w1 e 0.025 @ 0.05
© .\‘-"‘A-l“.‘._.——-“ (=] =
o o 4 - e
. . . ¢ L 0.000 T 2
010 015 020 0.5 < 0.049
Frequency (Hz) c 5 o
a 5
8 =
6 0.03
[74]
o
o
;l' -
- 0.02
8_
- 0.01
9_
10 T T T T 0.00

0 1 2 3 4 5
S wave velocity (km/s)

Figure 10. 1-D S-velocity structure inversion using only the fundamental mode of Rayleigh wave. The notations are the same
as those in Figure 5. (a) Phase velocity of the fundamental mode of Rayleigh wave. (b) S-wave velocity structure inferred by
the MCMC method. When using only the fundamental mode, we obtained the maximum marginal probability at 4.6 km/s
beneath the acoustic basement. We associate this anomalously high velocity with an artifact owing to the fixed velocity for the

bottom layer, which means no constraint was added to the depths.
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Table 1. Search range for each station distance at the first step to measure phase-velocity perturbations. In this step, The

fundamental mode first at 0.015 Hz and the first-higher mode at 0.1875 Hz are used.

Station distance Search range for the fundamental Search range for the first-higher
mode mode
~10 km 25t025% -30to 30 %
10 ~ 15 km -20 t0 20 % -25t025 %
15 ~20 km -15t0 15 % -20 to0 20 %
20 km ~ -10t0 10 % -10to 10 %
745
Table 2. Search range for each station distance at the second step to measure phase-velocity perturbations. e’ is the phase-
velocity perturbation of the previous frequency range.
Station distance Search range
~15km —10+e'to 10 +e' %
15 ~28 km —8+e'to8+e' %
28 km ~ —5+e'to5+e' %
750
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Introduction

This supporting information provides six figures which are referred to as Figure S1-S10
in the article. The effect of the seafloor depth on the dispersion curves is shown in Figure
S1. 1-D S-velocity structure inversion discarding the data of higher frequencies than 0.25
Hz is given in Figure S2. Grid points for inverting 2-D phase-velocity maps is given in
Figure S3. Trade-off curves between RMS misfit and model variance for determining the
damping parameters are given in Figure S4. Standard deviations for 2-D phase-velocity
structures calculated by the bootstrap method are given in Figure S5. Checkerboard
tests for phase velocity distributions are given in Figure S6 and S7. An example of the
local 1-D non-liner inversion to estimate 3-D structure is shown in Figure S8. 3-D S-wave
velocity structure inferred from different initial models are given in Figure S9. Sensitivity
kernels of S-wave velocities for 1-D reference structure are given in Figure S10.
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Figure S2. 1-D S-velocity structure inversion discarding the data of higher frequencies
than 0.25 Hz, which showed low variance reductions in Figure 4d. (a) Phase velocity of
the fundamental mode of Rayleigh wave. Blue points show the average phase velocities.
The posterior probabilities were calculated for 1-D average S-wave velocity structures
using the MCMC method. (b) Phase velocity of the first-higher mode of Rayleigh wave.
Blue points show the 1-D average phase velocities. (c) S-wave velocity structure inferred
by the MCMC method. The blue line shows the median velocity at each 0.1 km depth
grid point.
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Figure S5. Standard deviations of phase velocities calculated by the bootstrap method
for the fundamental mode of Rayleigh wave using the vertical components (a — d), and
for the first-higher mode of Rayleigh wave using the radial components (e — g).
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Figure S6. Checkerboard test for phase velocity distribution. (a — d) Input models for the
fundamental mode of Rayleigh wave using the vertical components. (e — h) Resulted
models. (a, e) Input and resulted models using phase velocities of each path obtained at
0.1125 Hz. (b, f) Models using data obtained at 0.15 Hz. (c, g) Models using data
obtained at 0.2 Hz. (d, h) Models using data obtained at 0.25 Hz. The resolution
depends on the frequency mainly because the obtained number of station pairs are
different due to the quality of the cross spectrum.
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Figure S7. Checkerboard test for phase velocity distribution. (a—c) Input models for the
first-higher mode of Rayleigh wave using the radial components. (d — f) Resulted
models. (a, d) Input and resulted models using data obtained at 0.1875 Hz. (b, €) Models
using data obtained at 0.2125 Hz. (c, f) Models using data obtained at 0.25 Hz.
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Figure S8. An example of local 1-D inversion. (a) Phase velocities for each frequency.
Black dots show the phase velocities at a grid point. Grey curves show the dispersion
curves of the reference 1-D model. Red curves show those of the final 1-D model at the
grid point. (b) S-wave velocity models. Grey line shows the reference 1-D model and red
line shows the final 1-D model, respectively.
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Figure S9. Cross-sections of 3-D S-wave velocity structure inferred from different initial
models. (a) Locations of cross-sections. (b) Initial models. Initial model 1 is same as the
initial model discussed in this study. Initial models 2 and 3 were used for checking the
dependence of the final model on the initial models. (c) 3-D S-wave velocity model using
initial model 2. (d) 3-D S-wave velocity model using initial model 3.
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