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Abstract

This paper describes and evaluates novel parameterizations for accounting for the effect of rooftop mitigation strategies on

the urban environment, in the context of the mesoscale model Weather Research and Forecasting (WRF), coupled with a

urban canopy parameterization and a building energy model (BEP+BEM). Through the new implementation, the sensitivity of

near-surface air temperature and building energy consumption to different rooftop mitigation strategies is evaluated by means

of numerical simulations in idealized urban areas, for typical summer and winter conditions. Rooftop mitigation strategies

considered include cool roofs, green roofs and rooftop photovoltaic panels. Results indicate that near-surface air temperature

is reduced by all the RMSs during the summer period: cool roofs are the most efficient in decreasing air temperature (up to 1

°C on average), followed by green roofs and photovoltaic panels. Green roofs reveal to be the most efficient strategy in reducing

the energy consumption by air conditioning systems, up to 45%, while electricity produced by photovoltaic panels overcomes

energy demand by air conditioning systems. During wintertime, green roofs maintain a higher near-surface air temperature than

standard roofs. On the other hand, photovoltaic panels and cool roofs reduce near-surface air temperature, resulting in a reduced

thermal comfort. The results presented here show that the novel parameterization schemes implemented in the WRF model

can be a valuable tool to evaluate the effects of mitigation strategies in the urban environment. The new model is available as

part of the public release of WRF in version 4.3.

1



manuscript submitted to JGR: Atmospheres

Exploring the effects of rooftop mitigation strategies on1

urban temperatures and energy consumption2

A. Zonato1, A. Martilli2, E. Gutierrez4, F. Chen3, C. He3, M. Barlage3, D.3

Zardi1and L. Giovannini14

1Atmospheric Physics Group, Department of Civil, Environmental and Mechanical Engineering,5

University of Trento, Trento, Italy6
2Center for Energy, Environment and Technology (CIEMAT), Madrid, Spain7

3National Center for Atmospheric Research, Boulder, Colorado8
4Department of Mechanical Engineering, The City College of New York, New York9

Key Points:10
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• The new implementations include green roofs and photovoltaic panels, coupled with13
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Abstract17

This paper describes and evaluates novel parameterizations for accounting for the effect18

of rooftop mitigation strategies on the urban environment, in the context of the mesoscale19

model Weather Research and Forecasting (WRF), coupled with a urban canopy param-20

eterization and a building energy model (BEP+BEM). Through the new implementa-21

tion, the sensitivity of near-surface air temperature and building energy consumption to22

different rooftop mitigation strategies is evaluated by means of numerical simulations in23

idealized urban areas, for typical summer and winter conditions. Rooftop mitigation strate-24

gies considered include cool roofs, green roofs and rooftop photovoltaic panels. Results25

indicate that near-surface air temperature is reduced by all the RMSs during the sum-26

mer period: cool roofs are the most efficient in decreasing air temperature (up to 1°C27

on average), followed by green roofs and photovoltaic panels. Green roofs reveal to be28

the most efficient strategy in reducing the energy consumption by air conditioning sys-29

tems, up to 45%, while electricity produced by photovoltaic panels overcomes energy de-30

mand by air conditioning systems. During wintertime, green roofs maintain a higher near-31

surface air temperature than standard roofs. On the other hand, photovoltaic panels and32

cool roofs reduce near-surface air temperature, resulting in a reduced thermal comfort.33

The results presented here show that the novel parameterization schemes implemented34

in the WRF model can be a valuable tool to evaluate the effects of mitigation strategies35

in the urban environment. The new model is available as part of the public release of36

WRF in version 4.3.37

Plain Language Summary38

The increasing number and duration of heatwaves, is increasing the heat stress for39

people living in the cities, and largely increase energy resources. To face this problem,40

the deployment of rooftop mitigation strategies (RMS) such as cool roofs, green roofs,41

and rooftop photovoltaic panels is starting to be adopted worldwide, with the aim of im-42

proving thermal comfort for citizens and diminishing the energy demand for heating/cooling43

of buildings. This article presents the implementation of new numerical schemes, to con-44

sider the effect of the above-mentioned roof mitigation strategies on the urban environ-45

ment, incorporated with the Weather Research and Forecasting (WRF) mesoscale nu-46

merical weather prediction model. Different urban configurations have been investigated,47

varying the height of the buildings and the distance between them, in order to cover a48

large spectrum of possible cities. Results show that all rooftop technologies tested in this49

work increase thermal comfort and diminish energy consumption during summer. The50

effect of RMS increase with decreasing building height and with increasing building pack-51

ing density. Results pointed out that advanced parameterization schemes are needed to52

simulate the feedback between buildings and the atmosphere, which can be used by ur-53

ban planners to take choices to improve the sustainability of urban areas.54

Introduction55

It is well known that rooftop technologies, such as cool roofs (CRs), green roofs (GRs)56

or rooftop photovoltaic panels (RPVPs) can significantly modify fluxes of energy and57

momentum in the urban canopy layer (Santamouris, 2014). Their deployment is nowa-58

days largely adopted worldwide, with the aim of improving thermal comfort for citizens59

and diminishing the energy demand for heating/cooling of buildings (Lai et al., 2019).60

Therefore, a better understanding of the physical mechanisms driving the modifications61

induced by rooftop mitigation strategies (RMSs) is desirable, for quantifying their ef-62

fects on the urban environment, for a wide range of urban structures and under differ-63

ent climatic conditions. A better comprehension of these processes is receiving increas-64

ing attention from planners and policy makers, especially under growing urbanization65

and climate change (Chapman et al., 2017). In particular, the increasing number and66
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duration of heat waves interacts nonlinearly with the well known urban heat island phe-67

nomenon (Li & Bou-Zeid, 2013), resulting in extremely high heat stress for citizens and68

in an increased use of energy resources. On the other hand, cold winters present the same69

features of heat waves in terms of thermal discomfort and energy demand (Yang et al.,70

2014), despite cities remain warmer than the surrounding environment. The above-mentioned71

RMSs have been widely proposed in the literature in the recent years, and their effect72

have been investigated in different specific case studies. While all RMSs reduce the sen-73

sible heat release by roofs (and consequently the heat stored into the building materi-74

als), acting on the roof surface energy budget, the mechanisms for GRs, CRs and RPVPs75

are different. GRs redirect available energy to latent heat at the expense of sensible heat,76

increasing the evapotranspiration through the vegetation on the rooftop. On the other77

hand, CRs increase the reflection of the incoming solar radiation by increasing the roof78

albedo, and preventing the heat storage within roof materials. Finally, PVPs act as screens79

for the underlying roof, converting part of the incoming solar radiation into electricity.80

Several studies quantifies the impact of RMSs at the building scale, through field cam-81

paigns or numerical simulations (see e.g, Kolokotroni et al. (2013) for CRs, De Munck82

et al. (2013) for GRs and Dominguez et al. (2011) for PVPs). However, results cannot83

be simply upscaled to evaluate mitigation effects at the city scale, because the impact84

of RMSs depends on urban geometry, thermal properties of the building materials and85

climatic conditions, so a different approach is needed. To this purpose, some recent stud-86

ies employed mesoscale meteorological models to investigate the city-wide impact of RMSs,87

adopting urban parameterizations with various levels of complexity. For example, Li et88

al. (2014) evaluated the city-scale mitigation effect of CRs and GRs over the Baltimore-89

Washington metropolitan area, using the Weather Research and Forecasting (WRF) model90

coupled with the Princeton Urban Canopy Model, detecting improvements in terms of91

air temperature during an heat wave period of the same order of magnitude for the two92

roof technologies. Yang et al. (2014) incorporated the effect of green roofs in the single93

layer urban canopy model Noah/SLUCM (Kusaka et al., 2001) and tested it for several94

megacities, while de Munck et al. (2018) used the Town Energy Balance model (TEB,95

Masson (2000)), to evaluate the impact of various urban greening scenarios on thermal96

comfort and energy and water consumption for the city of Paris. For the same city, Masson97

et al. (2014) demonstrated that PVP arrays can reduce the near-surface air temperature,98

especially during nighttime. Finally, Salamanca et al. (2016) tested a novel PVP param-99

eterization coupled with the multilayer urban canopy scheme BEP+BEM (Martilli et100

al. (2002); Salamanca et al. (2010)) for the cities of Phoenix and Tucson, detecting a de-101

crease of both near-surface temperature and energy demand for air conditioning systems102

(ACSs).103

In general, all the above-mentioned studies proposed novel physically-based RMS104

parameterization schemes, which modify the roof surface energy budget, demonstrating105

a citywide decrease of air temperature during summer climatic conditions. However, these106

studies generally lack in generalization, since every RMS parameterization scheme is ap-107

plied for specific cities under unique climatic conditions. Hence, it is not possible to iden-108

tify the dependence of the impact of RMSs on urban geometry or atmospheric forcing.109

Moreover, despite RMSs are worldwide employed to improve thermal conditions in the110

urban environment during summertime, it is important to evaluate the city-scale effect111

induced by RMSs also during winter, with the aim of detecting possible reductions in112

temperatures that may increase thermal discomfort and energy demand for heating sys-113

tems.114

Accordingly, the present study offers a systematic evaluation of the impact of the115

three above mentioned RMSs (CRs, GRs and RPVPs) on both near-surface air temper-116

ature and building energy consumption (EC), for a wide range of idealized urban con-117

figurations and for two different climatic conditions. To this purpose, novel schemes have118

been developed for GRs and RPVPs, and incorporated in the BEP+BEM urban canopy119

scheme, in the context of the WRF mesoscale meteorological model (v4.1.2, Skamarock120

et al. (2019)). The modeling system adopted in the present study (WRF coupled with121

–3–
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Figure 1: Photovoltaic panel design, with a schematic representation of energy exchanges
with the underlying roof and the environment.

BEP+BEM) has been evaluated through the comparison against measurements in sev-122

eral cities, proving to be a suitable tool to reproduce meteorological conditions and EC123

in urban areas (Giovannini et al. (2014) and Salamanca et al. (2018)).124

The paper is organized as follows: Section 1 describes the schemes developed to cal-125

culate the surface energy budget of RPVPs and GRs, while Section 2 presents the set-126

up of the idealized simulations and the methods adopted to conduct the sensitivity anal-127

ysis. Simulations results are discussed in Section 3, focusing on the comparison between128

standard roofs and RMSs for different urban configurations and climatic conditions. Fi-129

nally, results are summarized and discussed in Section 4.130

1 The Rooftop Mitigation Strategies schemes131

1.1 The Rooftop Photovoltaic Panels parameterization132

The parameterization developed in this work in view of taking into account the ef-133

fects of RPVPs within BEP-BEM share similarities with the models developed by Masson134

et al. (2014) and Salamanca et al. (2016). Photovoltaic arrays are assumed to be par-135

allel and detached from roofs, and composed of a single layer. Here we calculate the tem-136

perature of the PVPs from the energy balance equation (Fig. 1):137

(1− αPV )SW ↓sky + LW ↓sky − LW
↑
PV + LW

l
roof−PV = EPV +H↑ +H↓ (1)

with (all terms in W m−2):138

• (1 − αPV )SW ↓sky: net shortwave radiation gained by the upward surface of the139

PVP, assuming an albedo αPV = 0.11.140

• LW ↓sky: incoming longwave radiation at the uppper surface of the PVP;141

• LW ↑PV = εPV σT
4
PV +(1− εPV )LW ↑sky: upward longwave radiation emitted and142

reflected by the PVP, with εPV = 0.93. TPV is the temperature of the photo-143

voltaic array.144
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• LW
l
roof−PV = 1

1−εPV
εPV

+
1−εroof
εroof

σ
(
T 4
PV − T 4

roof

)
: longwave ratiation exchanged145

between the downward face of the PVP and the upward face of the roof. Radi-146

ation fluxes coming from the PVP and from the roof are considered together in147

order to take into account the multiple reflections between the two surfaces.148

• EPV = ηPV SW
↓
skymin [1, 1− 0.005 (TPV − 298.15)]: energy production by the149

PVP. It takes into account that the efficiency of PVPs decreases at temperatures150

higher than 25°C; ηPV is the conversion efficiency of the PVP, i.e. the fraction of151

shortwave radiation converted into electricity. Efficiency varies from 7% for quan-152

tum dot cells to 44% for multijunction cells used in research applications (NREL,153

2020). In this work, since the most common arrays used for rooftop are mono- and154

poli-crystalline silicon PVPs, we use an efficiency ηPV = 0.15.155

• H↑ +H↓ =
(
h↑ + h↓

)
(TPV − Tair): the sensible heat fluxes at the upward and156

downward faces of the PVP. The formulation for h =

√
h2
c + a |V |b depends on157

empirical fits and is adopted from the EnergyPlus model (US Department of En-158

ergy, 2010), which has been validated against measurements (Scherba et al., 2011).159

hc depends on the material of the surface (glass, in this case), on whether the sur-160

face faces upward or downward, and on the sign of the difference between surface161

and air temperature. The absolute value of wind speed is taken at the first level162

of WRF above the roofs and it is supposed to be the same for the upward and down-163

ward face.164

While Masson et al. (2014) and Salamanca et al. (2016) parameterized TPV through165

its dependence on short-wave solar radiation, here we directly solve numerically Eq. (1),166

in a way similar to Du et al. (2016), through the iterative Newton-Raphson algorithm,167

to get a PVP temperature that depends on all the involved contributions. When PVPs168

are present, no solar radiation hits on the roof surface, so short-wave radiation is not con-169

sidered in the surface energy budget of the roof.170

1.2 The Green Roofs parameterization171

The land surface scheme for GRs has been developed based on De Munck et al. (2013)172

and Gutierrez (2015). It calculates energy and water budgets, taking into account in-173

coming net radiation, water input from precipitation and irrigation, evapotranspiration174

from vegetation, heat exchange with the atmosphere and diffusion of energy and mois-175

ture throughout the soil. The model is one dimensional, i.e. horizontal transport and sub-176

surface flows are neglected.177

A GR consists of ten layers with a total depth of ∼ 0.3 m (Fig. 2). Five levels (0.08178

m of total thickness) represent the organic matter substrate where vegetation grows. Veg-179

etation roots reach the bottom of the substrate, and vegetation is assumed to intercept180

all the incoming radiation from the atmosphere. One layer represents the drainage layer181

(0.05 m), where surplus water is removed. Finally, four levels describe the insulation layer,182

composed of a waterproofing membrane (0.003 m), an insulating sheet (0.06 m), a fur-183

ther waterproofing membrane (0.003 m), and finally a layer for insulating the structural184

roof (0.1 m).185

1.2.1 Hydrology for Green Roofs186

The latent heat flux LE is modeled considering only evaporation from soil mois-
ture and transpiration through leaves of the water absorbed by roots in the layers com-
posing the substrate:

LE =
ρaL (qsurf,S − qa)

Ra +RS
(2)

where ρa is the air density, L the latent heat of vaporization, (qsurf,S − qa) the differ-
ence between surface saturated specific humidity and the air specific humidity, Ra the

–5–
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Figure 2: Green roof design. Arrows refers to the sensible/latent heat exchange between
the different layers and the atmosphere.

aerodynamic resistance (Louis, 1979) and RS the stomatal resistance. The latter depends
on the atmospheric state, water availability, and vegetation features, and it is written
as:

RS =
RSmin

LAI F1F2F3F4
(3)

where RSmin is the minimum stomatal resistance of the vegetation, while LAI is the leaf
area index. F1 describes the effect of photosynthetic radiation, F2 the hydrological fea-
tures, F3 and F4 the effect on evapotranspiration of temperature and humidity respec-
tively (see Jacquemin and Noilhan (1990) for more details). The Richards’ equation (Short
et al., 1995) is used to represent the one-dimensional transport of soil moisture (Θ) through-
out the soil:

∂Θ

∂t
=

∂

∂z

(
D
∂Θ

∂z
+K

)
+ FΘ (4)

where D and K are respectively soil water diffusivity and hydraulic conductivity calcu-
lated as:

K = KS

(
Θ

ΘS

)2b+3

(5)

D =
−bKSΨs

Θ

(
Θ

ΘS

)b+3

(6)

Ψ = Ψs

(
ΘS

Θ

)b
is the moisture potential, b = 3.9 is an empirical coefficient of water187

retention of organic matter, while all the terms with the subscript ”S” refer to the soil188

in saturation conditions. FΘ considers all source and sink terms. For the uppermost layer189
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FΘ = Ir+P −E, where Ir is the irrigation, P the precipitation rate and E the evap-190

otranspiration. For the drainage layer, just under the substrate, FΘ = −K represents191

the surplus rain drained, if in excess.192

1.2.2 Thermodynamics for Green Roofs193

The heat transfer between GRs layers is calculated using the Fourier diffusion equa-
tion for soil temperature (T):

∂T

∂t
=

∂

∂z

(
λ
∂T

∂z

)
+ FT (7)

where FT represents source and sink terms. For the uppermost layer FT is calculated
from the surface energy balance:

FT = H − LE + (1− αGR)SW ↓sky + LW ↓sky − LW
↑
GR (8)

where αGR is the albedo of the GR, and LW ↑GR = εGRσT
4
GR is the long-wave radia-

tion emission of the GR, with εGR = 0.93 the emissivity of the GR and TGR its sur-
face temperature. For the layer close to the conventional roof, FT is the heat conduc-
tion flux calculated using the temperature gradient between the bottom layer of the nat-
ural roof and the uppermost layer of the structural roof, using a weighted average of their
thermal diffusivity. Thermal diffusivity for natural roof layers depends on soil moisture:

λ =

{
e−(log10|Ψ|+2.7)

CS
4.186× 107 if log10|Ψ| ≤ 5.1

4.1×10−5

CS
4.186× 107 if log10|Ψ| > 5.1

(9)

where CS = (1−Θ)Cd+ΘCw is the volumetric specific heat for wet soil, calculated as194

the weighted average of the volumetric specific heat for dry soil (Cd) and water (Cw).195

2 Methodology196

2.1 Set-up of the idealized simulations197

The set-up of the idealized simulations is similar to the one proposed in Pappaccogli198

et al. (2020). The effect of different RMSs on air temperature and EC has been evalu-199

ated through two-dimensional idealized simulations for various urban geometries and un-200

der different meteorological conditions. The idealized simulations, also thanks to their201

low computational cost, allows investigating a great number of cases, adopting different202

urban geometries under controlled atmospheric conditions. A total of 168 simulations203

has been performed for an ideal city situated at a latitude of 45°N. Two different sea-204

sons are simulated: a typical summer period (21-23 June, SUM hereafter) and a typi-205

cal winter period (21-23 December, WIN hereafter), to quantify the effects of rooftop mod-206

ifications with completely different solar radiation forcing. Simulations consist of a com-207

mon numerical domain (Fig. 3), composed of 200×3 grid cells with a horizontal spa-208

tial resolution of 1 km and 51 vertical grid cells with a finer resolution close to the ground,209

with 9 cells in the first 110 m. Simulations run with a time step of 10 s, starting at 0000210

LST for 72 h. The first 24 h are considered as spin-up period, while the last 48 h are taken211

into account for the sensitivity analysis. Initial conditions are specified adopting a po-212

tential temperature profile with a positive gradient of 3.5 K km−1 and a westerly wind213

with an intensity of 3 m s−1 constant with increasing height. Surface temperature is set214

to 27°C in SUM and to 4°C in WIN averywhere in the domain. Relative humidity is set215

to 20% and 50% at the surface for SUM and WIN respectively, linearly decreasing to 0%216

at ∼ 5000 m above ground level.217

Regarding physics parameterizations, the Bougeault and Lacarrere (1989) scheme218

is used as Planetary Boundary Layer (PBL) parameterization, while the Noah-MP (Niu219

et al., 2011) is adopted for land-surface processes. Stamnes et al. (1988) is used for short-220

wave radiation and the Rapid Radiative Transfer Model (RRTM, (Mlawer et al., 1997))221

–7–
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Figure 3: Schematic representation of the domain used for the idealized simulations. The
red line represents the cell chosen to analyze the numerical results (from (Pappaccogli et
al., 2020))

.

for long-wave radiation. Horizontal turbulent exchange coefficients are kept constant and222

equal to 300 m2 s−1. Finally, microphysics and cumulus schemes are turned off, to avoid223

the formation of clouds. Periodic lateral boundary conditions are set for all the input224

variables, in both N-S and W-E directions.225

A 23-km wide city is situated in the center of a completely flat domain, while the226

surrounding rural areas are classified as ”cropland”, according to the MODIFIED IGBP MODIS NOAH227

classification in WRF. The width of the city is the same for all the simulations, as well228

as buildings and urban ground thermal properties. Since this work aims at quantifying229

the impact of different mitigation strategies on air temperature and EC, several geomet-230

rical building features are tested, to consider a large spectrum of possible urban config-231

urations. In Fig. 4, the schematic representation of all the scenarios simulated in this232

work is shown. For all the simulations, the building width B is set to 10 m, and artifi-233

cial surfaces are supposed to occupy the entire cell, hence the urban fraction is set to 1.234

Urban geometry in the simulations varies depending on building height, which is set to235

5, 10, and 20 m, and building surface to total surface fraction, defined as λp = B/ (B + S),236

–8–
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Figure 4: Schematic representation of the 12 different urban configurations for the ideal-
ized simulations. B is the building width, S the street width, H the building height and
λp the building area to total area ratio.

where S is the street width. λp varies with the street width, that is set, ranging from237

scattered to packed configurations, equal to 30, 20, 10 and 5 m, resulting in λp = 0.25,238

0.33, 0.50 and 0.66 respectively. This range in λp has been identified by (Grimmond &239

Oke, 1999) as representative of most of the cities worldwide. Hence, the 12 possible build-240

ing geometric configurations represent a wide range of Local Climate Zones, from res-241

idential areas with low and scattered buildings, to city centers with high and compact242

buildings. For all the simulations, thermal and physical properties of buildings are kept243

constant (Tab. 1). In particular, building walls are assumed to be composed of solid brick,244

with windows covering 20% of the surface, while roofs are covered with clay tiles. For245

ground, we adopt thermal parameters of asphalt (values are taken from Oke et al. (2017)).246

SUM and WIN differs in indoor target temperature. It is set to 20°C for WIN and to247

25°C for SUM, according to the directive UNI/TS 11300–1 (UNI/TS 11300–1, 2014; Pap-248

paccogli et al., 2018). Internal temperature fluctuations of ± 2°C are permitted, and it249

is prescribed that the heating/cooling system is on during the whole time of the simu-250

lations. For WIN a coefficient of performance (COP) of 0.9 is adopted, which represents251

the average energy efficiency of most heating systems (i.e. gas and fuel fired boilers, elec-252

trical resistance heaters, heat pumps etc., (Martilli, 2014)), while for SUM it is set to253

3.5, representing the typical coefficient of performance of the ACS. In order to estimate254

the energy consumed per person (and to calculate the heat generated by inhabitants),255

0.02 person m−2 are assumed within buildings, a typical value for European cities (Eurostat,256

2018).257

2.2 Sensitivity analysis258

In this work, we quantify the effect of several RMSs with respect to standard roofs259

(STD), taken as reference simulation for each urban configuration, for a total of 12 dif-260

ferent urban geometries (combination of three building heights and four λp). In partic-261

ular, a total of six RMSs are tested, as here summarized:262

• Cool Roof (CR): for this scenario, the standard roof albedo (Tab. 1) is replaced263

with α = 0.80;264

–9–
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Table 1: Thermal and physical parameters for the idealized simulations.

Roof Walls Road

Heat Capacity (MJ m−3 K−1 ) 1.77 1.37 1.94
Thermal Conductivity (W m−1 K−1) 0.84 0.83 0.75

Albedo 0.30 0.35 0.15
Emissivity 0.90 0.90 0.95

Target Temp. for ACs (°C) 25 (SUM), 20 (WIN)
Percentage of windows 20%

Persons per area (person m−2) 0.02

• Green Roof with grass (GRASS): the standard roof is supposed to be completely265

covered with a green roof, as shown in Fig. 2. The GR is covered by grass, assum-266

ing LAI = 2, αgr = 0.154, RSmin
= 40 and initial green roof soil moisture SM267

= 0.2 m3 m−3;268

• Green Roof with sedum (SEDUM): same as GRASS, but in this case the GR is269

covered with sedum, assuming LAI = 3, αgr = 0.3, and RSmin
= 150. Sedum is270

more frequently used for GRs in dry climates, due to their ability to withstand271

long periods of heat and water stress by partially closing their stomata during the272

day (De Munck et al., 2013);273

• Green Roof with grass and irrigation (GRASS+IRRI): same as GRASS, but as-274

suming to irrigate the GR vegetation in the period 0100-0300 LST. A total of 25275

L m−2 of water per week (as in de Munck et al. (2018)) is set at the surface of the276

uppermost GR layer;277

• Photovoltaic panels (PVP): photovoltaic panels with albedo α = 0.11 and efficiency278

ηPV = 0.15 (Salamanca et al., 2016) are assumed to be superimposed over all the279

roofs, detached from them.280

• Green Roof with grass and photovoltaic panels (GRASS+PVP): same as GRASS,281

but with the GR covered with PVPs. Radiation is assumed not to reach the veg-282

etation, hence the GR is completely in the shadow of the PVPs.283

3 Results284

In this section the differences in 2-m air temperature and EC between the simu-285

lations implementing the RMSs and STD are evaluated. Results are analyzed consid-286

ering both the full diurnal cycles, to understand when RMSs are more effective, and the287

average differences over all the simulation period, to evaluate which is the best mitiga-288

tion strategy and with which urban configuration. Finally, the analysis focuses on tem-289

perature and energy budget time series at the roof level, to understand the physics gov-290

erning each RMS. Results are presented separately for SUM and WIN, to better under-291

stand the effects of the RMSs in the two seasons. Since the diurnal cycles of the vari-292

ables considered here are very similar on the two days analyzed, we decided to average293

both days into a single diurnal cycle, to cancel out random fluctuations and obtain more294

robust results.295

3.1 Summertime296

Figure 5 shows the diurnal cycle of 2-m air temperature (left) and EC by air con-297

ditioning per person (right) for the central cell representing the idealized city in the STD298

simulations. The solid line represents the mean value of the different simulations, while299
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Figure 5: Summertime average air temperature at 2 m AGL (left) and energy consump-
tion per person (right) averaged over a single diurnal cycle for the STD simulations (red
line). The red shaded regions represent the variability obtained in the simulations with
different urban configurations. Shaded background indicates nighttime hours

the variability is shown by the shaded regions. On average, a maximum temperature of300

∼ 35°C is reached at 1400 LST, while minimum temperature is ∼ 27 °C at 0500 LST.301

These temperature values are representative of typical climatic conditions during a strong302

heatwave in an urban area at mid latitudes. Temperature variability between different303

urban configurations is low during daytime, while it becomes larger during nighttime,304

because of the strong influence of the urban geometry on UHI intensity during nighttime305

(Martilli (2014),Zonato et al. (2020)). EC is very low during nighttime, when indoor tem-306

perature decreases below the target value and ACSs are not needed, while it reaches its307

maximum around 1500 LST (∼ 1.6 kWh per person), shifted by one hour with respect308

to the 2-m air temperature peak, due to the thermal inertia of building materials. The309

variability of EC between different urban configurations is higher during daytime with310

respect to temperature variability, since EC for each cell does not depend only on ex-311

ternal temperature, but has a strong dependence also on urban morphology, and in par-312

ticular on the number of floors in each cell. In fact, buildings with more than one floor313

exhibit a lower EC per person, since overlaying floors insulate lower floors and reduce314

heat dispersion in the vertical direction.315

3.1.1 Impact on 2-m air temperature316

Figure 6 shows the time series of 2-m air temperature differences between the STD317

scenario and all the RMSs for all the possible urban configurations. A feature common318

to all RMSs is a decrease in temperature for all configurations, with higher differences319

for lower buildings (the roof surface is closer to the ground, so the effect of the RMSs320

is more intense) and higher λp (the cooling effect increases as a larger ground surface is321

covered by buildings). For all RMSs, the diurnal cycles in Fig. 6 are mainly driven by322

radiation: the largest mitigation effect takes place in the central hours of the day (1100-323

1300 LST), when less available radiation is converted into sensible heat, and slightly de-324

creases reaching the sunset. During the first hours of the night, when sensible heat stored325

in building materials starts to be released, RMSs affect air temperature, due to the re-326

duced storage of heat within buildings. However, their effect rapidly vanishes around sun-327

rise (0500-0600 LST), when small positive differences (i.e. higher temperatures) are present,328
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Figure 6: Summertime 2-m air temperature differences between STD and each RMS,
averaged for the central urban cell, and for a single diurnal cycle. Building height is kept
constant along the rows, while λp along the columns. Shaded background indicates night-
time hours.

except for the PVP case. This is due to the larger temperature gradients between roof329

surfaces and air, and, as a consequence, higher sensible heat fluxes, as will be shown in330

Section 3.1.3.331

Quantifying the effect of RMSs, the higher impact is detected in the H = 5 m, λp332

= 0.66 configuration (panel (d)), with a maximum reduction of ∼ 1.9°C at 1200 LST for333

CR and of ∼ 1.8°C at 1100 LST for GRASS+PVP. They are followed by GRASS+IRRI334

and GRASS, which reduce the temperature during the peak of solar radiation of ∼ 1.4°C335

and ∼ 1.2°C respectively. The difference between these two cases, i.e. with and without336

irrigation, increases as the simulation time advances: indeed, while for GRASS the soil337

moisture contininues to diminish, for GRASS+IRRI the soil moisture is periodically in-338

creased by irrigation (not shown). SEDUM and PVP display an average temperature339

reduction of ∼ 0.8°C, with the peak at 1300 LST for the latter. Despite SEDUM and340

GRASS share the same roof design, the different type of vegetation deployed on the roof341

changes the impact on the surface energy balance. Grass is more efficient with respect342

to sedum in converting solar radiation to latent heat flux, resulting in a lower outgoing343

sensible heat flux. While from 0600 to 1900 LST GRs and CRs are the most effective344

RMSs, from 0300 to 0600 LST PVP becomes the most efficient, since this simulation does345

not show a marked reduction of temperature difference around sunrise as in the others346

RMSs.347

In order to quantify the average effect of the different RMSs varying the urban con-348

figuration, 2-m air temperature differences are averaged for all the period of simulation349

and compared for each building height (Fig. 7). As said before, CR is the most effec-350

tive RMS, with an average reduction of ∼ 1.2°C, followed by GRASS+PVP, with a re-351

duction of ∼ 1°C for the configuration with H = 5 m and λp = 0.66 (panel (c)). In gen-352

eral, all the RMSs show a quasi-linear decrease of temperature with increasing λp, with353

increasing negative slope as the efficiency of the RMS increases. For example, for 5-m354

high buildings the difference between CR and SEDUM is of ∼ 0.3°C for λp = 0.25 and355

of ∼ 0.9°C for λp = 0.66. With increasing building height the effect of the RMSs dimin-356

ishes, and so does also the difference between the slopes. PVP is the only RMS that does357

not show a linear trend with λp: while for λp < 0.5 the temperature reduction is higher358
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Figure 7: Summertime 2-m air temperature differences for each RMS averaged over all
the period of simulations, depending on λp. The left panel shows 5-m building configura-
tions, central panel 10-m buildings, and right panel 20-m buildings.

than in GRASS and GRASS+IRRI, for λp = 0.66 its effect is lower than in GRASS and359

GRASS+IRRI, indicating a saturation of the mitigation effect at high λp values.360

While linearity of mitigation is evident with respect to λp, temperature reduction361

is not linear with decreasing building height: if λp is kept constant, the difference in tem-362

perature reduction between H = 5 m and H = 10 m is higher compared to that observed363

between H = 10 m and H = 20. Again, SEDUM is the least efficient strategy in miti-364

gating 2-m air temperature, since this type of vegetation converts less radiation into la-365

tent heat flux with respect to all the simulations with grass. Focusing on GRASS and366

GRASS+IRRI, it is possible to notice that GRASS+IRRI is slightly more efficient in re-367

ducing 2-m air temperature: assuming to irrigate the GR during nighttime, the latent368

heat flux during daytime will be higher with respect to the case without irrigation, re-369

sulting in a reduced sensible heat flux release. Moreover, if we assume to deploy a pho-370

tovoltaic layer over the green roof, the combined effect of the PVP and of the vegeta-371

tion makes this RMS comparable with CR.372

3.1.2 Impact on energy consumption373

Figure 8 shows the time series of the differences in EC per person between STD374

and all the RMSs for all the possible urban configurations. Also in this case it can be375

seen that the effect of the RMSs increases with increasing λp and with decreasing build-376

ing height. RMSs impact is more significant in the floor close to the roof, therefore a higher377

reduction of EC is found for low buildings, composed of a single floor, than for higher378

buildings, where the effect on lower floors is lower. The different RMSs do not affect EC379

in the same way they affect air temperature: the largest reduction occurs at 1500 LST380

for CR, coincident with the EC peak, and at 1700 LST for simulations with GRs and381

for PVP. The shift in time of the maximum difference is probably linked to the higher382

thermal inertia of insulating waterproof layers of which the GRs are made, and to the383

screening effect of the PVPs. All the simulations implementing GRs show a similar max-384

imum reduction in EC, by ∼ 0.8 kWh per person for H = 5 m, larger than the decreases385

in CR (∼ 0.6 KWh per person) and PVP (∼ 0.3 kWh per person). However CR displays386

a higher EC reduction in the night and in the morning. It is remarkable that, despite387

different types of vegetation and soil moisture, GR cases show the same reduction in EC.388
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Figure 8: Differences in energy consumption per person between STD and each RMS
averaged for the central urban cell and for a single diurnal cycle during summertime.
Building height is kept constant along the rows, while λp along the columns. Shaded
background indicates nighttime hours.

Table 2: Summertime energy saving per person on average and in percentage by PVP
simulations including electricity produced by photovoltaic modules.

H
λp 0.3 0.5 1 2

5 m (kWh per person) −2.25 (−312%) −2.25 (−316%) −2.26 (−329%) −2.27 (−354%)

10 m (kWh per person) −1.13 (−152%) −1.14 (−157%) −1.14 (−173%) −1.14 (−194%)

20 m (kWh per person) −0.57 (−80%) −0.57 (−86%) −0.58 (−99%) −0.58 (−117%)

This means that the impact of the insulating waterproof layer, which prevents heat from389

penetrating into the roof, is more important than the effect of the different surface en-390

ergy balance. If the energy produced by PVPs is neglected in the net computation of391

EC, the PVP case is the least efficient in diminishing EC, since PVPs act as a screen for392

shortwave radiation, but they also transmit heat to the underlying roof through infrared393

radiation.394

In Fig. 9, the cumulative difference in EC per person is shown for each RMS, ex-395

pressed as percentage with respect to the STD case, for all the period of simulation and396

for each urban configuration. The EC decreases linearly with growing λp for all the RMSs:397

this linearity is mainly due to the linear decrease of 2-m air temperature, that contributes398

to diminish the EC by ACSs. As shown in Fig. 8, all the simulations implementing GRs399

perform similarly in reducing EC, with a cumulative decrease comparable to the CR case.400

While CR and simulations with GRs can diminish EC up to 30-45% for 5-m buildings,401

PVP is less efficient in reducing EC, with values up to 13-18%. In fact, while CRs pre-402

vent 80% of radiation to reach the roof, PVPs reflect only 11% of radiation and convert403

an additional 15% into electricity. Therefore, radiation entering the surface energy bud-404

get is almost four times higher in PVP with respect to CR. Moreover, no additional in-405

sulating layers as in the simulations with GRs are implemented in PVP, resulting in a406
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Figure 9: Variation (percentage) in energy consumption per person with respect to the
STD case, for each RMS for all the period of simulation during summertime, depending
on λp. The left panel shows results for 5-m buildings, the central panel for 10- m build-
ings and right panel for 20-m buildings.

higher heat flux through the roof layers. However, if we assume to instantly use electric-407

ity produced by PVPs for the ACSs energy supply, we have a surplus of energy with re-408

spect to consumption (if the energy saving in Table 2 is less than -100%, the production409

overcomes the demand). In the worst case scenario (H = 20 m, λp = 0.25), the produc-410

tion of electricity allows a decrease of EC of ∼ 80% (-0.57 kWh per person on average),411

while for H = 5 m and λp = 0.66, each building consumes around one third of the to-412

tal energy produced by PVPs (2.25 kWh per person on average), under the assumption413

that the roof surface is totally covered by PVPs.414

3.1.3 Temperatures and energy budget at the roof level415

Figures 10 and 11 show the diurnal cycles of air and roof temperatures and of sur-416

face fluxes, respectively, for a roof situated in the center of the city, for all the simula-417

tions in the configuration with H = 10 m and λp = 0.50. This configuration has been418

chosen as an example to highlight the effects of the RMSs on the surface energy bud-419

get and on air and roof temperatures. Considering STD, surface temperature reaches420

its maximum value (∼ 45°C) around noon, with a corresponding maximum in the out-421

going sensible heat flux of ∼ 400 W m−2. On the other hand, the peak of the internal422

roof layer temperature is reached at 1700 LST (∼ 36°C), due to the thermal inertia of423

building materials. During nighttime surface roof temperature is always lower than the424

temperature of the internal layer, reaching a minimum value of ∼ 25°C at 0400 LST.425

CRs have a significant impact on surface temperature, with maximum values reach-426

ing ∼ 34°C, i.e. 12°C less than the standard roof, influencing also near-surface air tem-427

perature. Also the temperature of the internal roof layer is diminished by 4°C, causing428

the decrease of EC. In this case, the sensible heat flux is almost null during nighttime429

and in the first hours of the day, and it becomes positive only in the late morning. Re-430

garding the scenarios implementing GRs, it is clear that the emission of latent heat flux431

from vegetation and natural soil is the principal factor in diminishing air temperature.432

Looking at GRASS, the maximum temperature of vegetation is lower with respect to the433

standard roof temperature by ∼ 5°C, especially in the first part of the day. Moreover,434

the latent heat flux always overcomes the sensible heat flux. The peak of latent heat flux435
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Figure 10: Summertime temperature diurnal cycles of first air layer above the roof
(dashed blue), vegetated roof surface (green), upper roof layer (red), lower roof layer
(gray), and PVP (purple), for the central cell representing the city, for the configuration
with H = 10 and λp = 0.50. The temperature of the upper roof layer of STD is repre-
sented in pink also in the other panels for comparison. Shaded background indicates
nighttime hours.

occurs at noon, one hour before the peak of sensible heat flux: this means that the im-436

pact of vegetation is more marked in the earlier hours of the day, resulting in a higher437

difference with respect to standard roofs during this period, when also 2-m air temper-438

ature differences are larger, as shown in Fig. 6. Also the temperature of the internal roof439

layer is lower (∼ 5°C) with respect to STD: in this case, the waterproof insulating lay-440

ers of the green roof prevent the heat to diffuse through building materials, and hence441

inside building rooms. This is evident also observing the indoor sensible heat flux, which442

is almost null for all the cases with GRs. Differences in magnitude between sensible and443

latent heat flux are even bigger in the GRASS+IRRI case, since irrigation contributes444

to increase the soil moisture of the GR, and hence to increase the latent heat flux. On445

the other hand, since sedum is less efficient in converting solar radiation into latent heat446

flux with respect to grass, the roof temperature in SEDUM is similar to the one of STD,447

but with higher values in the second part of the day, probably because of the reduced448

diffusion of heat towards the internal layers of the roof, due to the waterproof insulat-449

ing layers. However, the temperature of the internal roof layer in SEDUM is compara-450

ble to the one in GRASS, strengthening the hypothesis that processes taking place within451

the building are not significantly affected by the vegetation type, but rather by the ther-452

mal properties of building materials.453

Focusing on the PVP case, the panel temperature reaches very high maximum val-454

ues (∼ 70°C), corresponding to the peak of solar radiation. Despite a considerably higher455

temperature with respect to the environment, the outgoing heat flux from the PVP is456

lower with respect to the one from the standard roof surface, because the material con-457

stituting the PVP is less efficient in releasing heat. As a consequence, the sum of the sen-458

sible heat flux from the PVP and the roof is lower than the sensible heat flux in STD.459

This means that, despite the higher temperature of the PVP with respect to the stan-460

dard roof, the reduced total sensible heat flux diminishes air temperature with respect461

to STD. Moreover, the shading effect exerted by the PVP on the roof, despite the long-462

wave radiation exchange between the two surfaces, decreases the surface temperature of463
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Figure 11: Summertime diurnal cycles of sensible heat flux for standard roof (red), veg-
etated roof (green), indoor (grey), PVP (purple) and of latent heat flux for vegetation
(blue), for the central cell representing the city, for the configuration with H = 10 and λp
= 0.50. The sensible heat flux of STD is represented in pink also in the other panels for
comparison. Shaded background indicates nighttime hours

the roof by ∼ 5°C, resulting in a lower EC by buildings during daytime. On the other464

hand, during nighttime, PVP temperature is lower than both air and roof temperature,465

resulting in a negative heat flux (i.e. heat goes from the environment to the PVP), con-466

tributing in decreasing air temperature during nighttime. Similar results, from exper-467

imental campaigns, are shown by Broadbent2019 (over bare soil) and Dominguez2011468

(over a flat roof). In both studies, the temperature of the PVP is ∼ 30°C higher dur-469

ing daytime and ∼ 10°C lower during nighttime with respect to the one of the under-470

lying surface.471

No substantial differences with respect to PVP are shown by GRASS+PVP, con-472

sidering both heat fluxes and the temperature of the PVP; this means that the heat ex-473

change processes are not significantly influenced by the characteristics of the underly-474

ing surface. On the other hand, shading affects the heat exchange between vegetation475

and the atmosphere: vegetation temperature in GRASS+PVP is slightly lower during476

daytime than in GRASS, because there is no radiation reaching the vegetation.477

3.2 Wintertime478

Figure 12 shows the diurnal cycle of 2-m air temperature (left) and EC per per-479

son due to space heating (right) during wintertime for the central cell representing the480

idealized city in the STD simulations. On average, the maximum temperature reached481

by the simulations is ∼ 6°C at 1300 LST, while the minimum value is ∼ 1°C at 0800 LST482

depicting, as expected, a lower diurnal variability than the summer scenario. Temper-483

ature variability between different urban configurations is again larger during nighttime,484

due to the dependence of the UHI effect on urban geometry, with a range of ∼ 4°C be-485

tween the different urban configurations. EC trend with time is opposite with respect486

to the summer case: EC is minimum, with even null values for some urban configura-487

tions during the central hours of the day, when solar radiation warms building materi-488

als, while it increases during nighttime, keeping a quasi-constant value from 0000 to 0600489

LST. Also in this case EC variability between different urban configurations is higher490

with respect to temperature variability.491
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Figure 12: Wintertime average air temperature at 2 m AGL (left) and energy consump-
tion per person (right) averaged over a single diurnal cycle for the STD simulations (blue
line). The blue shaded regions represent the variability obtained in the simulations with
different urban configurations. Shaded background indicates nighttime hours

3.2.1 Impact on 2-m air temperature492

Figure 13 shows the time series of 2-m air temperature differences between STD493

and all the RMSs for all the possible urban configurations. It is worth noting that, op-494

posite to the summer season, during wintertime a higher temperature is beneficial both495

for thermal comfort and for EC. Figure 13 shows that in winter not all the RMSs de-496

crease 2-m air temperature, as was highlighted for the summer season (Fig. 5). In gen-497

eral, temperature in the simulations implementing GRs is higher than in STD, especially498

during nighttime, while CR and PVP display a decrease in air temperature. The peak499

of temperature decrease for CR coincides with the peak of solar radiation, while for PVP500

the effect is larger during nighttime. For all the RMSs and all the urban configurations,501

the differences with respect to STD are smaller than in the summer case: being winter502

solar radiation considerably lower than during summertime, also the modification of the503

surface energy budget induced by the RMSs is less significant in winter than in summer.504

Also in this case the highest differences with respect to STD occur in urban configura-505

tions with higher λp and lower buildings. In general, simulations with PVPs exhibit the506

lowest temperatures, especially during nighttime, with a decrease in 2-m air tempera-507

ture up to ∼ 0.8°C. This is probably due to the shadowing effect of the PVP, that avoids508

the storage of heat within the roof, with a consequent minor release during nighttime,509

and to the low temperature of the PVPs, inducing a negative heat flux (see Section 3.2.3).510

The diurnal cycle of 2-m air temperature differences for CR is similar to the summer case,511

with the highest negative difference at noon (∼ -0.6°C for most cases). On the other hand,512

during nighttime CR maintains a temperature ∼ 0.1°C lower than STD, and differences513

become null at sunrise. Therefore, the negative effect caused by the temperature decrease514

is less significant in CR with respect to PVP, since it acts especially during daytime. Sim-515

ulations implementing GRs present the highest dissimilarities compared to the summer516

case: while during the central hours of the day (when thermal comfort is higher than at517

nighttime) 2-m air temperature differences with STD are negative (∼ -0.4°C for all the518

configurations with λp = 0.66), in the evening and during nighttime all simulations with519

GRs show a higher temperature than STD, up to ∼ 0.4°C for SEDUM. The increase in520

temperature, which is beneficial for both thermal comfort and EC, is mainly due to the521

–18–



manuscript submitted to JGR: Atmospheres

Figure 13: Wintertime 2-m air temperature differences between STD and each RMS,
averaged for the central urban cell, and for a single diurnal cycle. Building height is kept
constant along the rows, while λp along the columns. Shaded background indicates night-
time hours.

combination of the higher thermal capacity of the GR with respect to the standard roof522

(heat stored during daytime, and released in higher amounts during nighttime) and to523

the low latent heat flux during daytime (the low winter radiation never makes the la-524

tent heat flux to overcome the sensible one, as shown in Fig. 18). This is due to the fact525

that the stomatal resistance is inversely proportional to the solar radiation and conse-526

quently the conversion of solar radiation into latent heat is less favoured during winter-527

time. The effect of the reduced latent heat is clear if we refer to SEDUM: sedum veg-528

etation is less efficient in converting solar radiation into latent heat flux, therefore this529

RMS is the one that shows the highest temperature differences with respect to STD. Fi-530

nally, GRASS+PVP behaves similarly to the other simulations with GRs during night-531

time, while during daytime the shadowing of the PVPs causes a reduction of the 2-m air532

temperature.533

On average (Fig. 14), 2-m temperature differences induced by the RMSs slightly534

increase with increasing λp for the H = 5 m cases (with the exception of PVP), while535

they are almost constant for H = 10 m. On the contrary, simulations exhibit a decrease536

of 2-m temperature differences with increasing λp for H = 20 m (with the exception of537

CR). SEDUM is the RMS which shows the largest increase in temperature, and thus the538

largest benefit in terms of thermal comfort, up to ∼ 0.2°C for the configuration with λp539

= 0.66 and H = 5 m. GRASS+PVP is influenced by the reduction in temperature in-540

duced by the PVP, with positive differences (∼ 0.1°C) for H = 5 m and a reduction of541

∼ 0.1°C for H = 10 m and H = 20 m. Finally, differences in CR and PVP are always542

negative. PVP shows the highest decrease in temperature (and thus the worst impact543

on thermal comfort), with values of ∼ -0.5°C for all the simulations. It can also be ob-544

served that positive differences (cases with GRs) decrease with increasing building height,545

while negative differences (CR and PVP) assume similar values for all the heights con-546

sidered, hence the negative effect due to the temperature decrease does not depend on547

the building height.548
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Figure 14: Wintertime 2 m air temperature differences for each RMS averaged over all
the period of simulations, depending on λp. The left panel shows 5-m building configura-
tions, the central panel 10-m buildings, and the right panel 20-m buildings.

3.2.2 Impact on energy consumption549

Figure 15 shows the time series of the differences in EC per person due to space550

heating between STD and all the RMSs for all the urban configurations. Since EC is low551

during daytime, the effect of the RMSs takes place mainly during nighttime hours. Dur-552

ing the night, at constant H (i.e. for each row of Fig. 15) the differences in EC induced553

by the variation of λp are very low, due to fact that temperature differences are not in-554

fluenced by this parameter (cf. Fig. 14). The influence of GRs on EC does not depend555

on the type of vegetation and on soil moisture, since all the simulations with GRs show556

the same trend. In particular, while during daytime the differences with STD are small,557

from 0000 to 0600 LST all simulations with GRs depict a constant decrease in EC, up558

to 2.5 kWh per person for the H = 5 m cases, where the effect is stronger, since build-559

ings are composed of a single floor. Concerning CR, there is always an increase in EC560

by heating, especially for low buildings. Differences are almost null or slightly positive561

during nighttime, when the modified roof albedo does not affect the energy budget of562

the roof surface, while they display a maximum around 1600 LST, due to the reduction563

of the roof surface temperature. The results for PVP are similar during daytime, with564

a small increase in EC by heating, but lower in magnitude than in CR. On the other hand,565

from 0000 to 1000 LST in PVP there is a decrease in EC: while during daytime PVPs566

reduce roof surface temperature, during nighttime they trap the infrared radiation emit-567

ted by the roof, keeping it warmer than in STD (see Fig. 17)568

Figure 16 shows the cumulative differences in percentage of EC by heating per per-569

son between all RMSs and STD for all the simulations. As shown above,for the same build-570

ing height, differences are almost insensitive to λp. Therefore, contrary to the summer571

case, street width does not influence the effect of RMSs on EC. Regarding PVP, differ-572

ences are always negative but close to zero (∼ 5% for the H = 5 m cases); this is due to573

the compensation of increased EC during daytime and reduced EC during nighttime. In574

Table 3 the energy saving per person, in percentage and on average over the period of575

integration, in the PVP simulations is shown, assuming to instantly use the energy pro-576

duced by the photovoltaic modules for heating: in contrast to the summer case, during577

wintertime electricity production never overcomes energy demand, due to the fact that578
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Figure 15: Differences in energy consumption per person between STD and each RMS
averaged for the central urban cell and for a single diurnal cycle during wintertime. Build-
ing height is kept constant along the rows, while λp along the columns. Shaded back-
ground indicates nighttime hours (Notice that the range of the axes is different varying
the building height).

Table 3: Wintertime energy saving per person on average and in percentage by PVP
simulations including electricity produced by photovoltaic modules.

H
λp 0.3 0.5 1 2

5 m (kWh per person) −0.73 (−17%) −0.72 (−17%) −0.69 (−17%) −0.68 (−15%)

10 m (kWh per person) −0.36 (−14%) −0.36 (−14%) −0.37 (−14%) −0.38 (−15%)

20 m (kWh per person) −0.16 (−9%) −0.17 (−9%) −0.18 (−11%) −0.19 (−12%)

the energy produced by PVPs is lower than during summertime, due to the lower incom-579

ing solar radiation. The maximum reduction is of 0.73 kWh per person, compared to 2.25580

kWh per person in the summer period, roughly three times higher). In particular, the581

maximum percentage saving of ∼ 17% is reached for the H = 5 m cases, while for 20-582

m tall buildings, EC can be reduced by up to 12%. On the other hand, CR always in-583

creases EC by ∼ 10% for all the urban configurations. Again, all simulations with GRs584

show a relevant saving of EC by heating. In particular, the combined effect of insula-585

tion by waterproof layers and higher thermal capacity consents a saving in EC up to ∼586

40% for the H = 5 m cases, and a reduction of EC of ∼ 30% and ∼ 25% for the H = 10587

m and H = 20 m cases respectively. As in the summer case, there are no relevant dif-588

ferences induced by the GR vegetation type or the soil moisture availability, indicating589

that the insulating layers are the dominating effect in reducing EC by heating.590

3.2.3 Temperatures and energy budget at the roof level591

Figures 17 and 18 show the time series of air and roof temperature and of heat fluxes592

respectively, for the configuration with λp = 0.50 and H = 10 m for the winter season,593
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Figure 16: Variation (percentage) in energy consumption per person with respect to the
STD case, for each RMS for all the period of simulation during wintertime, depending on
λp. The left panel shows results for 5-m buildings, the central panel for 10- m buildings
and right panel for 20-m buildings.

for all the simulations. Considering STD, as in the summer season, roof temperature is594

higher than air temperature during daytime and lower during nighttime, reaching a max-595

imum temperature of ∼ 10°C at 1300 LST and a minimum value of ∼ 0°C after sunset.596

Contrarily to the summer case, the temperature of the internal roof layer is always higher597

than both air and roof surface temperature, since a target temperature of 20°C is required598

for the building rooms. The temperature of the internal roof layer oscillates between ∼599

10°C during nighttime and ∼ 14°C during daytime, always lower than the target tem-600

perature. Since the temperature of the internal roof layer is always higher than the ex-601

ternal surface temperature, indoor sensible heat flux is always outgoing (i.e. from the602

internal room to the environment), with minimum values during daytime, when radia-603

tion heats the roof. CR behaves as in the summer case: roof temperature is reduced, and604

it is always comparable with air temperature. Internal roof temperature is lower than605

STD, especially during daytime. During daytime PVP acts similarly to CR: the PVP606

prevents the radiation to reach the roof surface, thus the roof is cooler than in STD, de-607

spite the PVP temperature reaches ∼ 17°C. On the other hand, during nighttime, the608

roof, shielded by the PVP, is warmer (∼ 5°C) than STD. PVP temperature during night-609

time is much lower than air temperature, with differences of ∼ 5°C, with a resulting neg-610

ative PVP sensible heat flux (∼ -20 W m−2) and lower air temperature with respect to611

STD. Simulations with GRs instead show an increase of roof surface temperature with612

respect to STD, especially after 1300 LST and during nighttime. In this time period GRs613

are warmer than STD by ∼ 5°C due to the combination of i) the reduced upward latent614

heat flux (almost null even during daytime), due to a lower incoming short-wave radi-615

ation in the winter season with respect to summertime and ii) the higher thermal capac-616

ity of the GR layers with respect to the standard roof, resulting in a reduction of the up-617

ward sensible heat flux during daytime, and an increase during nighttime. In fact, while618

the peak of the upward sensible heat flux in STD is ∼ 100 W m−2, the peak in the sim-619

ulations with GRs is ∼ 60 W m−2 and shifted in time, due to the higher thermal iner-620

tia. Moreover, just after sunset, the upward sensible heat flux assumes slightly positive621

values, increasing outdoor temperature, as seen in Sec. 3.2.1. The effect of insulating wa-622

terproof layers is again clear looking at the temperature of the internal roof layer, that623

is constantly warmer than in STD by ∼ 7°C, and from the indoor sensible heat flux, that624
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Figure 17: Wintertime diurnal cycle of temperature of near-surface air (dashed blue),
vegetated roof (green), upper roof layer (red), lower roof layer (gray) and PVP (purple),
for the central cell representing the city, for the H = 10, λp = 0.50 configuration. The
temperature of the upper roof layer of STD is represented in pink also in the other panels
for comparison. Shaded background indicates nighttime hours.

oscillates around zero. Regarding SEDUM, the lower efficiency in converting radiation625

into latent heat flux with respect to grass is beneficial during wintertime, since roof sur-626

face temperature is higher than in GRASS, and contributes to increase air temperature.627

Finally, GRASS+PVP highlights the negative effects of PVP during daytime (decrease628

of roof temperature with respect to STD), and the benefits of GRs during nighttime (higher629

roof temperature and thermal insulation that prevents the dissipation of heat through630

the roof layers).631

4 Discussion and conclusions632

This study presented the results of two-dimensional idealized simulations with the633

mesoscale WRF model in the urban environment, implementing innovative parameter-634

izations of RMSs, coupled with the BEP-BEM urban parameterization schemes. In par-635

ticular, simulations were performed under two different climatic conditions (i.e. summer-636

time and wintertime), for twelve different urban configurations, with the aim of quan-637

tifying the effect of different RMSs, i.e. cool roofs, green roofs and rooftop photovoltaic638

panels, on 2-m air temperature and on EC, for several urban geometries. Below we sum-639

marize the key results, highlighting the main differences between simulations implement-640

ing rooftop mitigation strategies and a simulation with standard roofs, taken as the ref-641

erence:642

• Dependence of air temperature on urban configuration.643

The mitigation effect on air temperature varies almost linearly with the building644

surface to total surface fraction (λp) during summertime, while in wintertime it645

linearly increases only for 5-m high buildings. The mitigation effect is higher for646

low buildings, with a non-linear decrease of the impact with building height. There-647

fore, the urban configuration with the lowest buildings and the highest λp (H =648

5 m and λp = 0.66) shows the highest effect of the RMSs.649

• Dependence of energy consumption on urban configuration.650
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Figure 18: Wintertime diurnal cycle of sensible heat flux for standard roof (red), veg-
etated roof (green), indoor (grey), PVP (purple) and of latent heat flux for vegetation
(blue), for the central cell representing the city, for the H = 10, λp = 0.50 configuration.
The sensible heat flux of STD is represented in pink also in the other panels for compari-
son. Shaded background indicates nighttime hours.

During summertime, similarly to temperature, the saving of EC per person by ACSs651

induced by RMSs increases linearly with λp, and decreases with building height,652

since RMSs act mostly on the floor just below the roof. During wintertime, in-653

stead, no dependence of EC by heating with varying λp was detected. As in the654

summer case, the energy saving percentage decreases as the building height increases.655

• Temperature mitigation during summertime656

All mitigation strategies induce a decrease in air temperature with respect to the657

standard roof, with a greater effect during daytime. For all the RMSs, the high-658

est temperature reduction occurs at 1000 LST and lasts for all the day, with the659

exception of the period close to sunrise, apart for PVP. In general, CR is the most660

efficient in reducing summer temperatures, with a maximum decrease of ∼ 1.8°C661

and a daily average decrease of ∼ 1°C for the urban configuration with H = 5m662

and λp = 0.66. The second most efficient RMS is GRASS+PVP, thanks to the663

superposition of the beneficial effects of PVPs and of the GR. GRASS and GRASS+IRRI664

performs similarly, with a slightly lower temperature for GRASS+IRRI, because665

of the larger latent heat flux release due to the higher soil moisture (average mit-666

igation of ∼ 0.7°C). SEDUM is the RMS with the smallest impact on air temper-667

ature: sedum vegetation is less efficient in converting solar radiation into latent668

heat flux, hence the mitigation effect is in general less than half with respect to669

GRASS. PVP temperature decrease, during daytime, is comparable to SEDUM670

for most urban configurations. However, during nighttime, since PVP reduces the671

heat stored within the building materials, it maintains a lower temperature even672

at sunrise (differently from the other RMSs), resulting, on average, as efficient as673

GRASS.674

• Energy consumption during summertime675

In general, all RMSs decrease EC by ACSs, with the maximum saving during the676

late afternoon. All simulations implementing GRs show the same behaviour, since677

for EC the dominant feature is the insulating effect of the waterproof layers con-678

stituting the GR (and not the vegetation type), and they are the most efficient679
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during daytime. The effect of CR is lower with respect to the simulations with GRs680

during daytime, while during nighttime hours it overcomes all the other RMSs,681

because the increased albedo avoid the storage on heat within the roof. On av-682

erage, CR and simulations with GRs are comparable in terms of energy saved (-683

45% for the urban configuration with H = 5 m and λp = 0.66), while PVP ensures684

a saving up to 15%. If we assume to employ all the electricity produced by PVPs685

for the ACSs supply, we obtain a net gain for all urban configurations, with a en-686

ergy production up to ∼ 350% of the EC for 5-m buildings.687

• Temperature mitigation during wintertime688

Contrary to summertime, during wintertime RMSs are beneficial if they induce689

an increase of air temperature. During wintertime, CR and PVP act similarly to690

the summer period, i.e. diminishing temperature during all the day, with higher691

reductions during daytime, corresponding to the peak of solar radiation. However,692

since during wintertime solar radiation forcing is weaker, the reduction is limited693

to up to ∼ 0.3 °C for CR, around six time less than in summertime, and ∼ 0.4 °C694

for PVP. On the other hand, all simulations with GRs perform differently with695

respect to summertime. Since the latent heat flux is greatly reduced, because of696

the dependence of stomatal resistance on solar radiation, more energy is stored697

into building materials. As a consequence, more heat is released during nighttime:698

since sedum vegetation is the less efficient in triggering evapotranspiration, SE-699

DUM is the most efficient in warming up during wintertime, with an average in-700

crease of ∼ 0.2°C for the configuration with H = 5 m and λp = 0.66.701

• Energy consumption during wintertime702

The temperature decrease induced by CR during wintertime causes an increase703

in EC by heating of ∼ 10% for all the urban configurations. On the other hand,704

PVP slightly decreases the energy demand, because of the screen effect induced705

by the PVP for infrared radiation during nighttime, despite lower outdoor tem-706

peratures. The electricity produced by PVPs is not sufficient to cover all the EC707

by heating, due to the lower energy production from the low incoming solar ra-708

diation. All the simulations with GRs, because of the combined effect of increased709

external temperatures and of the insulating layer (that prevents the diffusion of710

indoor heat through the roof), reduce EC up to 40% for the urban configurations711

with H = 5 m (assuming an initial indoor temperature equal to the target tem-712

perature).713

The aim of this study was to quantify the effect of various rooftop mitigation technolo-714

gies under different climatic conditions, in order to set a benchmark for urban climate715

studies. A wide range of urban configurations under two typical climate scenarios was716

investigated, so as to provide a comprehensive set of results, that can be representative717

of most mid-latitude cities. Results pointed out that advanced parameterization schemes718

are needed to simulated the complex feedback between buildings and the atmosphere,719

in order to obtain reliable results, that can be used by urban planners and decision-makers720

to take informed choices to improve the sustainability of urban areas.721

Data Availability Statement722

Simulations output can be found at: Zonato, Andrea (2021): SIMULATIONS SUM-723

MER. figshare. Dataset. https://figshare.com/articles/dataset/SIMULATIONS SU724

ER/14282420 and Zonato, Andrea (2021): SIMULATION WINTER. figshare. Dataset.725

https://figshare.com/articles/dataset/SIMULATIONS WINTER/14282177 while the726

code will be included into the WRF version 4.3.727
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