
P
os
te
d
on

21
N
ov

20
22

—
T
h
e
co
p
y
ri
gh

t
h
ol
d
er

is
th
e
au

th
or
/f
u
n
d
er
.
A
ll
ri
gh

ts
re
se
rv
ed
.
N
o
re
u
se

w
it
h
ou

t
p
er
m
is
si
on

.
—

h
tt
p
s:
//
d
oi
.o
rg
/1
0.
10
02
/e
ss
oa
r.
10
50
66
13
.1

—
T
h
is

a
p
re
p
ri
n
t
a
n
d
h
as

n
ot

b
ee
n
p
ee
r
re
v
ie
w
ed
.
D
a
ta

m
ay

b
e
p
re
li
m
in
a
ry
.

Predicting nitrate exposure from groundwater wells using machine

learning and meteorological conditions

Randall Etheridge1, Jacob Hochard2, Ariane Peralta1, and Thomas Vogel1

1East Carolina University
2University of Wyoming

November 21, 2022

Abstract

Private groundwater wells have the potential to be an unmonitored source of contaminants that can harm human health for

millions of people throughout the United States. Developing models that predict potential exposure to contaminants, such as

nitrate, could guide sampling efforts and allow the residents to take action to reduce their risk. Machine learning models have

been successful in predicting nitrate contamination using geospatial information such as proximity to nitrate sources or soil

type, but previous models have not considered meteorological factors that change temporally. In this study, we test random

forest (regression and classification) and linear regression models to predict nitrate contamination of wells using rainfall and

temperature records over the previous 180-days. We trained and tested models for (1) all of North Carolina, (2) each geographic

region in North Carolina, (3) a three-county region with high density animal agriculture, and (4) a three-county region with a

low density of animal agriculture. All regression models had poor predictive performance (R2 = 0.04) for all areas tested. The

random forest classification model for the coastal plain region showed fair agreement (Cohen’s kappa = 0.23) when trying to

predict whether contamination occurred. All other classification models had slight or poor predictive performance. Our results

show that temporal changes in rainfall and temperature alone are not enough to predict nitrate contamination in most areas of

North Carolina but show potential in the coastal plain region.
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Abstract 10 

Private groundwater wells have the potential to be an unmonitored source of contaminants that 11 

can harm human health for millions of people throughout the United States. Developing models 12 

that predict potential exposure to contaminants, such as nitrate, could guide sampling efforts and 13 

allow the residents to take action to reduce their risk. Machine learning models have been 14 

successful in predicting nitrate contamination using geospatial information such as proximity to 15 

nitrate sources or soil type, but previous models have not considered meteorological factors that 16 

change temporally. In this study, we test random forest (regression and classification) and linear 17 

regression models to predict nitrate contamination of wells using rainfall and temperature records 18 

over the previous 180-days. We trained and tested models for (1) all of North Carolina, (2) each 19 

geographic region in North Carolina, (3) a three-county region with high density animal 20 

agriculture, and (4) a three-county region with a low density of animal agriculture. All regression 21 

models had poor predictive performance (R2 < 0.04) for all areas tested. The random forest 22 

classification model for the coastal plain region showed fair agreement (Cohen’s kappa = 0.23) 23 

when trying to predict whether contamination occurred. All other classification models had slight 24 

or poor predictive performance. Our results show that temporal changes in rainfall and 25 

temperature alone are not enough to predict nitrate contamination in most areas of North 26 

Carolina but show potential in the coastal plain region.  27 
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Introduction 28 

Private groundwater wells are the source of drinking water for 45 million people in the United 29 

States of which 2.4 million are in North Carolina (NCDHHS, 2019). The regular testing required 30 

for public water distribution systems is not required for private wells, which makes these wells a 31 

potential unknown source of contaminants that can harm human health (Rogan & Brady, 2009). 32 

For example, in North Carolina private groundwater wells are only required to be tested when 33 

they are drilled (NCDHHS, 2019). Annual testing is recommended, but it is rarely carried out 34 

due to the cost or low perception of risk (Jones et al., 2005; Postma et al., 2011). Since a low-35 

cost and regular testing program is not available to serve the millions of private wells, it would 36 

be valuable to develop low-cost alternate methods of determining risk of contamination that use 37 

readily available data to guide sampling efforts and protect human health. 38 

 Nitrate is a drinking water contaminant widely known for causing methemoglobinemia, 39 

also known as blue baby syndrome. The EPA recommended maximum concentration in drinking 40 

water of 10 mg L-1 of nitrate-nitrogen was set to reduce the occurrence of methemoglobinemia 41 

(Rogan & Brady, 2009; Ward et al., 2018). There is evidence of many additional health effects of 42 

nitrate in drinking water when concentrations are below the 10 mg L-1 limit. The risks include 43 

specific cancers and birth defects (Schullehner et al., 2018; Ward et al., 2018). These health 44 

effects show the importance of being able to determine the likelihood of nitrate concentrations 45 

being slightly elevated in drinking water. Public water systems are required to monitor nitrate 46 

concentrations in drinking water, whereas regular testing is not required for private wells. 47 

Monitoring of nitrate levels is also more economical in drinking water treatment plants that can 48 

measure the nitrate concentration at one point to protect the health of its hundreds to thousands 49 

of customers. Nitrate analysis of private drinking water wells usually occurs through collecting a 50 

sample and sending it to a laboratory (Rogan & Brady, 2009). This only allows the well owner to 51 

know the quality of their drinking water at the time the sample was collected. It does not account 52 

for how the concentrations of contaminants may change through time. There is a need for a 53 

method to determine risk of private well owners that does not require expensive sampling and 54 

can account for changing conditions through time. 55 

 Wheeler et al. (2015) and Messier et al. (2019) developed random forest models to 56 

predict nitrate contamination in private groundwater wells in Iowa and North Carolina, 57 

respectively. Their models were primarily based on geospatial characteristics such as proximity 58 
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to potential sources of nitrate, land use, aquifer characteristics, and soil types. The models they 59 

developed have few variables that account for changes through time. However, the potential 60 

importance of seasonal patterns and annual variations is illustrated by year and month being two 61 

of the top three most important variables for a model developed for North Carolina (Messier et 62 

al., 2019) and year being one of the top ten most important variables in Iowa (Wheeler et al., 63 

2015).  64 

 Abiotic factors (e.g., temperature, precipitation) factors that change through time affect 65 

nitrate concentrations in surface water and groundwater (Petry et al., 2002; Rivett et al., 2008; 66 

Stuart et al., 2011). Temperature is a primary driver of the rates of biological processes that alter 67 

nitrate concentrations such as nitrification and denitrification (Kadlec, 2012; van Kessel, 1977; 68 

Stanford et al., 1975; Stark, 1996). The rates of these processes are typically at their highest 69 

during the growing season when temperatures are the highest. Rainfall is another meteorological 70 

factor that alters nitrate transport and transformation. Hydrological conditions in soils often drive 71 

the predominant nitrate transformation process with saturated conditions promoting nitrate loss 72 

to the atmosphere through denitrification and unsaturated conditions promoting nitrate 73 

accumulation if there is a source of organic nitrogen or ammonium (Foulquier et al., 2013; 74 

Kadlec, 2012; Peralta et al., 2013). Nitrate transport is also linked to rainfall as storm events can 75 

mobilize nitrate that has accumulated in the soil (Baker & Showers, 2019; Hinckley et al., 2019; 76 

Jordan et al., 2003). The seasonal and annual variations in rainfall and temperature promote 77 

determining whether these variables are major drivers of nitrate contamination in private 78 

groundwater wells. Wheeler et al. (2015) did take into account climate variables such as the 79 

mean annual precipitation, mean annual minimum temperature, and mean annual maximum 80 

temperature, but these do not show how the changes in these variables have the potential to alter 81 

concentrations at shorter time scales. They found that precipitation and mean annual maximum 82 

temperature were important variables for predicting potential contamination (Wheeler et al. 83 

2015). 84 

 The results of previous work in predicting nitrate in private groundwaters wells and 85 

current knowledge of the factors that influence nitrate concentration dynamics point to the 86 

potential of temperature and rainfall affecting nitrate contamination and human health. The 87 

objectives of this study were to develop and test multiple models that predict nitrate 88 

contamination in private drinking water wells in the three geographic regions of North Carolina 89 
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based on temperature and precipitation records over the previous 180 days to determine whether 90 

these temporal variables can be used to assess risk of contamination. Our modeling approach 91 

used both linear regression and random forest models to predict nitrate contamination using only 92 

preceding rainfall and temperature. Our models exclude geospatial variables (e.g. area of 93 

agricultural land within 1 km radius or number of hog lagoons within 5 km radius) that have 94 

been used in other modeling efforts in an attempt to create a simpler model that only uses readily 95 

available meteorological parameters. 96 

Methods 97 

Study area and nitrate data 98 

The dataset used in this project comes from private wells in North Carolina that were measured 99 

for nitrate by the North Carolina Department of Health and Human Services State Laboratory for 100 

Public Health (SLPH) from 2013 to 2018. Samples that are run by the SLPH are typically 101 

collected by county health officials before being sent to the laboratory. This dataset does not 102 

include samples processed by private laboratories; however, it contains samples from all 100 103 

counties in North Carolina. To facilitate matching with meteorological data, samples were 104 

georeferenced based on the residential address reported for each sample. A custom fuzzy 105 

matching algorithm was used to join the addresses from our dataset with those in the North 106 

Carolina Master Address Dataset for georeferencing. Samples that were not matched with an 107 

address were not included in our models. Our statewide dataset included 12,140 georeferenced 108 

samples (Figure 1A). Geographic regions were used as a simplistic means of dividing the 109 

samples into regions of different geology. We expected the transport and transformation of 110 

nitrate to vary in each region based on the geological properties; therefore, the explanatory 111 

variables were expected to differ between each region. When divided into geographic regions, 112 

the mountains, piedmont, and coastal plain had 2,584, 6,813 and 2,779 samples, respectively 113 

(Figure 1A). 114 

Recognizing our approach does not take into account sources of nitrate for each well, we 115 

developed models for two subsets of counties that have different types and density of sources of 116 

nitrate. These two subsets are similar geographically and geologically. The first subset includes 117 

Bladen, Duplin and Sampson counties (animal production – AP; Figure 1B). These counties 118 

were chosen due to the high density of animal production operations that could serve as a source 119 

of nitrate (Burkholder et al., 2007; Osterberg & Wallinga, 2004). The models developed by 120 
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Messier et al. (2019) showed location relative to a hog lagoon or a poultry farm as important 121 

variables for prediction of groundwater well nitrate. Duplin and Sampson counties are the top 122 

two pork producing counties in the United States and Bladen County ranks eleventh (USDA, 123 

2019). The second subset includes Cumberland, Harnett, and Lee counties (control – C; Figure 124 

1B). The density of animal production is much lower in these neighboring counties. Identifying 125 

different important variables in models developed for the two county subsets could show the 126 

importance of nitrate source in the factors that drive nitrate contamination. All modeling methods 127 

were tested for the whole state, each geographic region and the two county subsets so a total of 128 

six models were developed for each method. 129 

 130 

Figure 1: (A) Location of nitrate samples included in our analysis and North Carolina counties 131 

shaded based on region. (B) Samples with nitrate-nitrogen concentrations above 1 mg L-1 and 132 

locations of the two county subsets. 133 

 The minimum detection limit of nitrate for samples run by the SLPH is 1 mg L-1 of 134 

nitrate-nitrogen. As a result of this relatively high minimum detection limit, 76% of the samples 135 

in our dataset had no detected nitrate. For models that were developed to predict nitrate 136 

concentrations, a concentration of 0.5 mg L-1 was used for samples below the detection limit. 137 

Due to the evidence that slightly elevated nitrate concentrations can have health effects, detection 138 

A 

B 
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of nitrate at or above 1 mg L-1 of nitrate-nitrogen was used for models that were trying to predict 139 

whether a well was contaminated or not contaminated. 140 

Temperature and precipitation data 141 

The Oregon State University PRISM Climate Group (2004) historical data were the source of the 142 

temperature and precipitation data. The daily precipitation depth and temperature (°F) at each 143 

sample location was recorded for 180 days prior to sample collection through the day of sample 144 

collection. Records of temperature and precipitation depth were divided into periods of lag until 145 

sample collection of 0, 7, 14, 21, 30, 60, 90, 120, 150, and 180 days. 146 

The daily sum, maximum, and mean precipitation depths were recorded for each lag 147 

period for each sample. Nitrate transport and transformation from surface sources are likely to be 148 

different for periods with high intensity rainfall that falls during a small portion of the lag period 149 

(e.g. during a hurricane) compared to low intensity rainfall that is distributed throughout the lag 150 

period. This likely difference is the reason that the sum, maximum, and mean precipitation 151 

depths are all included as variables for model testing. The daily minimum, maximum, mean 152 

minimum, mean maximum, mean average (i.e. mean of daily mean temperature over previous n 153 

days) temperatures were recorded for each lag period for each sample. All these variables were 154 

included in model testing due to the potential for short-term and seasonal trends in temperature 155 

to alter rates of nitrate transformation processes. 156 

Model testing 157 

Random forests continuous models and lasso regression models were utilized to predict nitrate 158 

concentration based on the temperature and precipitation prior to sample collection. Random 159 

forests were used because of their previous success in handling complex interactions and 160 

uncovering functions and relationships in environmental data (Nelson et al., 2018; Rahmati et al., 161 

2019). Lasso regression was used because of its ability to choose the most important explanatory 162 

variables for inclusion in the model (Efron et al., 2004). In addition to the regression models, 163 

random forests classification models were utilized to predict whether a well was contaminated or 164 

not contaminated with nitrate. Although a regression model that predicts the nitrate concentration 165 

would be more useful for quantifying health risk, the work by Messier et al. (2019) showed the 166 

challenges of predicting nitrate concentrations in North Carolina due to the large number of 167 

samples where nitrate was below the detection limit. A classification model would help identify 168 

periods where well water may not be safe for drinking. This would allow targeted sampling to 169 
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determine whether a well is contaminated or allow the residents to use an alternate source of 170 

water during the period of time the well may be contaminated. The model development and 171 

testing was carried out in the R environment (R Version 4.0.3, R Core Team, 2019) using the 172 

tidymodels, tune, and workflow packages. The random forests models were fit using the ranger 173 

package and lasso regression models were fit using the glmnet package. 174 

All the models were fit and tested with 5-fold cross validation following a split into a 175 

training and testing data sets. Root mean square error (RMSE) and the coefficient of 176 

determination (R2) were used to assess model fit for the regression models. The model with the 177 

highest R2 for the training set was applied to the testing data for further assessment. Accuracy 178 

and Cohen’s kappa were used to assess model fit for the classification models.  The model with 179 

the highest Cohen’s kappa was also applied to the testing data. The variable importance scores 180 

and the significant variables were recorded for the random forests and lasso regression models, 181 

respectively, to determine the most important explanatory variables. 182 

Results and Discussion 183 

Regression model performance 184 

The random forests regression models for the six different datasets had poor predictive 185 

performance (Table 1). The best training and test fits were for the coastal plain and control 186 

datasets. The five most important variables for each of the random forest regression models are 187 

listed in Table 2 and a full list of variable importance factors can be found in the supplemental 188 

information. Due to the poor performance of the models, variable importance is only discussed 189 

based on trends that hold for nearly all models. All the models had four or five of the top five 190 

most important variables related to temperature when attempting to predict nitrate concentrations 191 

using random forest regression models. The coastal plain and control datasets, which performed 192 

the best, have the variables with the greatest lag between the meteorological factor and sample 193 

collection. 194 

Similarly, the lasso regression models performed poorly for each of the datasets (Table 1). The 195 

coastal plain dataset had the best performance for the lasso models as it did for the random forest 196 

regression models. The number of variables included in the models ranged from 38 for the 197 

coastal plain to zero for the mountain region. The variables with the coefficients of greatest 198 

magnitude are shown in Figure 2. A list of all variables included in the models can be found in 199 

the supplemental information. In contrast to the most important variables for the random forest 200 
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models, the variables with coefficients of greatest magnitude were all related to precipitation. 201 

Similar to the most important variables for random forest models, the variables with coefficients 202 

of greatest magnitude for the most accurate models had greater lag times. The 180-day mean 203 

rainfall was included in four out of six models and in each case has a negative coefficient with 204 

magnitude greater than 0.85. These models indicate that elevated long-term rainfall typically 205 

decreases nitrate concentrations in well water. These results could also indicate that 206 

meteorological records longer than 180 days are needed to accurately model the influence of 207 

rainfall on groundwater nitrate concentrations. This aligns with groundwater travel time research 208 

that has been conducted in North Carolina’s coastal plain that show groundwater travel time 209 

from source to a stream can be years (Gilmore et al., 2016; Solomon et al., 2015). 210 

Table 1: Summary of regression model performance for training and test splits for each dataset. 211 

Dataset R2 – training RMSE – training (mg L-1) R2 – test RMSE – test (mg L-1) 

Random Forests 

State -0.005 2.36 -0.006 1.83 

Coastal Plain 0.006 2.44 0.033 2.73 

Piedmont -0.01 1.94 -0.017 3.52 

Mountain -0.09 1.93 -0.021 1.39 

AP -0.15 4.62 -0.020 2.48 

C -0.016 2.35 0.013 4.84 

Lasso Regression 

State 0.003 2.36 0 1.83 

Coastal Plain 0.03 2.40 0.028 2.74 

Piedmont -0.001 1.93 0 3.49 

Mountain -0.011 1.89 0 1.37 

AP -0.03 4.38 -0.07 2.55 

C -0.015 2.38 -0.023 4.92 

AP - Animal Production; C - Control; RMSE - Root Mean Square Error 

  212 
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Table 2: Five most important explanatory variables for the random forest regression models. The 213 

explanatory variables come from the Oregon State University PRISM Climate Group historical 214 

data. 215 

Dataset Variable 1 Variable 2 Variable 3 Variable 4 Variable 5 

State 90-day T 

mean average 

60-day T 

min 

14-day T 

mean average 

14-day T max 0-day T min 

Coastal Plain 90-day T 

mean min 

21-day T 

mean min 

120-day P 

sum 

60-day T 

mean min 

90-day T 

maximum 

Piedmont 14-day T 

mean average 

14-day T 

mean max 

60-day T min 60-day T 

mean average 

21-day T 

mean average 

Mountain 14-day T min 180-day P 

mean 

7-day T mean 

average 

30-day T 

mean average 

7-day T mean 

max 

AP 60-day T max 60-day T 

min 

7-day T max 90-day T 

mean average 

120-day P 

mean 

C 60-day T min 90-day T 

min 

120-day T 

mean min 

120-day T 

min 

90-day T 

mean min 

AP - Animal Production; C - Control 

 216 

 217 

Figure 2: Coefficients of greatest magnitude for variables in the lasso regression models. 218 

Classification model performance 219 

The random forest classification models all had predictive accuracy at 0.68 or above; however, 220 

the strength of agreement based on Cohen’s kappa ranged from poor (<0) to fair (0.2-0.4) 221 

(Landis & Koch, 1977). Most of the models fit into the slight (0-0.2) agreement category with 222 

the coastal plain model being the only model in the fair category. It is interesting to note that the 223 
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animal production dataset had the lowest Cohen’s kappa of any dataset and it is located in the 224 

coastal plain. This indicates that rainfall and temperature are not the primary factors that 225 

influence nitrate contamination in this area of dense animal production. The models developed 226 

by Messier et al. (2019) that attempted to predict the class of concentration (<1, 1-5, ≥ 5 mg L-1) 227 

of each well had kappa values with fair strength of agreement. Their models performed well in 228 

the animal production area. Our results combined with previous results promote the training and 229 

testing of models that take into account geospatial factors such as proximity to a nitrate source 230 

and temporal changes in rainfall and temperature. 231 

Table 3: Summary of classification model performance for training and test splits for each 232 

dataset. 233 

Dataset Accuracy – training Kappa – training Accuracy – test Kappa – test 

State 0.74 0.052 0.75 0.074 

Coastal Plain 0.80 0.150 0.81 0.232 

Piedmont 0.68 0.036 0.68 0.081 

Mountain 0.84 0.055 0.83 0.074 

AP 0.76 -0.002 0.83 -0.060 

C 0.68 0.140 0.68 0.050 

AP - Animal Production; C - Control 

 234 

 The five most important explanatory variables for the random forest classification models 235 

are shown in Table 4. The full ranking of explanatory variables can be found in the supplemental 236 

information. All of the most important variables for the coastal plain and statewide models have 237 

lag times of 120 days or greater. The 180-day precipitation sum and mean were important 238 

variables in both models, which again shows that our work may not include a long enough record 239 

of rainfall. The important variables for all models indicate that near-term (less than one month) 240 

precipitation has little influence on the risk of nitrate contamination. The trends for temperature 241 

are not as clear as multiple models include temperature lag from zero to 30-days.  242 
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Table 4: Five most important explanatory variables for the classification models. 243 

Dataset Variable 1 Variable 2 Variable 3 Variable 4 Variable 5 

State 180-day T 

mean max 

180-day P 

sum 

180-day P 

mean 

180-day T 

mean average 

150-day T 

mean max 

Coastal Plain 150-day T 

max 

180-day P 

sum 

180-day P 

mean 

180-day T 

max 

120-day T 

max 

Piedmont 180-day P 

max 

180-day P 

mean 

0-day T min 150-day P 

max 

180-day P 

sum 

Mountain 21-day T 

mean max 

30-day T 

mean max 

30-day T 

max 

60-day P 

mean 

30-day T 

mean min 

AP 14-day T min 60-day T min 150-day T 

mean min 

120-day T 

max 

180-day T 

max 

C 150-day P 

max 

150-day T 

mean average 

150-day P 

sum 

60-day P 

mean 

90-day T 

mean min 

AP - Animal Production; C - Control 

 244 

Area and Regional Differences 245 

The models developed in this study typically had poor predictive performance; however, there 246 

are some common trends across the models that show differences between the regions and areas. 247 

The models for the coastal plain showed the best potential for predicting nitrate contamination 248 

based on temperature and rainfall. The lag duration of the most important variables typically 249 

decreased as you moved from the coastal plain to the piedmont and into the mountains. This may 250 

indicate a more direct linkage between the source of the contaminant and the contaminated well 251 

in the western part of the state. That is, the travel time from the source of nitrate to the 252 

groundwater well is much lower in the mountains than it is in the coastal plain. 253 

 An unexpected result from this study was the animal production (AP) area models had 254 

worse predictive power than the control area models. We expected the AP models to perform 255 

better because the high density of nitrate sources throughout the area would decrease the 256 

variability caused by having a lack of nitrate sources at the larger scales. The models for the 257 

control area were expected to have worse predictive power due to a more random placement of 258 

nitrate sources that the models would not have been able to take into account. Well depth was the 259 

most important variable for Wheeler et al. (2015) when predicting nitrate contamination in Iowa. 260 

Messier et al. (2019) and our models for North Carolina did not include well depth due to this 261 

variable not being readily available at the state or county level. Developing models that combine 262 

well depth, geospatial variables, and temporal variation in temperature and rainfall is the next 263 

step toward accurately assessing the risk of nitrate contamination in drinking water wells.  264 
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Conclusion 265 

Assessing and reducing the risk of groundwater well nitrate contamination has the potential to 266 

improve human health in rural areas. Machine learning models have proven acceptable for 267 

predicting nitrate contamination risk in Iowa and North Carolina based on geospatial variable 268 

input. In this study, we developed and tested models for predicting nitrate contamination risks 269 

based on temperature and rainfall over the previous 180-days for different regions of North 270 

Carolina. The machine learning models (regression and classification) for the coastal plain 271 

performed the best of the tested models; however, their performance was only fair. This work 272 

underscores the need for variables in addition to rainfall and temperature to predict nitrate 273 

contamination risk accurately. Future work should test models that include temporal variables, 274 

well depth, and geospatial variable to predict contamination risk. 275 
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Table S1: Variable importance factors for the random forest regression models. 386 

 387 

Variable State Coastal Plain Piedmont Mountain AP C 

0-day P sum 0.124 0.104 0.452 0.306 0.082 0.054 

0-day T min 2.443 0.275 2.827 0.161 0.392 0.102 

0-day T mean min 0.959 0.475 1.056 0.666 0.372 0.124 

0-day P max 0.292 0.084 0.517 0.169 0.103 0.089 

0-day T mean max 0.752 0.353 1.263 0.485 0.526 0.099 

0-day T max 0.458 0.383 0.451 0.582 0.227 0.127 

0-day P mean 0.275 0.074 0.600 0.181 0.099 0.101 

0-day T mean average 1.561 0.444 1.731 0.376 0.269 0.118 

7-day P sum 0.614 0.225 0.653 0.159 0.164 0.070 

7-day T min 1.064 0.486 0.930 0.411 0.499 0.270 

7-day T mean min 0.614 0.406 0.761 0.689 0.464 0.301 

7-day P max 0.620 0.266 0.395 0.213 0.281 0.135 

7-day T mean max 0.928 0.549 0.785 0.915 0.610 0.262 

7-day T max 1.060 0.414 0.634 0.685 0.778 0.312 

7-day P mean 0.685 0.194 0.628 0.193 0.181 0.069 

7-day T mean average 0.842 0.399 0.921 1.052 0.513 0.328 

14-day P sum 0.849 0.241 0.696 0.273 0.175 0.153 

14-day T min 0.969 0.509 1.670 1.114 0.501 0.248 

14-day T mean min 1.295 0.504 1.671 0.476 0.443 0.396 

14-day P max 0.398 0.290 0.423 0.168 0.164 0.197 

14-day T mean max 1.221 0.343 3.537 0.435 0.593 0.140 

14-day T max 2.546 0.445 1.386 0.439 0.518 0.211 

14-day P mean 0.534 0.305 0.801 0.329 0.246 0.227 

14-day T mean average 2.610 0.477 6.204 0.699 0.578 0.266 

21-day P sum 0.383 0.286 0.377 0.301 0.336 0.289 

21-day T min 0.871 0.628 2.039 0.747 0.410 0.312 

21-day T mean min 1.083 0.750 1.250 0.570 0.569 0.322 

21-day P max 0.255 0.239 1.017 0.134 0.200 0.115 

21-day T mean max 1.865 0.349 1.473 0.846 0.440 0.129 

21-day T max 0.972 0.395 0.892 0.352 0.583 0.131 

21-day P mean 0.385 0.278 0.401 0.272 0.276 0.369 

21-day T mean average 0.797 0.515 2.891 0.645 0.514 0.427 

30-day P sum 0.462 0.427 0.379 0.449 0.360 0.277 

30-day T min 0.705 0.487 0.806 0.760 0.559 0.308 

30-day T mean min 1.190 0.490 1.576 0.467 0.441 0.327 

30-day P max 0.366 0.248 0.409 0.209 0.355 0.084 

30-day T mean max 1.167 0.340 1.629 0.325 0.498 0.310 

30-day T max 0.763 0.328 1.849 0.347 0.718 0.171 

30-day P mean 0.366 0.484 0.433 0.729 0.314 0.354 
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Variable State Coastal Plain Piedmont Mountain AP C 

30-day T mean average 1.905 0.628 1.778 0.936 0.638 0.362 

60-day P sum 0.462 0.392 0.386 0.316 0.446 0.307 

60-day P max 0.324 0.250 0.329 0.186 0.115 0.209 

60-day P mean 0.393 0.465 0.508 0.273 0.377 0.292 

60-day T min 2.829 0.442 3.373 0.286 0.817 0.618 

60-day T mean min 2.408 0.692 1.932 0.240 0.641 0.407 

60-day T mean max 1.596 0.453 1.087 0.146 0.675 0.237 

60-day T mean average 1.356 0.510 3.129 0.432 0.726 0.310 

60-day T max 0.791 0.328 2.206 0.713 0.985 0.329 

90-day P sum 0.792 0.498 0.429 0.265 0.496 0.332 

90-day P max 0.376 0.253 0.462 0.296 0.271 0.086 

90-day P mean 0.596 0.338 0.404 0.234 0.590 0.272 

90-day T min 0.817 0.609 1.854 0.644 0.618 0.610 

90-day T mean min 1.187 0.869 1.147 0.296 0.327 0.459 

90-day T mean max 1.025 0.485 0.909 0.582 0.652 0.215 

90-day T mean average 4.032 0.567 1.853 0.521 0.744 0.379 

90-day T max 1.136 0.633 2.226 0.501 0.620 0.287 

120-day P sum 0.467 0.742 0.830 0.225 0.543 0.345 

120-day P max 0.308 0.386 0.451 0.138 0.129 0.116 

120-day P mean 0.460 0.556 1.432 0.403 0.733 0.335 

120-day T min 0.819 0.570 0.883 0.616 0.637 0.471 

120-day T mean min 1.032 0.619 0.623 0.753 0.364 0.530 

120-day T mean max 0.797 0.497 1.043 0.230 0.508 0.328 

120-day T mean average 1.697 0.596 2.591 0.369 0.621 0.352 

120-day T max 0.844 0.553 1.366 0.478 0.727 0.206 

150-day P sum 0.639 0.481 0.747 0.371 0.589 0.378 

150-day P max 0.178 0.264 0.899 0.109 0.111 0.163 

150-day P mean 0.534 0.351 0.655 0.435 0.402 0.373 

150-day T min 0.690 0.556 0.779 0.272 0.440 0.215 

150-day T mean min 0.760 0.505 0.692 0.499 0.627 0.158 

150-day T mean max 0.745 0.552 0.623 0.123 0.508 0.229 

150-day T mean average 1.288 0.559 1.194 0.402 0.441 0.351 

150-day T max 0.751 0.499 0.989 0.205 0.460 0.272 

180-day P sum 0.330 0.479 0.705 0.912 0.619 0.358 

180-day P max 0.351 0.225 0.503 0.221 0.190 0.118 

180-day P mean 0.415 0.477 0.456 1.086 0.568 0.433 

180-day T min 0.555 0.454 0.661 0.649 0.526 0.210 

180-day T mean min 0.730 0.496 0.659 0.257 0.508 0.181 

180-day T mean max 0.579 0.313 0.445 0.230 0.177 0.203 

180-day T mean average 0.711 0.503 0.549 0.246 0.319 0.302 

180-day T max 0.470 0.262 0.744 0.199 0.606 0.160 
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 388 

Table S2: A list of all variables and coefficients included in the lasso regression models. Blank 389 

cells indicate the variable was not included in the model. 390 

 391 

Variable State Coastal Plain Piedmont Mountain AP C 

Intercept 0.6198 0.0228 1.7316 0.9144 2.5748 2.2493 

0-day P sum  -0.0031     

0-day T min   0.0002    

0-day P max  -0.0034     

0-day T max  0.0021     

0-day P mean  -0.0024     

7-day P sum  0.0042     

7-day P max  0.0100 -0.0056    

7-day T mean max  -0.0001     

7-day T max  -0.0030     

7-day P mean  0.0299     

14-day P sum -3.00E-05      

14-day T min     0.0013  

14-day P max     -0.0228  

14-day T mean max  -0.0125     

14-day T max  -0.0050     

14-day P mean -2.13E-05      

14-day T mean average  -0.0018     

21-day T mean max  -0.0048     

21-day T mean average  -0.0004     

30-day P max  0.0101     

30-day T mean max  -0.0096     

60-day P sum -4.73E-06      

60-day P max     -0.0195  

60-day P mean -1.00E-05      

60-day T mean min -0.0009 0.0008     

60-day T mean max  -0.0059     

90-day P sum -0.0040      

90-day P max  0.0070 -0.0137    

90-day P mean -0.2727      

90-day T min  0.0001   0.0037  

90-day T mean min  0.0013     

90-day T mean max 0.0033 -0.0028     

90-day T max  0.0149     

120-day P sum  -0.0100     

120-day P max -0.0001    -0.0783  

120-day P mean  -1.1933     
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Variable State Coastal Plain Piedmont Mountain AP C 

120-day T mean min  0.0022     

120-day T mean max  -0.0072     

120-day T max  0.0253     

150-day P sum  -0.0045    -0.0003 

150-day P mean  -0.6888    -0.0789 

150-day T mean max  -0.0024     

150-day T max  0.0245     

180-day P sum -0.0058 -0.0172   -0.0149 -0.0073 

180-day P max   -0.0613    

180-day P mean -0.8691 -3.1108   -1.2380 -1.2133 

180-day T min      -0.0038 

180-day T mean max  -0.0204     

180-day T mean average  -0.0005     

180-day T max 0.0078 0.0282 -0.0033    

  392 



21 
 

Table S3: Variable importance factors for the random forest classification models. 393 

 394 

Variable State Coastal Plain Piedmont Mountain AP C 

0-day P sum 0.0006 0.0009 0.0005 0.0007 0.0001 0.0004 

0-day T min 0.0059 0.0033 0.0063 0.0078 0.0008 0.0015 

0-day T mean min 0.0034 0.0021 0.0028 0.0047 0.0007 0.0019 

0-day P max 0.0007 0.0008 0.0006 0.0007 0.0001 0.0001 

0-day T mean max 0.0032 0.0023 0.0028 0.0040 0.0011 0.0019 

0-day T max 0.0048 0.0050 0.0042 0.0055 0.0018 0.0016 

0-day P mean 0.0007 0.0009 0.0005 0.0005 0.0001 0.0003 

0-day T mean average 0.0032 0.0018 0.0028 0.0051 0.0014 0.0023 

7-day P sum 0.0030 0.0015 0.0025 0.0040 0.0012 0.0012 

7-day T min 0.0053 0.0033 0.0049 0.0063 0.0027 0.0005 

7-day T mean min 0.0052 0.0037 0.0045 0.0053 0.0017 0.0009 

7-day P max 0.0037 0.0022 0.0044 0.0043 0.0010 0.0017 

7-day T mean max 0.0046 0.0062 0.0041 0.0070 0.0021 0.0008 

7-day T max 0.0058 0.0065 0.0051 0.0067 0.0029 0.0016 

7-day P mean 0.0029 0.0018 0.0026 0.0043 0.0018 0.0014 

7-day T mean average 0.0056 0.0038 0.0043 0.0082 0.0021 0.0006 

14-day P sum 0.0045 0.0032 0.0036 0.0053 0.0017 0.0008 

14-day T min 0.0055 0.0040 0.0058 0.0060 0.0101 0.0017 

14-day T mean min 0.0050 0.0034 0.0046 0.0065 0.0020 0.0014 

14-day P max 0.0051 0.0041 0.0045 0.0047 0.0017 0.0016 

14-day T mean max 0.0041 0.0052 0.0039 0.0086 0.0015 0.0015 

14-day T max 0.0039 0.0055 0.0034 0.0075 0.0013 0.0008 

14-day P mean 0.0045 0.0033 0.0038 0.0056 0.0016 0.0014 

14-day T mean average 0.0056 0.0024 0.0038 0.0081 0.0016 0.0004 

21-day P sum 0.0034 0.0027 0.0032 0.0053 0.0024 0.0008 

21-day T min 0.0046 0.0026 0.0044 0.0048 0.0032 0.0020 

21-day T mean min 0.0040 0.0041 0.0033 0.0050 0.0015 0.0019 

21-day P max 0.0035 0.0038 0.0030 0.0054 0.0019 0.0017 

21-day T mean max 0.0043 0.0033 0.0039 0.0113 0.0019 0.0015 

21-day T max 0.0040 0.0053 0.0034 0.0073 0.0010 0.0012 

21-day P mean 0.0035 0.0026 0.0029 0.0042 0.0024 0.0008 

21-day T mean average 0.0045 0.0030 0.0038 0.0086 0.0013 0.0024 

30-day P sum 0.0040 0.0038 0.0035 0.0063 0.0008 0.0012 

30-day T min 0.0051 0.0036 0.0040 0.0065 0.0013 0.0009 

30-day T mean min 0.0048 0.0031 0.0035 0.0089 0.0010 0.0007 

30-day P max 0.0046 0.0032 0.0041 0.0046 0.0013 0.0013 

30-day T mean max 0.0047 0.0047 0.0030 0.0097 0.0040 0.0016 

30-day T max 0.0043 0.0047 0.0032 0.0094 0.0026 0.0013 

30-day P mean 0.0042 0.0041 0.0037 0.0055 0.0014 0.0011 
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Variable State Coastal Plain Piedmont Mountain AP C 

30-day T mean average 0.0055 0.0030 0.0037 0.0072 0.0014 0.0022 

60-day P sum 0.0048 0.0039 0.0036 0.0079 0.0011 0.0023 

60-day P max 0.0041 0.0049 0.0032 0.0068 0.0020 0.0016 

60-day P mean 0.0050 0.0038 0.0037 0.0091 0.0011 0.0027 

60-day T min 0.0052 0.0019 0.0043 0.0055 0.0055 0.0010 

60-day T mean min 0.0047 0.0029 0.0034 0.0055 0.0014 0.0011 

60-day T mean max 0.0057 0.0033 0.0038 0.0052 0.0018 0.0014 

60-day T mean average 0.0056 0.0028 0.0042 0.0066 0.0019 0.0016 

60-day T max 0.0045 0.0056 0.0029 0.0069 0.0027 0.0008 

90-day P sum 0.0056 0.0053 0.0038 0.0064 0.0033 0.0022 

90-day P max 0.0046 0.0049 0.0044 0.0055 0.0026 0.0013 

90-day P mean 0.0060 0.0058 0.0037 0.0072 0.0020 0.0015 

90-day T min 0.0065 0.0025 0.0042 0.0085 0.0014 0.0012 

90-day T mean min 0.0059 0.0042 0.0040 0.0065 0.0020 0.0026 

90-day T mean max 0.0058 0.0066 0.0043 0.0053 0.0029 0.0019 

90-day T mean average 0.0074 0.0039 0.0050 0.0074 0.0022 0.0021 

90-day T max 0.0045 0.0066 0.0036 0.0054 0.0036 0.0019 

120-day P sum 0.0071 0.0056 0.0041 0.0065 0.0030 0.0023 

120-day P max 0.0048 0.0047 0.0051 0.0067 0.0033 0.0018 

120-day P mean 0.0071 0.0052 0.0040 0.0064 0.0030 0.0022 

120-day T min 0.0081 0.0053 0.0038 0.0070 0.0021 0.0015 

120-day T mean min 0.0077 0.0057 0.0040 0.0049 0.0019 0.0014 

120-day T mean max 0.0076 0.0059 0.0051 0.0049 0.0013 0.0015 

120-day T mean average 0.0078 0.0068 0.0050 0.0049 0.0021 0.0018 

120-day T max 0.0056 0.0147 0.0044 0.0056 0.0044 0.0001 

150-day P sum 0.0086 0.0072 0.0038 0.0065 0.0038 0.0029 

150-day P max 0.0057 0.0058 0.0060 0.0052 0.0021 0.0049 

150-day P mean 0.0092 0.0069 0.0042 0.0072 0.0036 0.0026 

150-day T min 0.0071 0.0048 0.0042 0.0052 0.0032 0.0015 

150-day T mean min 0.0071 0.0062 0.0039 0.0087 0.0052 0.0004 

150-day T mean max 0.0098 0.0065 0.0030 0.0052 0.0016 0.0016 

150-day T mean average 0.0094 0.0057 0.0051 0.0068 0.0015 0.0029 

150-day T max 0.0075 0.0203 0.0028 0.0045 0.0023 0.0004 

180-day P sum 0.0167 0.0187 0.0059 0.0074 0.0037 0.0009 

180-day P max 0.0064 0.0098 0.0079 0.0058 0.0033 0.0013 

180-day P mean 0.0166 0.0186 0.0068 0.0083 0.0035 0.0023 

180-day T min 0.0060 0.0063 0.0031 0.0056 0.0028 0.0014 

180-day T mean min 0.0057 0.0060 0.0031 0.0052 0.0021 0.0016 

180-day T mean max 0.0172 0.0074 0.0035 0.0081 0.0033 0.0009 

180-day T mean average 0.0112 0.0091 0.0047 0.0078 0.0012 0.0024 

180-day T max 0.0088 0.0185 0.0031 0.0063 0.0040 0.0006 
 395 


