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Abstract

While various source and loss processes have been proposed for ions in Saturn’s magnetosphere, it is not yet well understood

what role they play in different regions. In this study, we use a physical model of charge exchange to predict how proton and

water group ion intensity profiles evolve over time and compare the results to MIMI/CHEMS measurements collected during

the Cassini mission. First, we divide the CHEMS data into inbound and outbound half-orbit segments, and create intensity

profiles for 3-220 keV H+ and W+ ions between 5 and 15 Saturn radii, then using the inbound half-orbits as initial conditions,

we find qualitative similarities between measured and predicted outbound intensity profiles. This result is important because it

provides strong evidence that charge exchange is the dominant loss process for these species in this region. The observed rate of

charge exchange also presents information on the density of Saturn’s neutral torus. We suggest that data-model discrepancies

in the water group ions may be an indication of a significant presence of ions with the water group mass that are multiply

charged.
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Key Points 10 

• Survey of suprathermal proton and water group ions in Saturn’s magnetosphere 11 
show strong variability at <1MeV. 12 

• Data comparisons to a physical model suggest that charge exchange plays a key 13 
role in removing suprathermal ions between 5 and 15 RS. 14 

• This result is important for better understanding ion-neutral interactions and loss 15 
processes in Saturn’s magnetosphere. 16 

 17 
Abstract 18 
 19 
While various source and loss processes have been proposed for ions in Saturn’s 20 
magnetosphere, it is not yet well understood what role they play in different regions. In 21 
this study, we use a physical model of charge exchange to predict how proton and water 22 
group ion intensity profiles evolve over time and compare the results to MIMI/CHEMS 23 
measurements collected during the Cassini mission. First, we divide the CHEMS data into 24 
inbound and outbound half-orbit segments, and create intensity profiles for 3-220 keV 25 
H+ and W+ ions between 5 and 15 Saturn radii, then using the inbound half-orbits as initial 26 
conditions, we find qualitative similarities between measured and predicted outbound 27 
intensity profiles. This result is important because it provides strong evidence that charge 28 
exchange is the dominant loss process for these species in this region. The observed rate 29 
of charge exchange also presents information on the density of Saturn’s neutral torus. We 30 
suggest that data-model discrepancies in the water group ions may be an indication of a 31 
significant presence of ions with the water group mass that are multiply charged. 32 
 33 
 34 
1.   Introduction 35 
 36 
The first studies of charged particles in Saturn’s magnetosphere date back to the 1980s, 37 
using data collected by the Pioneer 11 mission (e.g., Van Allen et al., 1980; Fillius et al., 38 
1980) and subsequent Voyager missions (e.g., Krimigis et al., 1981, 1982). The source of 39 
suprathermal ions was poorly understood until Cassini began orbiting Saturn in 2004. 40 
Ions are created at low energies in the inner magnetosphere when material erupted from 41 
Enceladus’ plumes is ionized (Delamere et al., 2007) and picked up by the magnetic field. 42 
They then begin moving radially outward due to injection processes driven by the 43 
centrifugal force of their drift motion. Those same injections also bring ions from larger 44 
distances inward, during which they are accelerated up to keV energies. There is still 45 
much to learn regarding the role of injection processes, but various studies suggest that 46 
they may be due to magnetic flux tube interchange caused by gradients in the 47 



magnetosphere plasma (Southwood & Kivelson, 1987; Morfill et al., 1993). A good 48 
approximation for this energy gain process assumes that the particles’ motion is invariant 49 
under timescales slower than their bounce-motion and that their energy increases under 50 
conservation of the invariants associated with bounce and gyration. This assumption is 51 
able to reproduce the data well (Hood, 1983; Clark et al., 2014) and is directly supported 52 
by observations of the electron cutoff energy and ion temperature (Dialynas et al., 2010; 53 
Kollmann et al., 2018). 54 
 55 
Saturn’s inner-to-middle magnetosphere is dominated by neutral gases instead of plasma 56 
(Krupp et al., 2018), different from the other planets on which charge exchange has been 57 
studied (Delamere et al., 2007). Plumes on its geologically active moon Enceladus are 58 
constantly adding between 100 and 1000 kg/s of water vapor to what is known as Saturn’s 59 
neutral torus (Teolis et al., 2017). Photolysis breaks these H2O molecules down into OH, 60 
O, and H neutrals (Smith et al., 2010), which permeate the magnetosphere in the vicinity 61 
of Enceladus’s orbital path due to their long lifetimes (Melin et al., 2009). From Cassini 62 
in-situ measurements and modeling (e.g. Smith et al., 2010; Fleshman et al., 2012), we 63 
know that the main neutral torus constituent near Enceladus (~4 RS) is H2O, but rapidly 64 
becomes OH and O with increasing distance from the icy satellite. Plots of neutral density 65 
as a function of radial distance can be found in Figures 5 and 10B, and will be discussed 66 
more thoroughly in section 4.4.  67 
 68 
We define water group ions as H0-3O+ and abbreviate them as W+. Figure 1 shows the 69 
mission-averaged profiles of proton and water group fluxes as a function of radial distance 70 
and energy, measured by the Cassini CHEMS instrument (see section 2.1 for description). 71 
Both water group ions and protons exhibit an increase in flux from beyond 15 RS (RS is 72 
the Saturn radius) inward until ~9 RS, then decreasing until ~5 RS. Higher energy 73 
particles (yellow in Fig. 1) reach to smaller distances than lower energy particles (blue).  74 
 75 
Because of this neutral torus domination, it is generally assumed that charge exchange— 76 
a process involving the transfer of electrons between ions and neutral particles—is 77 
responsible for the decrease in ion intensity inward of ~9 RS shown in Figure 1 (Paranicas 78 
et al., 2008). However, it is not clear how this loss process can explain the observed 79 
similarities and differences in radial and energy gradients between protons and water 80 
group ions. Many previous studies of charge exchange in Saturn’s magnetosphere have 81 
not addressed this phenomenon. Jurac et al. (2005) create a physical model of plasma-82 
neutral interactions, but their focus on inferring the neutral torus density leads them to 83 
ignore the temporal variations in plasma flux. Fleshman et al. (2010) create a similar 84 
model and focus on the ion lifetimes, but only within the immediate vicinity of Enceladus. 85 
The energy dependence of the H+ distribution in Figure 1 is consistent with the charge 86 
exchange cross section of protons (Kollmann et al., 2015) that rapidly decreases at around 87 
100 keV. The oxygen cross section, however, stays relatively constant (discussed more 88 
below and shown in Fig. 12), so the apparent similarity between protons and oxygen is 89 
surprising and the motivating feature for this study: Why do the light and heavy ions 90 
behave differently here? Our study aims to explain the discrepancy between proton and 91 
water group ion measurements by exploring the dominant gain and loss processes for ions 92 
between 5 and 15 RS, in order that we might better understand the plasma environment 93 
around Saturn. 94 



 95 
 96 
Figure 1: Radial intensity profiles of H+ and W+ ions from ~3 to 220 keV/e. Lines are colored based on their energy, mapped 97 
according to the color bar on the right. Water group ions and protons experience different radial gradients inward of ~8 RS, and 98 
these differences vary with energy, motivating the exploration done in this study. 99 
 100 
 101 
2.   Methodology 102 
 103 
In this section, we analyze the H+ and W+ intensities measured by CHEMS and divide 104 
them into segments based on the inbound and outbound parts of Cassini’s orbit. We find 105 
that these orbital profiles permit a qualitative categorization scheme, and we use these 106 
categories to hypothesize that charge exchange is the driving loss process of the observed 107 
variability. To test our hypothesis, we develop a physical model of charge exchange and 108 
compare its predictions to the measured data. 109 
 110 
2.1 Data Analysis 111 
 112 
Ion measurements in this study were obtained from the Charge-Energy-Mass-113 
Spectrometer (CHEMS) on board the Cassini spacecraft – a Saturn orbiting mission from 114 
2004 to 2017. CHEMS is an instrument designed to characterize the suprathermal ion 115 
population in Saturn’s magnetosphere by measuring the charge state, energy, mass and 116 
angular distributions of ions (Krimigis et al., 2004). Incident ions are first selected by 117 
their energy-per-charge in CHEMS’ front-end electrostatic analyzer and then pass 118 
through a series of foils comprising a time-of-flight chamber (TOF) before depositing 119 
their residual energy into a solid-state detector (SSD). The three-part system, i.e., E/Q, 120 
TOF and deposited energy in the SSD, provides clean triple coincidence measurements of 121 
the foreground ion populations and allows for energy, mass and charge state 122 
determination. CHEMS is not able to resolve the masses of HnO+ for different n-values, 123 
which is why we refer to all of them as W+. For charge exchange calculations, we assume 124 
that W+ is dominated by O+. CHEMS is able to uniquely identify various minor species 125 
including W2+, but we limit our analysis to H+ and W+ for simplicity. 126 
 127 
Pitch angle distributions are then derived by including measurements of the local vector 128 
magnetic field from the Cassini magnetometer (Dougherty et al., 2004). CHEMS is 129 
designed to measure an energy range from ~3 – 220 keV/e with a mass-per-charge range 130 



of 1 – 80 amu/e. Additionally, CHEMS has three look directions which each have a field 131 
of view (FoV) of ~4° × 53°. While CHEMS provides only coarse pitch angle distributions, 132 
the Cassini spacecraft performs quasi-periodic maneuvers or spins about the S/C z-axis 133 
during which the instruments can measure more complete pitch angles. 134 
 135 
As mentioned previously, the Cassini mission was in orbit from 2004 to 2017. During this 136 
epoch the spacecraft traversed a large volume of Saturn’s magnetosphere through a 137 
combination of equatorial and polar orbits. Cassini spent the majority of its mission inside 138 
40 Rs and at all local times for nearly complete coverage of the region where energetic 139 
particles are likely interacting with the Enceladus gas cloud. Figure 2A illustrates the 140 
complete mission orbital profile mapped onto the equatorial plane, showing the radial 141 
and local time coverage of the measurements presented in this study. Figure 2B is an 142 
illustration of one example orbit representative of the data used for the model 143 
comparisons in the next section. The different colors in Figure 2B depict the inbound and 144 
outbound segments of the orbit, which we also refer to as “half-orbits” in this paper. 145 

 146 
Figure 2: A) Plot of Cassini’s complete mission orbital profile mapped onto the equatorial plane. Most orbits are plotted in light 147 
blue, but every 30th orbit is plotted in bold. B) One example of a half-orbit pair. The red dashed lines show L=5 and L=15 RS, 148 
inside of which is the region of interest for this study. The thin black line shows the full example orbit. The bold green segment is 149 
the inbound portion of interest, and the bold purple segment is the outbound portion of interest. This orbit corresponds to the 150 
intensity profiles shown in Figure 8, and took place between 2011.725 and 2011.775.  151 
 152 
A useful diagnostic in understanding how energetic particles are sculpted in a 153 
magnetosphere is simply looking at their energy and spatial profiles. In Figure 3 we show 154 
the color-coded differential intensities of ions organized by their measured energy and L-155 
shell. Note that energies below 8.35 keV/e are not included in the W+ profile because 156 
CHEMS is unable to distinguish between these and other ions at any lower energies 157 
(Vandegriff et al., 2018). This limitation of the energy range is indicated by the green box 158 
in Figure 3. The example shown in Figure 3 is averaged over the entire mission (2004 – 159 
2017), which is why the spectrograms appear relatively uniform. Mission-averaging is 160 
helpful for models of magnetospheric equilibrium, such as those produced by Richardson 161 
et al. (1990) and Persoon et al. (2009), but it masks physical processes by smearing out 162 

BA



any local and temporal fluctuations. This uniform picture is our motivation for dividing 163 
Cassini’s trajectory into small segments based on its orbital position in an effort to 164 
unearth spatially localized processes occurring on shorter timescales. By cutting the 165 
CHEMS data at the local minima and maxima of Cassini’s distance from Saturn, we define 166 
half-orbit trajectory segments. For each half-orbit we create intensity profiles for H+ and 167 
W+ akin to that in Figure 3, but now averaged over a much shorter timescale. Half-orbit 168 
intensity profiles retain for the most part the clarity afforded by the mission-averaged 169 
data, while also revealing the dominant gain and loss processes in this region. Examples 170 
of such profiles can be seen in Figure 4. 171 
 172 
Cassini made 293 full orbits around Saturn during its mission, yielding 586 half-orbit 173 
segments. The time spent on each half-orbit varies based on the mission phase, but the 174 
majority fall between 3.5 and 11 (Earth) days. This segmentation scheme is helpful 175 
because the timescales do not differ too much between half-orbits, and they change slowly 176 
between mission phases. The different segments are also physically meaningful: each 177 
whole orbit is divided into its “inbound” and “outbound” components (see Figure 2B), 178 
such that the set of half-orbits alternate between subsequent inbound/outbound pairs. By 179 
definition, this means that Cassini’s radial distance from Saturn is a monotonic function 180 
of time for each half-orbit. In most cases this translates to a monotonic function of L-shell 181 
versus time as well, but there are occasional turnarounds near the fringes due to the dipole 182 
field shape at high latitudes. The majority of the half-orbits have no turnarounds. 183 

 184 
Figure 3: Mission-averaged intensity profiles versus energy and L-shell from the CHEMS data. Differential intensity for an E,L 185 
region is denoted by color, according to the color bar on the right. Intensity is mapped to color based on a “symlog” scale, which 186 
is logarithmic for values greater than 1 and linear for values between 0 and 1 such that regions with no intensity can be displayed 187 
alongside regions with intensities that vary by multiple orders of magnitude (see section 2.2 for derivation). 188 
 189 
From this large pool of half-orbit profiles, we identify 6 qualitative categories into which 190 
significant numbers of half orbits fall. These categories can be seen in Figure 4. Category 191 
1 includes the highest population of ions. It is composed of predominantly uniform 192 
profiles, meaning high intensity at low energies moving smoothly into medium intensity 193 
at higher energies, with few if any regions of no intensity. Relatively high intensities are 194 



found until the inner boundary at & = 5. For W+ it is permissible to have intensity 195 
dropouts in the high energy, low L region. 196 
 197 
Categories 2a, 3a, and 4 have smaller and smaller ion populations. We will interpret this 198 
decay as being a result of ongoing charge exchange. Category 2a is the same as Category 199 
1, but with a large region of near-zero intensity between & = 5 and & ≈ 7 RS, from the 200 
lowest energy up to about 100 keV/e. Category 3a is further decayed, with the significant 201 
difference being the full decay of all W+ energies for & < 7 RS. Category 4 is the most 202 
decayed, encompassing any profiles with full dropout of all H+ and W+ energies for & < 7 203 
RS or more. 204 
 205 
Going from an “a” to a “b” suffix on a category name denotes the inclusion of a recent 206 
injection signature that is superposed on the formerly decayed & < 7 RS region. These 207 
injections counter the charge exchange depletion. An injection signature looks like a 208 
group of sharp, bright, nearly vertical lines going from high intensity at 3 keV/e smoothly 209 
to lower intensity at around 30 keV/e. Examples of injection signatures, as well as profiles 210 
from all 6 categories, are shown in Figure 4.211 



 212 



Figure 4: Separation of half-orbit profiles into 6 categories: 1, 2a, 2b, 3a, 3b, and 4. These categories are distinguished by qualitative differences in the shapes of the H+ and W+ 213 
intensities and are explained in Sec. 3.1. Once these categories are made, we hypothesize how a combination of charge exchange and injection processes might move an intensity 214 
profile through them, as shown by the color-coded arrows.  215 



 216 
After defining these categories phenomenologically based on real differences in the 217 
observed data, we noticed that their temporal spatial/energy evolution may be consistent 218 
with charge exchange and injection processes. Therefore, we hypothesize that charge 219 
exchange is a dominant mechanism in organizing the suprathermal ion data, especially 220 
the protons, as measured by CHEMS. The color-coded arrows in Figure 4 illustrate the 221 
paths that injections and charge-exchange-like process may take. Blue arrows represent 222 
the loss process that we hypothesize may be charge exchange. The progressive decay of 223 
low !, low to high E regions moves a profile from 1, to 2a, to 3a, and finally to 4. At any 224 
point, a fresh injection could occur, represented by the red arrows. This will move a 2a to 225 
a 2b, or a 3a to a 3b. As these injections age (orange arrows), they will fill up intensity 226 
profiles smoothly from low to high energy, bringing them back to category 1. Note that 227 
the transition from category 4 to 1 is not given a “b” step. This is because category 4 is 228 
already very sparsely populated: few intensity profiles decay long enough without a new 229 
injection to deplete the high energy H+. However, when a category 4 profile experiences 230 
an injection, we expect that it would mirror its 2a and 3a counterparts, quickly moving 231 
from a fresh injection signature to a full category 1 profile. 232 
 233 
While many of Cassini’s orbits have a closest approach closer than ! = 5 RS, some do not. 234 
These orbits either do not enter the 5-15 RS region, or they reach closest approach 235 
somewhere within that range. In the former case, the inbound and outbound half-orbits 236 
are both empty of useful data for this study. In the latter, they include data only from ! =237 
15 down to some !! > 5 RS. Since the low ! region is most active for charge exchange and 238 
injection processes, these stunted half-orbits are often also less than helpful. The 239 
proliferation of such orbits inhibits the direct comparison of multiple consecutive half-240 
orbit profiles that would allow for a more straightforward observation of the progression 241 
through categories. Thus, we neglect orbits that do not reach down to 5 RS and only 242 
compare inbound and outbound orbits that do reach within that distance.  243 
 244 
2.2   Physical Model 245 
 246 
To quantitatively test our charge exchange hypothesis (illustrated by the categories in 247 
Figure 4), we develop a physical model of charge exchange that takes a half-orbit intensity 248 
profile as an initial condition. Charge exchange obeys the differential equation 249 
 250 
 "#"$ = −'()*                                  (1) 251 
 252 
where ' is the phase space density in s3 kg-3 m-6, ( is the velocity of the ions in m/s, ) is 253 
the density of the neutral gas in m-3, and * is the charge exchange cross section of the ion 254 

on the neutral gas in m2. For this study, the ions are H+ and W+. We assume that ( = +%&
'  255 

in the nonrelativistic limit ( ≪ -, which is valid for suprathermal ions spanning 3-220 256 
keV/e . 257 
 258 
We assume that the neutral torus is dominated by H2O near Enceladus and by O otherwise 259 
(Cassidy et al. 2010; Fleshman et al. 2012). We approximate the densities through 260 



exponential radial density distributions that in their nominal setting approximate the 261 
Cassidy et al. 2010 densities but can be easily changed in amplitude and shape to optimize 262 
our model (as discussed below and in Fig. 10B). The nominal distribution is shown in 263 
Figure 5. With this information, as well as charge exchange cross sections reported by 264 
Lindsay et al. (2005) and Gobet et al. (2001), we can evaluate the time derivative of phase 265 
space density due to charge exchange at every point “E, !” in a half-orbit intensity profile. 266 
Including a term for radial diffusion (see section 5.2) and using an explicit Runge-Kutta 267 
method, we approximate a solution for phase space density at a set of time values. The 268 
derivative is smooth everywhere and generally small compared to the phase space density 269 
over the timesteps used, so we can be confident that the approximate solution is more 270 
than sufficiently close to accurate without requiring extravagant computing power. With 271 
this model, then, we can predict how charge exchange will decay an intensity profile. By 272 
evaluating the solution at different time values and locations (Fig. 6), we can see how this 273 
decay will look after arbitrary times, including at the actually observed locations and times 274 
(Fig. 7). 275 
 276 

 277 
Figure 5: Neutral density radial distribution that we use for the charge exchange model. The blue line represents neutral oxygen, 278 
and the orange line represents neutral water. The dotted red line is their sum, shown to give a sense of how much each gas 279 
contributes to the total neutral density. 280 
 281 
To see if our charge exchange model accurately predicts how the intensity profiles evolve, 282 
we find 40 pairs of consecutive half-orbits that 1) fully cross the ! = 5 to 15 RS region 283 
twice within a 2.5 day period and 2) have valid measurements for more than 95% of the 284 
E by ! region. This limits us to orbits whose closest approach is just barely less than 5 RS, 285 
so the inbound and outbound traversals of the region of interest are as temporally close 286 
as possible. We refer to each traversal as the “in frame” portion of the half-orbit. For each 287 
of these 40 inbound and outbound half-orbit pairs, we use the first intensity profile as an 288 
initial condition for the charge exchange model, and then compare the results to the 289 
second profile. 290 
 291 
To do this, we initially assumed that ion drift paths around Saturn were circles, i.e. 292 
symmetric in local time. To first order approximation, this worked. However, in order to 293 



successfully compare predicted and measured profiles sourced from opposite sides of 294 
Saturn, some fine tuning was needed. Thomsen et al. (2012) report on local time 295 
asymmetries caused by a global noon-to-midnight electric field, pushing ion drift paths 296 
into an ellipse. To account for this, we keep track of “!(” for particles, the L-shell that 297 
their drift paths reach at local midnight. For the remainder of this study, “constant !” 298 
refers to these elliptical trajectories, which are in reality constant !(. This provides 299 
sufficient accuracy for our model comparison. Further discussion on our correction for 300 
this is provided in Appendix A.  301 
 302 

 303 
Figure 6: Slices of the modeled “L-shell, energy, time” space at constant E=10.3 keV/e (upper panels) and constant L=10 RS 304 
(lower panels). Time is reported in “model days” which is equivalent to “days since initial condition.” The solid white lines in the 305 
upper panels show Cassini’s outbound trajectory through L and time. The vertical dashed white lines in the lower panels show the 306 
time at which Cassini crossed the L=10 RS slice shown. 307 
 308 
In order to predict the intensity profile that CHEMS will measure on its outbound 309 
trajectory, we divide the 5-15 RS L-shell range into 80 segments, calculate the time at 310 
which Cassini crossed each one moving away from Saturn, and evaluate the model at 311 
those 80 discrete time steps. In essence, we take into account Cassini’s path through “L-312 
shell, energy, time” space. This can be visualized by looking at slices of constant energy 313 
and constant !, as shown in Figure 6. We assume that the initial condition intensity profile 314 
is true all together for a single instant, and call that . = 0 for the model. By defining this 315 



instant to be the mean of when Cassini entered the region of interest at ! = 15 RS and 316 
when it exited at ! = 5 RS, we can reliably map model time to universal time, as shown in 317 
Figure 7. 318 
 319 

 320 
Figure 7: Timelines for universal time and model time placed side-by-side to show how the initial condition is assumed to happen 321 
instantaneously, but the compared portion takes into account Cassini’s trajectory through model space. 322 
 323 
For each comparison, we assign an error score to every E, ! pixel of the predicted profile. 324 
The score 0 = 1symlog89)*+,-.$+,: − symlog(9'+/01*+,)=

%
. The symlog function is a 325 

piecewise function that is linear for inputs from 0 to 1, and logarithmic for inputs greater 326 
than 1. It is defined specifically as:  327 
 328 

symlog'(>) = 	

⎩
⎪
⎨

⎪
⎧

		

0 < > < 1:
>

ln(G) + 1	 	

> ≥ 1:
ln(>) + 1
ln(G) + 1

 329 

 330 
for expected maximum input G, which will be mapped to 1. We use G = 9 × 102. This 331 
function is designed such that the two piecewise sections have equal values and first 332 
derivatives at the break point. We plot this error score on an energy versus L-shell grid 333 
along with the predicted and compared intensity profiles, and we sum up the total error 334 
from all the pixels and assign that to the comparison as a whole. With 80 bins in ! and 32 335 
bins in energy (due to instrument sensitivity, see Vandegriff et al. 2018), and a maximum 336 
error per pixel of unity, the maximum possible error score for a comparison is 2.56 × 103 337 
for H+ and 1.92 × 103 for W+. Error scores for visually “good” predictions tend to be less 338 
than 100. These error plots and scores can be seen in Figure 9 and will be discussed 339 
further in section 3. 340 
 341 
 342 
3.   Results 343 
 344 
The losses in the proton plots are well replicated by the charge exchange model, 345 
suggesting that this is the dominant loss process for this species between 5 and 15 RS. One 346 
example comparison is shown in Figure 8. The predicted and measured intensity profiles 347 
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are very similar in form, and share some notable features. They both have decay in the 348 
low ! region along similar lines, as well as the high energy region. They both have similar 349 
looking low intensity features from ! = 8 to 10 RS at 100 keV/e. The predicted profile 350 
looks like a “smoothed out” image of the measured profile. 351 

 352 
 353 
Figure 8: Schematic showing the modeling and comparison process at a high level for one example pair of inbound and outbound 354 
half-orbits. The leftmost panels on the top and the bottom show actual CHEMS measurements, which are used as initial conditions 355 
for the charge exchange model. The second and third panels from the left show snapshots of the model taken 1 day and 2 days after 356 
initiation. The blue arrow between them shows the mapped universal and model times. The second panels from the right show the 357 
predicted intensity profiles, taking into account Cassini’s trajectory through model space. The rightmost panels are the actual 358 
measurements of the subsequent outbound half-orbit. 359 
 360 
CHEMS measures intensity by counting the number of particles per unit time that fulfill 361 
coincidence requirements (Vandegriff et al., 2018). The speckled pattern is due to low-362 
count statistics resulting from short averaging time. When summed over many timesteps, 363 
the number of counts increases and thus the expected variance decreases, so the data is 364 
smoothed out. For half-orbits like these, though, chosen specifically for the high speed at 365 
which Cassini traverses the region of interest, smooth real intensity may produce speckled 366 
data. 367 
 368 
Further examples of such comparisons, along with their associated error plots, are shown 369 
in Figure 9. Compared to the amount of variation between intensity profiles of different 370 
orbits, the charge exchange model’s predictions very closely approximate the measured 371 
data. We are able to reproduce all categories of observations that do not require additional 372 
injections during the time evolution, suggesting that we are able to reproduce the full time 373 
dependence, which is more difficult to fit with a model than a snapshot in time. Accuracy 374 
of prediction using a physical model implies that the physical processes included in the 375 
model are the dominant processes on the timescale used. Therefore, these results 376 



evidence the role of charge exchange as the dominant loss process for 3-220 keV protons 377 
between ! = 5 and 15 RS.  378 
 379 

 380 
Figure 9: Comparisons between measured H+ intensity profiles (second from last row) and their associated predicted profiles (last 381 
row) for 5 outbound passes. The universal time and total error score are provided at the top of each comparison, as well as a bar 382 
graph dividing error by L-shell and a color plot dividing error further by energy. The color scales for intensity and error are shown 383 
at the far right. 384 
 385 
As well as displaying those areas where the model breaks down, the error plots are very 386 
effective at picking out and portraying fresh injection signatures. Injections yield large 387 
errors because they are not captured by our model that only includes steady charge 388 
exchange losses. In the 3rd comparison in Figure 9, note how the measured intensity 389 
profile has an injection signature at ! = 7.5 RS. This same injection signature can be seen 390 
in the associated error plot, with the expected background intensity effectively removed. 391 
In cases like this, where an injection occurs between Cassini’s inbound and outbound 392 
trajectories, the error plot for the comparison could be used to characterize its signature. 393 
 394 
In order to achieve these results, we allow a scale factor for neutral density to be a free 395 
model parameter. The shape of the radial distribution given in Figure 5 remains the same 396 
for every half-orbit pair, but we allow it to be multiplied by a constant. The constant is 397 
first chosen by an algorithm to minimize error score, and then fine-tuned by hand to 398 
match higher level features. A scatterplot of scale factor versus universal time is shown in 399 
Figure 10A. As can be seen in Figure 10B, the majority of scale factors that we use are not 400 
out of the ordinary compared to other studies’ estimates of Saturn’s neutral torus density 401 
(Cassidy et al., 2010; Dialynas et al., 2013; Melin et al., 2009; Richardson et al., 1998; 402 
Smith et al., 2010). The observed rate of charge exchange lends credence to the higher 403 
end of the density distribution spectrum. The apparent time variability is likely an artifact 404 
of model simplifications explained in Sec. 4.4.  405 



 406 

  407 
Figure 10: A) Neutral density scale factor used in our model versus universal time. For each half-orbit pair we choose a scale 408 
factor for neutral density in order to best match the prediction to the measured data. The solid red line is their mean, and the 409 
dashed red lines show one standard deviation above and below the mean. B) Neutral density radial distributions used by this study 410 
and others. The dashed blue lines are the data from Figure 5, corresponding to scale factor 1. The solid blue lines correspond to 411 
the mean scale factor (~7) and the blue shaded regions show one standard deviation of scale factor above and below the mean. 412 
 413 
The model does not replicate losses in the water group ions (Fig. 11) as well as it does in 414 
the protons (Fig. 9). It is most accurate in the lower energies, from 10 to 50 keV/e and in 415 
the higher L-shells, from 7.5 to 15 RS. It consistently underestimates intensities in the high 416 
energy, low ! region. The measured data is often nonzero but dim in this region, while the 417 
model predicts uniformly zero intensity. The model’s error for the low energy, low ! 418 
region does not trend strongly in either direction. When compared to the variability 419 
between different pairs of half-orbits, the model still does a good job, especially in its most 420 
accurate region. This suggests that charge exchange is the dominant loss process for 10 to 421 
50 keV W+ ions from ! = 7.5 to 15 RS, but that other processes may play a major role in 422 
lower ! or higher E. Examples of water group ion comparisons can be found in Figure 11, 423 
as well as the one displayed in the bottom half of Figure 8. 424 
 425 

BA



 426 
Figure 11: Same format as Fig. 9 but showing W+ ions. 427 
 428 
The error score for the model is derived such that it can only be used to draw meaningful 429 
conclusions about model performance within a single species, rather than between 430 
species. A true measure of model performance between species would need to take into 431 
account the difference in “intra-species variation” between H+ and W+. For example, if all 432 
of the W+ profiles were nearly identical, while each H+ profile was wildly different from 433 
the last, a model with reasonably constant expected performance would show 434 
significantly less error in the former than the latter. To a less extreme extent, this is what 435 
we are seeing: model error scores are lower for water group ions, even though model 436 
performance is visibly better for protons. 437 
 438 
As can be seen in Figure 11, the low energy regions of W+ predictions tend to have only 439 
scattered error, not trending strongly toward overestimation or underestimation. This 440 
may be attributed to a few different limitations discussed further in section 5, but likely 441 
does not invalidate the conclusion that charge exchange is the dominant loss process 442 
involved. On the other hand, the consistent underestimation of the model in the high 443 
energy (~60-220 keV/e) and low ! (≲9	RS) region points to the possibility of a source 444 
process for water group ions in this vicinity. The only source process yet considered in 445 
this study is injections, and these have very different signature characteristics from the 446 
W+ errors shown. In the top left of every error plot in Figure 11, one can see a consistent 447 
but dim red mass that looks very different from the aforementioned injection signature 448 
error in Figure 9. One likely hypothesis for this source is the presence of W2+ charge 449 
exchanging into W+, which will be further discussed in section 4.3. 450 
 451 



 452 
4.   Discussion: Interpretations 453 
 454 
4.1 Ambiguity between charge exchange and dispersion  455 
 456 
Our model’s ability to accurately predict how an intensity profile will evolve in time 457 
reveals that charge exchange is the dominant loss process in Saturn’s magnetosphere 458 
between 5 and 15 RS for 3-220 keV protons and 10-50 keV W+ ions (see results in Figures 459 
9 and 11). At first glance, distributions falling in categories 2-4 resemble old injection 460 
signatures, dispersed in local time according to energy and location. This objection merits 461 
a discussion. As mentioned in section 2.1, the time constraint on the total elapse between 462 
half-orbits requires that the first be inbound and the second be outbound. We require this 463 
time constraint because it falls within the theoretically derived timescale for charge 464 
exchange (see section 4.2) and because it is short enough that fresh injections between 465 
measurements are sparse. Because of this, it is unavoidable that all of the inbound 466 
segments be initial conditions which are then modeled and compared to all of the 467 
outbound segments. 468 
 469 
Studies of injection signatures in Saturn’s magnetosphere (Mauk et al., 2005; Paranicas 470 
et al., 2010) show that they begin as radial (constant local time) lines, but as they age, 471 
azimuthal diffusion spreads them out according to energy. High energy H+ and W+ ions 472 
drift faster than their low energy counterparts. Saturn’s magnetosphere does not enforce 473 
rigid corotation but causes particles with smaller radial distance to corotate faster than 474 
those farther out. The energy and location dependence of the drift speed as well as the 475 
spacecraft orbit determine if the high or low energy particles of a given charge state are 476 
detected first. Older injection signatures appear to curve in an energy versus ! plot, 477 
because Cassini will experience an energy gradient as it moves through the dispersed 478 
injection while also moving through !. With a realistic corotation profile included, the 479 
curvature of the inbound portion should usually show the highest ion intensities at large 480 
distances (Mauk et al., 2005). However, we commonly observe the opposite for protons: 481 
the highest energies are found at small radial distances, regardless of whether Cassini is 482 
moving inbound or outbound. W+ ions sometimes show the opposite behavior compared 483 
to protons. Such a difference is inconsistent with these structures being a result of 484 
injections, which organize by charge. It is however consistent with charge exchange, 485 
which is more efficient for W+ and removes high energies at small distances.  486 
 487 
 488 
4.2 Charge exchange particle lifetimes 489 
 490 
From the charge exchange equation (1), we can define a characteristic time constant 491 
 S4& =

5
678                            (2) 492 

that corresponds to the mean lifetime of an ion before it becomes an ENA. Using the mean 493 
of the scale factors for the different neutral density models shown in Fig. 10 and taking 494 
into account both O and H2O neutrals, particle lifetimes for H+ and W+ are calculated in 495 
Figure 12. For the region and particle energies of this study, lifetimes vary from 103	s ≈496 
17	min to 109	s ≈ 12	days.  497 



 498 

 499 
Figure 12: Plot of particle lifetime due to charge exchange versus energy and L-shell according to Eq. (2). Lifetime is calculated 500 
using the mean scale factor for neutral density, taking into account both neutral O and H2O and their respective cross sections. 501 
 502 
The near alignment of these lifetimes to the timescale of Cassini’s consecutive half-orbits 503 
motivates our insistence on the restriction given in section 4.1. In addition, these plots of 504 
ion lifetime provide a “characteristic shape” of profiles being depleted by charge 505 
exchange. They further validate the progression of profile categories given by Figure 4. 506 
First the low L-shell, low to middle energy H+ and W+ are removed, then the high energy 507 
H+, then continually higher ! values until a fresh injection occurs. Finally, the low lifetime 508 
of high energy, low L-shell W+ ions shows that the model’s consistent underestimation of 509 
W+ intensity in that region is due to some process other than charge exchange, rather than 510 
an error accrued from approximating the differential equation or other parameters.  511 
 512 
4.3 Possible W+ source process 513 
 514 
As illustrated in Fig. 11, the charge exchange model consistently underestimates the 515 
intensity of W+ in the high energy, low ! region. All cited studies agree that the low L-516 
shells have the highest neutral densities between 5 and 15 RS (Cassidy et al., 2010; 517 
Dialynas et al., 2013; Melin et al., 2009; Richardson et al., 1998; Smith et al., 2010). High 518 
energies correspond with high velocities, regardless of species. Together, these factors 519 
suggest that charge exchange lifetimes will tend to decrease towards the low !, high 520 
energy region for all ions. The magnitude of this tendency is dependent on an ion’s charge 521 
exchange cross sections. In any case, the model’s inaccuracy is localized in a region 522 
characterized by strong charge exchange.  523 
 524 
This observation, along with the presence of W2+ in Saturn’s magnetosphere, suggests 525 
that charge exchange may act as both a source and loss process for W+ ions. The W+ ions 526 



are charge exchanging into W ENAs, while the W2+ ions are charge exchanging into W+. 527 
This is not accounted for in the present model, which explains its consistent 528 
underestimation. W2+ ions are less abundant than W+ by approximately 1.5 orders of 529 
magnitude (DiFabio, 2012) which further explains the dimly persistent intensity as well 530 
as the lack of noticeable error in regions of already intense W+. In the high energy, low ! 531 
region, charge exchange quickly depletes the W+ ions, as per the short lifetimes shown in 532 
Figure 12. Simultaneously, charge exchange is everywhere turning W2+ ions into W+ ions. 533 
This occurs more slowly than the W+ loss, since charge exchange rate is proportional to 534 
ion intensity. Because of this, the W+ gain is slow compared to its loss, and is therefore 535 
unnoticeable for the majority of this study’s region of interest. However, where charge 536 
exchange has already depleted W+ to an intensity comparable to W2+, this gain will show 537 
up as an underestimation of the model. 538 
 539 
This hypothesis has yet to be explored from a modeling approach. Such an exploration 540 
would begin by pulling multiply-charged water group ion counts from the CHEMS data 541 
and confirming that W2+ can be found between ! = 5 and 7 RS at energies between 60 and 542 
200 keV/e. It would continue by finding the charge exchange cross sections of W2+ ions 543 
at those energies and determining if particle lifetimes are low enough to fit the observed 544 
data. Finally, W2+ ion intensity profiles could be included alongside H+ and W+ in the 545 
charge exchange model, in order that W2+ losses could be directly presented as W+ gains. 546 
 547 
4.4 Neutral density results 548 
 549 
As discussed in section 3, we allow neutral density scale factor to be a free parameter in 550 
the charge exchange model, using a fitting algorithm to minimize error scores and then 551 
fine tuning by hand to match intensity profile features. These scale factors are plotted in 552 
Figure 10A. The mean scale factor is ~7, and the standard deviation is ~3. 553 
 554 
One assumption made in the model is that ', 	), 	(, and * from the charge exchange 555 
differential equation (1) are independent of latitude along a particle’s trajectory and thus 556 
can be expressed purely as explicit functions of L-shell, energy, and time. This is true for 557 
'and approximately true for v and *. These are dependent only on energy, which remains 558 
nearly constant (Sec. 5.2).  559 
 560 
Neutral density, however, changes with latitude in addition to !, so a particle’s bounce 561 
motion brings it through different neutral densities. To account for this, we can define: 562 

) =
1
S:
Y)(Z⃗)|(⃗| ]. 563 

as the time-averaged neutral density we expect a particle to experience, for bounce period 564 
S:. In principle one can use numerical integration to calculate this time-averaged density 565 
for any assumed neutral distribution and arbitrary values of the measured equatorial 566 
pitch angle. Particles with equatorial pitch angles around 90° have low mirror latitudes, 567 
and thus spend more time in the dense portions of the neutral torus resulting in faster 568 
charge exchange losses, and vice versa for field pitch angles near 0°. Density usually 569 
decreases with latitude, meaning that the average density is lower than the peak 570 
equatorial density. 571 
 572 



However, there are variations of up to an order of magnitude in the published equatorial 573 
densities, see Figure 10B, even though equatorial values are relatively well constrained. 574 
Latitudinal profiles on the other hand are even less constrained, which is why often only 575 
column densities are provided instead of )(Z⃗). What we do find qualitatively is that the 576 
density we determined by optimizing our models is a lower limit for the equatorial 577 
density. The equatorial densities need to be increased from our nominal value by more 578 
than the factor of ~7 we find for the average scale factor. Such large values can be 579 
explained by the large uncertainty of what we picked as a nominal value, also included in 580 
Figure 10B. 581 
 582 
Measurements at different orbits typically measure different pitch angles, naturally 583 
resulting in different average densities. This is likely the reason for the required variation 584 
of the scale factor over time. On top of these variations resulting from observation bias 585 
may be true variations of the density. Repeated observations of Enceladus’ plumes, which 586 
supply most of the neutral gas, show that their density and strength can vary by up to an 587 
order of magnitude on short timescales (Teolis et al., 2017). Smith at al. (2010) use a 588 
particle simulation for these plumes to show that a factor of 4 increase in plume density 589 
and strength brings about a factor of ~3 increase in density for all water group neutral 590 
species. However, we currently cannot distinguish variations from bias and from true 591 
time dependence. 592 
 593 
5.   Discussion: Limitations 594 
 595 
5.1 Injections 596 
 597 
Because the injection process is not as straightforward to quantify as charge exchange, 598 
and because an injection’s size and time duration appear stochastic given current data, 599 
we do not attempt to account for them within the physical model for the lack of accurate 600 
constraints. This limits our ability to accurately predict the evolution of intensity profiles 601 
at small distances and low energies. However, injections have distinct signatures in the 602 
data so that their respective data-model discrepancies can be easily identified.  603 
 604 
5.2 Radial Diffusion 605 
 606 
Radial diffusion is the process by which fluctuations in Saturn’s magnetosphere cause 607 
ions to spread out radially while conserving the first adiabatic invariant. The first 608 
adiabatic invariant ^ = & ;<=! >

?  is associated with particle gyromotion. The second is 609 
associated with bounce motion, and the third with drift motion. Each adiabatic invariant 610 
remains constant under continuous changes in the electromagnetic field, as long as those 611 
changes happen slowly over the course of their associated motion. Field fluctuations on 612 
timescales longer than the bounce motion bring about radial diffusion (Lejosne and 613 
Kollmann, 2020). Because the magnetic field drops like !@3, the first adiabatic invariant 614 
at constant pitch angle ^ ∝ `!3. 615 
 616 
We include radial diffusion by adding the charge exchange term from equation (1) to the 617 
diffusion term: 618 
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 620 
The partial derivatives with respect to L-shell imply that the first and second adiabatic 621 
invariants, ^ and b, are held constant. At constant ^ and pitch angle, ` ∝ !@3. We 622 
approximate "#"A at constant ^ as "#"A at constant energy. Effectively, this causes the model 623 
to ignore “adiabatic heating,” the process by which radial diffusion along lines of constant 624 
^ causes ions to increase in energy as they decrease in L-shell, and vice versa. This 625 
simplification is not critical because radial diffusion is slow in comparison with charge 626 
exchange. When we compare our modeled intensity profiles with and without this 627 
approximation of radial diffusion, the differences are hardly noticeable.  628 
 629 
 630 
6.   Summary 631 
 632 
In this study, we have developed a physical charge exchange model whose predictions we 633 
compare to measured data in an effort to better understand the ion loss processes in 634 
Saturn’s magnetosphere. Below is a summary of our results and discussion points: 635 
 636 

1) Orbital intensity profiles of suprathermal proton and water group ions follow 637 
distinct qualitative categories, from which we hypothesize charge exchange as the 638 
driving loss process. 639 

2) The measured losses between inbound and outbound passes shown by the H+ 640 
intensity profiles are well replicated by the charge exchange model, suggesting that 641 
charge exchange is the dominant loss process and driver of the observed variability 642 
for 3-220 keV protons between 5 and 15 RS. 643 

3) By allowing a scale factor for neutral torus density to be a free parameter within 644 
the model, we show that the observed rate of charge exchange lends credence to 645 
those studies from Figure 10B with higher end neutral density estimates (Melin et 646 
al., 2009; Smith et al., 2010). 647 

4) The measured losses between inbound and outbound orbit pairs shown by W+ 648 
intensity profiles are well replicated by the model in the low energy (<50 keV/e) 649 
and middle-to-high L-shell (>7.5 RS) regions. The model’s error in the high energy, 650 
high L-shell region tends strongly toward underestimation, suggesting that there 651 
may be a gain process for water group ions there.  652 

5) We propose that charge exchange turning W2+ into W+ is a feasible gain process to 653 
explain the model’s localized underestimation in water group intensity profiles. 654 
Further exploration would be needed to see if the intensity and cross sections of 655 
multiply charged water group ions could reproduce the observed gains. 656 

 657 
 658 
 659 
 660 
 661 
 662 
 663 



Appendix A: Local time asymmetry L-shell shift due to electric field 664 
 665 
As mentioned in section 2.2, the presence of a noon-to-midnight electric field (Thomsen 666 
et al., 2012) causes ions to drift around Saturn in an ellipse. This characteristic was 667 
originally detected based on the difference in L-shell of drifting particles between local 668 
noon and local midnight. Thus, an elliptical drift path is characterized by its “!B − !(” 669 
factor, for L-shell at midnight !( and L-shell at noon !B. We account for this in the model 670 
by converting ! into !( based on local time. The ability to do this is mathematically 671 
equivalent to drawing contours of constant !(, which are by definition the elliptical drift 672 
paths of ions when the electric field is taken into account. One such contour/path is drawn 673 
in blue in Figure 13.  674 
 675 

 676 
Figure 13: Drift paths for ions moving around Saturn with and without a noon-to-midnight electric field. 677 
 678 
To draw such an ellipse, four known points (or pieces of distinct information) are 679 
required. For a given !(, the first point is trivially ! = !( at local midnight. The second 680 
point is ! = !( + (!B − !() = !B at local noon, using the observed “!B − !( versus !(” 681 
curves reported by Thomsen et al. (2012). The third and fourth pieces of information 682 
require assumptions on our part. We first assume that the drift path will be symmetrical 683 
across the noon-to-midnight line. This is a safe assumption, because the electric field 684 
causing the elliptical drift path shows this symmetry, and no other significant local time 685 
asymmetries in drift path are taken into account. Our second assumption and final piece 686 
of information is that the curvature of the ellipse at local midnight is equal to the 687 
curvature of the circle, or f( = !(@5. We choose this because it minimizes the difference 688 



between ! and !( everywhere while requiring that ! ≥ !(, with the only point of 689 
equivalence at local midnight. This can be seen in Figure 13 by the red and blue paths 690 
appearing nearly identical on the nightside, but monotonically diverging toward noon in 691 
either direction.  692 
 693 
Instead of plotting and evaluating derivatives along lines of constant !, we now can do so 694 
along lines of constant !(, which are the actual particle trajectories. We call this 695 
transformation the “L-shift,” because its results look like shifting the middle section of a 696 
Y versus ! plot to the left. To test if this shift feasibly matches the CHEMS data, we apply 697 
it to a plot of the mission-averaged H+ intensities versus L-shell, divided into local day 698 
and night measurements. This is shown in Figure 14.  699 
 700 

 701 
Figure 14: The comparison between mission-averaged H+ intensities versus L-shell, divided into local day and night components, 702 
for the unshifted and shifted datasets. The orange lines correspond to day, and the blue lines correspond to night. The red marks 703 
on each line indicate the absolute maxima on the L=5 to 15 RS interval. The shaded regions denote the scatter of each group of 704 
measurements.  705 
 706 
The nightside of Saturn is known to experience more frequent and intense injections than 707 
the dayside (Azari et al., 2018), so the difference in intensity there is to be expected. 708 
Because the L-shift successfully aligns the maxima of the mission-averaged data, we can 709 
safely assume that it is a more accurate representation of the ion drift paths. This 710 
improved alignment continues to appear between our modeled and compared half-orbit 711 
profiles, further confirming that the L-shift increases model verisimilitude. 712 
 713 
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