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Abstract

The application of neural networks (NN) in groundwater (GW) level prediction has been shown promising by previous works.

Yet, previous works have relied on a variety of inputs, such as air temperature, pumping rates, precipitation, service population,

and others. This work presents a long short-term memory neural network (LSTM-NN) for GW level forecasting using only

previously observed GW level data as the input without resorting to any other type of data and information about a groundwater

basin. This work applies the LSTM-NN for short-term and long-term GW level forecasting in the Edwards aquifer in Texas.

The Adam optimizer is employed for training the LSTM-NN. The performance of the LSTM-NN was compared with that of

a simple NN under 36 different scenarios with prediction horizons ranging from one day to three months, and covering several

conditions of data availability. This paper’s results demonstrate the superiority of the LSTM-NN over the simple-NN in all

scenarios and the success of the LSTM-NN in accurate GW level prediction. The LSTM-NN predicts one lag, up to four lags,

and up to 26 lags ahead GW level with an accuracy (R2) of at least 99.89%, 99.00%, and 90.00%, respectively, over a testing

period longer than 17 years of the most recent records. The quality of this work’s results demonstrates the capacity of machine

learning (ML) in groundwater prediction, and affirms the importance of gathering high-quality, long-term, GW level data for

predicting key groundwater characteristics useful in sustainable groundwater management.
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Abstract 23 

The application of neural networks (NN) in groundwater (GW) level prediction has been shown 24 

promising by previous works. Yet, previous works have relied on a variety of inputs, such as air 25 

temperature, pumping rates, precipitation, service population, and others. This work presents a 26 

long short-term memory neural network (LSTM-NN) for GW level forecasting using only 27 

previously observed GW level data as the input without resorting to any other type of data and 28 

information about a groundwater basin. This work applies the LSTM-NN for short-term and 29 

long-term GW level forecasting in the Edwards aquifer in Texas. The Adam optimizer is 30 

employed for training the LSTM-NN. The performance of the LSTM-NN was compared with 31 

that of a simple NN under 36 different scenarios with prediction horizons ranging from one day 32 

to three months, and covering several conditions of data availability. This paper’s results 33 

demonstrate the superiority of the LSTM-NN over the simple-NN in all scenarios and the 34 

success of the LSTM-NN in accurate GW level prediction. The LSTM-NN predicts one lag, up 35 

to four lags, and up to 26 lags ahead GW level with an accuracy (R
2
) of at least 99.89%, 99.00%, 36 

and 90.00%, respectively, over a testing period longer than 17 years of the most recent records. 37 

The quality of this work’s results demonstrates the capacity of machine learning (ML) in 38 

groundwater prediction, and affirms the importance of gathering high-quality, long-term, GW 39 

level data for predicting key groundwater characteristics useful in sustainable groundwater 40 

management. 41 

 42 

1. Introduction 43 

Previous works have been studied water resources management methods to address 44 

sustainability of different water resources systems (Solgi, et al., 2015, 2016a, 2016b, 2020; 45 

Bozorg-Haddad et al., 2017). Sustainable operation of water resources, groundwater systems 46 

among them, is contingent upon accurate groundwater level tracking and prediction. Hydraulic 47 

head in groundwater systems affects surface water sustainability, sea water intrusion in coastal 48 

zones, soil stability, stream flow, and other key hydrologic functions. For these reasons the 49 

prediction of the groundwater level is central to the management of aquifer resources. 50 

Nevertheless, the nonlinearity of the governing groundwater flow equations, the heterogeneity 51 

and anisotropy of aquifers, and the complex interconnection of surface and groundwater systems, 52 

associated uncertainties, and anthropogenic effects (i.e., withdrawal and managed aquifer 53 



recharge) render the task of forecasting groundwater levels challenging. A variety of methods 54 

have been developed for the purpose of groundwater level prediction (Orsborn, 1966; Yakowitz, 55 

1976; Hipel and McLeod, 1994; Sahoo and Jha, 2013; Suryanarayana et al., 2014; Wunsch et al., 56 

2018; Takafuji et al., 2019). Several machine learning techniques have been successfully applied 57 

to groundwater head prediction. Rajaee et al. (2019) reviewed machine learning (ML) methods 58 

for groundwater modeling including neural networks (NN), adaptive neuro-fuzzy inference 59 

system (ANFIS), genetic programming (GP), and support vector machine (SVM) among others. 60 

 The majority of the ML models applied to groundwater level prediction require a variety 61 

of inputs such as precipitation, air temperature, evaporation, service population, surface-water 62 

systems data (i.e., reservoir storage, river discharge), pumping rates, and so forth (Coulibaly et 63 

al., 2001; Sun, 2013; Sahoo et al., 2017; Adiat et al., 2020; Khedri et al., 2020). Only a limited 64 

number of models have been presented which successfully forecast the groundwater level relying 65 

on the historical groundwater hydraulic head as the sole model input. Yang et al. (2009) 66 

presented a NN to predict groundwater level in Western Jillian, China. The network consists of 67 

six input nodes (receiving six successive previous lags of monthly average groundwater level), 68 

one hidden layer with 10 sigmoid nodes, and it predicts the monthly average ground level one 69 

month ahead. The latter authors demonstrated the superiority of the NN over the autoregressive 70 

(AR) model. Chen et al. (2010) implemented the self-organizing map (SOM) technique to 71 

determine the hyperparameters (i.e., the number of hidden/unit layers) of a radial basis function 72 

network (RBFN) for groundwater level prediction for a case study in Taiwan. The inputs to the 73 

model were the past 13, 12, and one lag monthly average groundwater levels. The latter authors 74 

employed the model for 1-month (one step) ahead prediction. Chen et al. (2011) applied 75 

autoregressive integrated moving average (ARIMA) and the semivariogram to determine the best 76 

set of lags of historical groundwater level as the inputs to a NN to predict one-month ahead 77 

groundwater level. Kisi and Shiri (2012) applied a modified wavelet neuro fuzzy model to 78 

predict groundwater level up to three days ahead where the inputs to the network were at most 79 

five lags of observed daily GW depths. Maheswaran and Khosa (2013) presented a wavelet 80 

neural network (WA-ANN) for GW prediction using monthly data. Yang et al. (2015) studied 81 

the performance of WA-ANN in comparison to integrated time series model employing monthly 82 

average GW data in an island in China.  83 



A long short-term memory (LSTM) network is a variety of recurrent neural networks 84 

(RNNs) introduced by Hochreiter and Schmidhuber (1997), and has been successfully applied to 85 

executing elaborate machine learning tasks like speech recognition and machine translation 86 

(Houdt et al., 2020). The LSTM architecture is superior to other RNNs as it provides a deep 87 

network but does not suffer from vanishing gradient shortcomings prevalent in other RNNs. 88 

Therefore, the LSTM networks seem well suited for modeling dependencies imbedded in 89 

timeseries. LSTM has been successfully applied for some other machine learning tasks; yet, its 90 

application to GW level forecasting has been limited. Zhang et al. (2018) implemented an LSTM 91 

network to predict GW level where the inputs to the network were monthly water diversions, 92 

evaporation, precipitation, air temperature, and time. Bowes et al (2019) applied an LSTM 93 

network to predict GW level for flood control purposes using observed GW table, precipitation, 94 

and sea level data. The latter two studies showed the capability of LSTM in predicting 95 

groundwater levels.  96 

ML techniques of the NN variety have demonstrated good performance in GW level 97 

prediction. Most previous related works, however, have predicted the GW table using NN 98 

models based on a variety of inputs (e.g., temperature, pumping, precipitation, service 99 

population, and others). Besides the fact that the choice of the input commonly depends on data 100 

availability, the task of finding the best set of inputs is a challenging task and varies among 101 

groundwater basins. To address these difficulties this paper introduces and applies a long short-102 

term memory neural network (LSTM-NN) for GW level forecasting relying only on previously 103 

observed GW level data. LSTM has been successfully applied to predict various types of 104 

timeseries; nevertheless, to the best of our knowledge, it has not been applied to forecast GW 105 

timeseries relying only on previous in-situ piezometric observations. This work tests the 106 

application of the LSTM-NN trained by the Adam optimizer to forecast GW level where the only 107 

input to the network is observed GW level.  Most pertinent studies carried out GW level 108 

prediction based on other sources of data, such as precipitation, due to the lack of enough 109 

piezometric data. GW data have become more widely available worldwide, opening new avenues 110 

for developing and testing novel algorithms predicting groundwater phenomena. The GW data 111 

themselves can be viewed as a hydrologic footprint in a basin when no other data are available. 112 

This work presents and tests the LSTM-NN for forecasting short-term and long-term 113 



groundwater level, and evaluates its performance in the Edwards Balcones Fault Zone aquifer of 114 

south-central Texas. The LSTM-NN’s performance is compared with that of a simple NN. This 115 

work’s results demonstrate the capacity of ML in groundwater prediction, and affirm the 116 

importance of gathering high-quality, long-term, GW level data for the purpose of predicting key 117 

groundwater characteristics. 118 

2. Methodology 119 

This study’s objective is to predict the future groundwater level from in-situ groundwater 120 

level data. This is accomplished with an LSTM-NN and calculated results are compared with 121 

those of a simple NN. The studied networks were optimized using the Adam optimizer. The 122 

performance of the LSTM-NN was evaluated under several scenarios of data availability and 123 

prediction horizons. This section presents the applied simple NN, followed by a description of 124 

the proposed LSTM-NN’s architecture and the Adam optimizer, and a definition of the 125 

prediction scenarios. 126 

2.1. Simple neural network (NN) 127 

A typical simple neural network consists of an input layer, one or several hidden layers, 128 

and one output layer (see, e.g., Kelleher and Tierney, 2018). Each layer consists of one or several 129 

cells (units). Each cell’s output 𝑦𝑖,𝑗 is a function of the weighted sum of all the inputs to the cell. 130 

The simple NNs employ an activation function as expressed by the following equations: 131 

𝑦𝑖,𝑗 = 𝑓(∑ [𝑊𝑖,𝑗(𝑙, 𝑗 − 1) × 𝑦𝑙,𝑗−1] + 𝑏𝑖,𝑗)𝑙               (1) 132 

in which, the sigmoid function 𝑓(. ) is defined as follows: 133 

𝑓(𝑥) =
1

1+𝑒𝑥𝑝(−𝑥)
                       (2) 134 

where 𝑦𝑖,𝑗 = the output of cell i of layer j, 𝑊𝑖,𝑗(𝑙, 𝑗 − 1) = the weight of the connection between 135 

cell i of layer j and cell l of layer j-1, and 𝑏𝑖,𝑗 = the bias of cell i of layer j.  136 



The simple NN herein comprises of one hidden layer with 10 sigmoid cells, one input 137 

layer with P input cells where P = the number of previous lags of observed GW level, and one 138 

output layer with one cell whose activation is the identity function as depicted in Figure 1. The 139 

simple NN is fully connected, meaning that the cells of each layer are connected to all the cells 140 

of the previous and next layers. The number of parameters of the simple NN is equal to (𝑃 ×141 

10) + 21 (number of cells in the hidden layer × [number of input cells + number of cells in the 142 

output layer + 1] + number of cells in the output layer). For example, when inputs of the network 143 

are three lags of previously observed GW level, the simple NN has 51 parameters including 144 

connection weights and biases. These are the parameters which must be optimized to minimize 145 

the predictive error of the network. 146 

2.2. Long short-term memory neural network (LSTM-NN) 147 

In a recurrent neural network (RNN) in addition to adjacent layers, the cells of each layer 148 

are connected to other cells of the same layer and may have self-feedback connections where one 149 

of the inputs to a cell at time step 𝑡 is the output of the cell at time step 𝑡 − 1. An LSTM network 150 

is a partially connected RNN made of LSTM cells. Each LSTM cell consists of a memory (gm), 151 

input (gin), output (gout), and forget (gf) gates. The output 𝑦𝑖,𝑗
(𝑡)

 of every LSTM-NN cell in feed-152 

forward networks is calculated as follows (Staudemeyer and Morris, 2019): 153 

𝑦𝑖,𝑗
(𝑡)

= 𝑔𝑜𝑢𝑡𝑖,𝑗
(𝑡)

× ℎ(𝑠𝑡𝑎𝑡𝑒𝑖,𝑗
(𝑡)

)                              (3) 154 

where 𝑔𝑜𝑢𝑡𝑖,𝑗
(𝑡)

= the output of the output gate of cell 𝑖 in layer j at time t, 𝑠𝑡𝑎𝑡𝑒𝑖,𝑗
(𝑡)

= the state of 155 

cell i in layer j at time t, ℎ(. ) represents the hyperbolic tangent function (calculated by Equation 156 

(9)), and 𝑠𝑡𝑎𝑡𝑒𝑖,𝑗
(𝑡)

 denotes the current state of cell i in layer j at time t, which is given by: 157 

𝑠𝑡𝑎𝑡𝑒𝑖,𝑗
(𝑡)

= 𝑔𝑓𝑖,𝑗
(𝑡)

× 𝑠𝑡𝑎𝑡𝑒𝑖,𝑗
(𝑡−1)

+ 𝑔𝑚𝑖,𝑗
(𝑡)

× 𝑔𝑖𝑛𝑖,𝑗
(𝑡)

             (4) 158 

The input, forget, output, and memory gates of cell i in layer j at time t are respectively 159 

denoted by  𝑔𝑖𝑛𝑖,𝑗
(𝑡)

, 𝑔𝑓𝑖,𝑗
(𝑡)

, 𝑔𝑜𝑢𝑡𝑖,𝑗
(𝑡)

, and 𝑔𝑚𝑖,𝑗
(𝑡)

, and are calculated as follows: 160 



𝑔𝑖𝑛𝑖,𝑗
(𝑡)

= 𝑓(∑ [𝑊𝑖,𝑗
𝑖𝑛(𝑙, 𝑗 − 1) × 𝑦𝑙,𝑗−1

(𝑡)
] + ∑ [𝑊𝑖,𝑗

𝑖𝑛(𝑙, 𝑗) × 𝑦𝑙,𝑗
(𝑡−1)

] + 𝑏𝑖,𝑗
𝑖𝑛)𝑙𝑙           (5) 161 

𝑔𝑓𝑖,𝑗
(𝑡)

= 𝑓(∑ [𝑊𝑖,𝑗
𝑓

(𝑙, 𝑗 − 1) × 𝑦𝑙,𝑗−1
(𝑡)

] + ∑ [𝑊𝑖,𝑗
𝑓

(𝑙, 𝑗) × 𝑦𝑙,𝑗
(𝑡−1)

] + 𝑏𝑖,𝑗
𝑓

)𝑙𝑙           (6) 162 

𝑔𝑜𝑢𝑡𝑖,𝑗
(𝑡)

= 𝑓(∑ [𝑊𝑖,𝑗
𝑜𝑢𝑡(𝑙, 𝑗 − 1) × 𝑦𝑙,𝑗−1

(𝑡)
] + ∑ [𝑊𝑖,𝑗

𝑜𝑢𝑡(𝑙, 𝑗) × 𝑦𝑙,𝑗
(𝑡−1)

] + 𝑏𝑖,𝑗
𝑜𝑢𝑡)𝑙𝑙          (7) 163 

𝑔𝑚𝑖,𝑗
(𝑡)

= ℎ(∑ [𝑊𝑖,𝑗
𝑚(𝑙, 𝑗 − 1) × 𝑦𝑙,𝑗−1

(𝑡)
] + ∑ [𝑊𝑖,𝑗

𝑚(𝑙, 𝑗) × 𝑦𝑙,𝑗
(𝑡−1)

] + 𝑏𝑖,𝑗
𝑚)𝑙𝑙           (8) 164 

in which, 𝑦𝑖,𝑗
(𝑡)

= the output of cell i of layer j at time t, 𝑊𝑖,𝑗
𝑖𝑛(𝑙, 𝑗), 𝑊𝑖,𝑗

𝑓(𝑙, 𝑗), 𝑊𝑖,𝑗
𝑜𝑢𝑡(𝑙, 𝑗), and 165 

𝑊𝑖,𝑗
𝑚(𝑙, 𝑗) = the weights of the connection from cell l of layer j to the input, forget, output, and 166 

memory gates of cell i of layer j, respectively; 𝑏𝑖,𝑗
𝑖𝑛, 𝑏𝑖,𝑗

𝑓
, 𝑏𝑖,𝑗

𝑜𝑢𝑡, and 𝑏𝑖,𝑗
𝑚  = the bias of the input, 167 

forget, output, and memory gates of cell i of layer j, respectively and 𝑓(. ) denotes the sigmoid 168 

activation function introduced in equation (2). Notice that unlike other gates the memory gate’s 169 

activation function is the hyperbolic tangent function instead of the sigmoid function. 170 

The hyperbolic tangent function ℎ(. ) is defined as follows: 171 

ℎ(𝑥) =
𝑒𝑥𝑝(𝑥)−𝑒𝑥𝑝(−𝑥)

𝑒𝑥𝑝(𝑥)+𝑒𝑥𝑝(−𝑥)
                 (9) 172 

Figure 2 depicts a schematic of the applied LSTM-NN in the current study. The applied 173 

LSTM-NN has one input cell, a hidden layer which consists of 10 LSTM cells, and one output 174 

cell with the identity activation function. Unlike the simple NN which needs P input cells to 175 

receive P lags of previously observed GW level, the LSTM-NN has only one input cell 176 

regardless of the number of lags, and the LSTM-NN receives the previous lags as a sequence. In 177 

fact, unlike the simple-NN, the feedforward of the LSTM-NN is a temporal process as shown in 178 

Figure 2. The outputs of the LSTM cells are not passed to the output cell of the network after the 179 

network receives the first input (i.e., the oldest lag, which here is Lag P). Instead, the outputs of 180 

the LSTM layer are received by itself in addition to the next input (i.e., Lag (P-1)). This 181 

procedure continues until the network receives the last input (which is lag 1). At this stage the 182 

outputs of the LSTM cells are passed to the output cell of the network. Notice that in general an 183 

LSTM network may have more than one input and output cell. This study applies one input cell 184 



because there is one kind of data (the GW level timeseries) used as the input to the model. Also, 185 

one output cell is used because one lag GW level is forecasted. Figure 3 depicts the structure of a 186 

single LSTM cell of the applied LSTM-NN and its connections. It is seen in Figure 3 that an 187 

LSTM cell has several gates each of which are directly connected to the input cell and other 188 

LSTM cells. In fact, each of these gates  is a cell with its own activation function, connection 189 

weights, and biases. The state of an LSTM cell is stored inside the cell and contributes to the 190 

next output of the cell as shown in Figure 3 and Equation (4). The specific structure of the LSTM 191 

cells allows temporal dependencies to be captured. Such a characteristic makes an LSTM 192 

network an ideal candidate for the task of timeseries prediction (for further reading about the 193 

LSTM architecture, see Staudemeyer and Morris, 2019). 194 

Regardless of the number of input lags, the LSTM-NN has only one input cell; therefore 195 

the number of parameters of the LSTM-NN does not depend on P (the number of lags of GW 196 

level observation) unlike the simple NN. The applied LSTM-NN in this study has 10 LSTM 197 

cells, one input cell, and one output cell, therefore the total number of parameters including 198 

weights and biases is a fixed value and is equal to 491 (number of LSTM cells × 4 × [number of 199 

input cells + number of LSTM cells + 1] + number of cells in the output layer × [number of 200 

LSTM cells + 1]). Among two identical networks (one simple and one LSTM) with the same 201 

number of cells the LSTM network has a greater number of parameters because every LSTM cell 202 

has four gates each of which is connected to all of the other cells in the same layer and the 203 

previous layer while a simple cell only is connected to the cells of the previous layer. This 204 

increases the number of parameters which must be optimized for the LSTM network. With the 205 

recent advanced techniques for training neural networks optimizing networks of such size with 206 

several hundreds of parameters is straighforward. Thus, such an increase in the number of 207 

parameters does not pose a serious computational burden. On the other hand, however, the 208 

LSTM-NN has an advantage over the simple NN when there are long-term dependencies in the 209 

timeseries, and many lags are required as the input to the network for accurate prediction. In such 210 

a case, the independency of the number of parameters of the LSTM to the length of the input 211 

sequence provides better scalability. 212 

2.3. Adam optimizer for the training phase 213 



Training of a neural network requires that its parameters (weights, biases) be optimized to 214 

minimize the network’s prediction error. The training objective function is to minimize the mean 215 

squared error (MSE) defined below: 216 

𝑀𝑆𝐸 = 𝐹(𝜃) =
∑ (𝑧𝑡−𝑧̂𝑡(𝜃))

2𝑁
𝑡=1

𝑁
             (10) 217 

in which, 𝑁 = the number of observations of a phenomenon under study (say, the groundwater 218 

level), 𝑧𝑡 = the observed value at time t, 𝑧̂𝑡(𝜃) = the predicted value at time t, it is the output of 219 

the neural network and a function of the parameter vector 𝜃, where  𝜃 = (𝜃1, 𝜃2, … , 𝜃𝑙 , … , 𝜃𝑀) 220 

and 𝜃𝑙 = l
th 

parameter of the network to be optimized, and 𝑀 = the total number of trainable 221 

parameters of the network. During training of the parameters (coefficients) of the network 𝐹(𝜃)  222 

is treated as a stochastic function evaluated at batches of the train data set. This means that the 223 

training data set is divided into several batches (subsets) randomly and the parameters are 224 

updated based on the partial evaluation of the objective function in each batch.  225 

This study applies the Adam optimizer to obtain the neural network’s parameters. The 226 

Adam optimizer is a stochastic gradient-based optimization algorithm introduced by Kingma and 227 

Ba (2015). It differs from traditional stochastic gradient descent (SGD) algorithms in that it 228 

assigns adaptive individual learning rates to each neural network parameter separately and 229 

updates them based on the estimates of the first and second moments of the gradients. Traditional 230 

SGD algorithms, on the other hand, use a single learning rate for all the neural network’s 231 

parameters. The Adam optimizer has proven successful in solving deep machine learning 232 

problems and domains with sparse gradients. It is therefore a suitable choice when working with 233 

LSTM networks that commonly have several times more parameters than simple neural 234 

networks. Optimization of such networks with traditional SGDs is computationally burdensome, 235 

while the Adam optimizer is more effective for the task. 236 

The Adam optimizer has several hyperparameters. These are the step size (𝛼), 237 

exponential decay rates for the estimates of moments (𝛽1 and 𝛽2), and a small value (𝜀), which 238 

must be specified. The recommended initial hyperparameters are 𝛼 = 0.001, 𝛽1 = 0.9, 𝛽2 =239 

0.999, and 𝜀 =  10−8 (Kingma and Ba, 2015). The algorithm starts by initializing the vector 𝜃 240 

(neural network parameters), and 1
st
 moment vector (𝑚(0)), 2

nd
 moment vector (𝑣(0)), and 241 



iteration (s) by setting them equal to zero. The moments and vector 𝜃 (neural network 242 

parameters) are updated iteratively until the algorithm converges. At the beginning of each 243 

iteration the gradient vector is calculated as follows: 244 

𝑔(𝑠) = ∇𝜃𝐹(𝜃(𝑠−1))               (11) 245 

in which, 𝑔(𝑠) = gradient vector at iteration s with respect to the objective function 𝐹, 𝜃(𝑠−1) = 246 

parameter vector at iteration 𝑠 − 1, and  ∇𝜃 denotes the gradient vector obtained by 247 

differentiating the objective function 𝐹 with respect to the components of the parameter vector 𝜃. 248 

Next, the first and second moments are updated as follows: 249 

𝑚(𝑠) = 𝛽1 ∙ 𝑚(𝑠−1) + (1 − 𝛽1) ∙ 𝑔(𝑠)             (12) 250 

𝑣(𝑠) = 𝛽2 ∙ 𝑣(𝑠−1) + (1 − 𝛽2) ∙ 𝑔(𝑠)2
             (13) 251 

in which, 𝑚(𝑠)and 𝑣(𝑠) denote respectively the first and second moments at iteration s, and 252 

𝑔(𝑠)2
= 𝑔(𝑠)⨀𝑔(𝑠) (⨀ denotes the Hadamard product, which involves elementwise 253 

multiplication). Note that all operations on vectors are elementwise. 254 

An iteration updates the parameters as follows: 255 

𝜃(𝑠) = 𝜃(𝑠−1) − 𝛼 ∙
𝑚̂(𝑠)

√𝑣̂(𝑠)+𝜀
              (14) 256 

𝑚̂(𝑠) =
𝑚(𝑠)

1−𝛽1
𝑠                (15) 257 

𝑣̂(𝑠) =
𝑣(𝑠)

1−𝛽2
𝑠                (16) 258 

in which, 𝜃(𝑠) = updated vector of neural network parameters at iteration 𝑠,  𝛽1
𝑠 and 𝛽2

𝑠 denote 𝛽1  259 

and 𝛽2 to the power s, respectively. The Adam optimizer terminates when a specific number of 260 

epochs are completed; otherwise, the updated parameters are used as initial values to start the 261 

next iteration. In every epoch the parameters are updated with respect to the whole train data set. 262 



Every epoch consists of several data batches each of which is a subset of the train dataset. 263 

Therefore, every iteration of the Adam optimizer uses a batch (sample) of the train dataset to 264 

update the parameters. The Adam optimizer performs step size annealing. When the ratio 
𝑚̂(𝑠)

√𝑣̂(𝑠)
 is 265 

small, the step size is small. For instance, close to optimal parameter values the magnitude of the 266 

aforementioned ratio tends to zero resulting in small step sizes for the updating of parameters. 267 

For further reading about the Adam optimizer and its convergence properties see Kingma and Ba 268 

(2015). 269 

2.4. Scenarios  270 

This work evaluates the performance of the applied neural networks (the LSTM-NN and 271 

the simple NN) under three scenarios named D, MA, and MM, and several prediction horizons 272 

corresponding to each scenario. Scenario D refers to the situation when daily data are available. 273 

In this instance the networks are trained using daily data. Scenarios MA and MM refer to the 274 

situation in which monthly average GW level data and monthly minimum data are available, 275 

respectively. In all of the cases the inputs and outputs of the networks are consistent; for 276 

example, if the LSTM-NN forecast monthly groundwater level this means the input to the model 277 

is a set of monthly groundwater observations, and, furthermore, the LSTM-NN is trained with 278 

monthly data.  279 

Scenario D is employed to evaluate the performance of the networks in predicting the 280 

GW level from one day (step) ahead to 30 days (steps) ahead. In the case of monthly scenarios 281 

the performance of the models is evaluated with one, two- and three steps (months) ahead 282 

predictions. Also, the number associated with each scenario refers to the prediction horizon. 283 

Thus, scenarios D1 and D20 denote one-day and 20-day ahead predictions, respectively; or 284 

scenario MA2 refers to two-month ahead prediction of monthly average GW level.  285 

3. Evaluation criteria  286 

The following criteria are applied to test the LSTM-NN’s and simple NN’s performances 287 

in forecasting the GW level. The Nash-Sutcliffe model efficiency coefficient (NSE) was also 288 



calculated and it was always equal to the coefficient of determination (R
2
). Therefore, only the 289 

R
2
 is reported. 290 

3.1. Coefficient of determination (R
2
) 291 

The coefficient of determination (R
2
) measures the level of statistical association between 292 

the observed and predicted time series. The value of this criteria varies from zero to one. The 293 

higher the value of R
2
, the better the prediction, with a value equal to one indicating a perfect fit 294 

between observed and predicted time series. An R
2
 equal to zero means a lack of association 295 

between predictions and observation. R
2
 is calculated as follows:  296 

𝑅2 = 1 −
∑ (𝑧𝑡−𝑧̂𝑡)2𝑁

𝑡=1

∑ 𝑧𝑡
2𝑁

𝑡=1 −
∑ 𝑧̂𝑡

2𝑁
𝑡=1

𝑁

              (17) 297 

3.2. Mean squared error (MSE) 298 

The MSE measures the discrepancy between the observed and predicted time series. In 299 

this study the LSTM-NN and the simple NN are trained to minimize the MSE (Equation (10)). A 300 

lower MSE implies a better prediction. Although during training phase in order to optimize the 301 

parameters (coefficients) of the network, 𝐹(𝜃) was treated as a stochastic function evaluated at 302 

batches of the train data set, in the results section the reported MSE is calculated with respect to 303 

the whole data set (encompassing the testing and training data sets). 304 

3.3. Mean absolute error (MAE) 305 

The mean absolute error is used to measure the accuracy of the time series predictions. 306 

Unlike the MSE the MAE avoids the contribution of large errors to the value of the index. The 307 

MAE is calculated as follows: 308 

𝑀𝐴𝐸 =
∑ |𝑧𝑡−𝑧̂𝑡|𝑁

𝑡=1

𝑁
               (18) 309 

4. Case study: the Edwards aquifer 310 



This work evaluated the performances of the LSTM-NN and simple NN in forecasting 311 

GW level in the Edwards (Balcones Fault Zone region) aquifer. The reason for this choice of 312 

aquifer was the availability of a long-term daily GW level time series dating back to 1932, the 313 

regional water-supply, and ecologic importance of the Edwards aquifer. The Edwards aquifer is 314 

located in south-central Texas and its catchment area encompass all or part of 13 counties in 315 

south-central Texas, USA. The hydrogeologic and groundwater management of the Edwards 316 

aquifer have been described in detail in several studies (see, e.g., Loáiciga et al. 2000; Loáiciga 317 

2017, 2019; Sharp et al., 2019). The Edwards aquifer is a highly productive, confined, karst 318 

aquifer which has an upstream drainage area, a recharge (unconfined aquifer) region, a transition 319 

zone (between unconfined and confined conditions), and a confined zone. The Edwards aquifer 320 

encompasses an area approximately 290 km long and its width varies from 8 to 65 km. The 321 

Edwards aquifer is the primary water source for the City of San Antonio and various neighboring 322 

areas. The average annual discharge to springs plus groundwater withdrawal by pumping wells is 323 

approximately equal to 57,419 ×10
6
 m

3
, of which 49.94, 28.02, 13.64, 4.23, and 4.16 percent are 324 

allocated to spring discharge, and to meet municipal and military, irrigation, domestic and 325 

livestock, and industrial water demands, respectively. Also, groundwater rights and the effect of 326 

groundwater withdrawal on several native species of animals and plants in the Edwards aquifer 327 

have been contentious over decades. The degradation of aquatic ecosystems in the Edwards 328 

aquifer caused by groundwater withdrawal led to the listing of some endemic species (i.e., the 329 

Fountain darter, the Comal Springs riffle beetle, the Texas blind salamander, etc.) as endangered 330 

by the US Fish and Wildlife Service. 331 

5. Data 332 

The GW level data used in this study are maximum daily water level at index well J-17 in 333 

San Antonio, Texas, recorded from 11/12/1932 until 7/31/2020 (in total 31,239 days) reported by 334 

The Edward aquifer authority (EAA, https://www.edwardsaquifer.org/eaa/). The EAA archives 335 

the highest water level observed every day. The EAA reports GW level in feet above mean sea 336 

level (msl). Prior to using the data for training the networks and prediction, the data were 337 

standardized (Standardized data = [the original data – the mean of the data] / the standard 338 

deviation of the data). The entire available GW level data were used for daily scenarios (scenario 339 

D); in the case of monthly scenarios, the minimum and average of daily GW levels were 340 

https://www.edwardsaquifer.org/eaa/


calculated for every month to create two distinct monthly GW level time series. The partial data 341 

(i.e., less than one month duration) for the last and first month were removed and the rest of the 342 

data were used for prediction with the monthly scenarios (Scenarios MA and MM). Therefore, 343 

the data period for monthly scenarios started in December 1932 and ended in July 2020 (1,043 344 

months in total). Figures 4 and 5 depict the available data for the daily and monthly scenarios, 345 

respectively. The available data were divided into training and testing data sets such that the 346 

older 80 percent of the data were applied for training and the most recent 20 percent of the time 347 

series were used for testing.  348 

6. Results 349 

The proposed LSTM-NN’s predictive skill was evaluated and compared with that of the 350 

simple NN. Three goodness-of-fit criteria (R
2
, MSE, and MAE) were employed for the 351 

evaluative comparison. First, the effect of the number of lags of previously observed GW level 352 

as the input to the simple NN on its performance was evaluated. This was done to ensure that the 353 

simple NN would achieve the best possible results. The simple NN with three past lags of GW 354 

level observations as input provided the best result among a set of candidates including 1, 2, 3, 4, 355 

5, 6, 12, and 24 previous lags for monthly scenarios and 1, 2, 3, 4, 5, 6, 7, 14, 21, and 30 356 

previous lags for daily scenarios. The same test applied to the LSTM-NN demonstrated that the 357 

past three lags performed well for the LSTM-NN, also. There are a few cases when other 358 

numbers of previous lags (e.g., six lags) performed better as the input to the LSTM-NN; yet,  the 359 

improvement was negligible. Therefore, three lags of previously observed GW level were 360 

initially selected as the input to the neural networks to provide a baseline for their comparison. 361 

Also, the performance of the LSTM-NN is compared with that of the simple NN when the past 362 

47 lags are used as the input. In this case the simple NN has 47 input cells, and, consequently its 363 

total number of parameters is 491 which is equal to the number of parameters of the LSTM-NN. 364 

This comparison is made to study the performance of the networks when they have the same 365 

number of parameters, number of hidden cells, and they receive the same inputs. 366 

Table 1 lists the results corresponding to the training and testing data sets for each NN 367 

with respect to the monthly scenarios, and selected daily scenarios D1, D10, D20, and D30 368 

where three previous lags are the inputs of the NNs. The accuracy of the LSTM-NN is 369 



consistently better than that of the simple NN by several percentages with respect to the 370 

goodness-of-fit criteria. For example, for one-day ahead prediction under scenario D1 the R
2
 of 371 

the LSTM-NN prediction for the test data set is equal to 99.89% whereas the R
2
 of the simple 372 

network is 95.32%, demonstrating about 4.5% improvement in the accuracy of prediction. The 373 

LSTM-NN’s R
2
 for the testing data set under scenarios D10, D20, and D30 is at least 4% better 374 

than those of the simple NN. It is seen in Table 1 that the same pattern exists for monthly 375 

scenarios. For instance, the LSTM-NN’s R
2
 for scenarios MA1 (one-month ahead prediction of 376 

the average GW level) and MM1 (one-month ahead prediction of minimum GW level) with the 377 

testing data set are at least 8% better than those of the simple NN. The results listed in Table 1 378 

indicate that on average the R
2
 of the LSTM-NN for testing data set features about a 5% 379 

improvement over the simple-NN. The MSE and MAE produced goodness-of-fit results 380 

consistent with those of the R
2
, such that the MSE and MAE of the LSTM-NN have lower values 381 

(i.e., they indicate better predictive skill) than those of the simple-NN. For instance, the MSE of 382 

the LSTM-NN for the testing data set under scenario D1 is equal to two percent (2%) of the MSE 383 

of the simple-NN. The results for the training data set demonstrates the same pattern.  384 

The number of parameters of the simple NN is smaller than that of the LSTM-NN when 385 

the inputs to the NNs are three previous lags. Therefore, the improved results might be assumed 386 

to be due to the greater number of parameters and not to the LSTM architecture. To resolve this 387 

dilemma Table 2 lists the results corresponding to the training and testing data sets for each NN 388 

with respect to the monthly scenarios, and selected daily scenarios D1, D10, D20, and D30 389 

featuring the past 47 lags as the inputs to the NNs. The simple NN requires 47 input cells to 390 

receive 47 previous lags as the input. The simple NN with 47 input cells has 491 parameters. 391 

However, as discussed earlier, the number of parameters of the LSTM does not depend on the 392 

number of input lags. Therefore, in this case, both NNs have the same number of parameters. 393 

Nevertheless, the results listed in Table 2 show the accuracy of the LSTM-NN is always better 394 

than that of the simple NN. Also, comparing Table 1 and Table 2, it is seen that increasing the 395 

number of input lags may improve or worsen the accuracy of the NNs. For example, for scenario 396 

D1 the results of Table 2 (47 lags) are slightly better than those of Table 1 (three lags) for both 397 

NNs. However, the accuracy for scenarios MA3 and MM3 is reduced for both NNs in Table 2 in 398 

comparison to Table 1. It is noteworthy that for scenario MA3 and MM3 when 47 input lags 399 



were used (Table 2) the difference between the training and testing accuracies increased. This 400 

shows that neither the LSTM-NN’s nor for the simple NN’s prediction accuracy increases with 401 

increasing number of lags.  We found that three previous lags perform best for the GW level time 402 

series of the Edwards Aquifer. This finding may or may not apply to other basins. 403 

The results of the LSTM-NN for the rest of the daily scenarios (i.e., the ones that are not 404 

reported in Table 1, such as scenarios D2, D3) are presented in Table 3 for the training and 405 

testing data sets using three past lags. For the sake of brevity, the results corresponding to the 406 

simple NN are not listed considering that the LSTM-NN featured a consistently better 407 

performance than the simple-NN. It is evident from Table 3 that the LSTM-NN’s predictive skill 408 

of the daily GW level is good up to 30-day ahead predictions. Specifically, the LSTM-NN 409 

predicts up to four-day ahead GW level with an R
2
 above 99%. One-week predictions features an 410 

R
2
 as high as 98.26%. Two- week ahead predictions achieved an R

2
 above 95%; and predictions 411 

of the GW level up to 26-day ahead achieved an R
2
 of at least 90%. Therefore, it can be stated 412 

that the LSTM-NN successfully predicts the GW level of the Edwards aquifer several-day ahead 413 

with high accuracy.  414 

Figures 6, 7, and 8 display the observed and predicted time series calculated with the 415 

LSTM-NN and the simple NN for the testing data set corresponding respectively to daily 416 

scenarios (D1, D10, D20, and D30), and average monthly scenarios (MM1 through MA3), and 417 

minimum monthly scenarios (MM1 through MM3) using three previous input lags. Figure 6 418 

demonstrates a good fit achieved by the LSTM-NN, whereas the simple NN frequently failed to 419 

render accurate predictions of the time series. It is seen in Figures 7 and 8 that, although the 420 

results of the monthly predictions are not as good as that of daily scenarios, the results of the 421 

LSTM-NN network are consistently better than those of the simple-NN; furthermore, the 422 

predictive skill of the simple-NN decreases with increasing  length of the prediction horizon. It is 423 

noteworthy that the length of the available data for the monthly scenarios was shorter than that of 424 

the daily scenarios. Even for a long prediction horizon (e.g., MA3) the LSTM-NN predicts the 425 

monthly GW level well but with a slight shift to the right.  426 

The improvement of the LSTM-NN over the simple NN is critical. It is seen in Figure 6 427 

that the simple NN produced poor prediction of extreme events (peaks and troughs) of the GW 428 



levels. However, the LSTM-NN predicted all the extreme events of the GW levels observed 429 

during a testing period of 17 years with a very good accuracy even up to 30 days ahead (for 430 

scenario D30). The performance of the LSTM-NN demonstrated in this work is noteworthy 431 

considering that this work applied in-situ observed GW level records without using any other 432 

kind of predictive data, such as precipitation and pumping rates, or other hydrogeologic 433 

information about the groundwater basin. The Edwards aquifer is subjected to various stresses, 434 

such as groundwater withdrawal and recharge-zone land-use changes, and its geohydrology is 435 

complex. Nevertheless, the LSTM-NN successfully predicted the GW level in the training stage 436 

and with high accuracy in the testing phase without relying on any information about 437 

anthropogenic factors (e.g., population, water usage, etc.) or hydrologic factors (e.g., 438 

precipitation, runoff, spring discharge, groundwater withdrawal, etc.), and only by applying a 439 

long data set of observed GW levels. This work’s results demonstrate the importance of long-440 

term, multi-decadal, groundwater monitoring for the purpose of constructing accurate predictive 441 

machine learning methods. 442 

7. Conclusion 443 

This work introduced the LSTM-NN for GW level forecasting, and compared the results 444 

of the LSTM-NN with those achieved by a simple NN in predicting long-term and short-term 445 

GW level in the Edwards aquifer, Texas.  The predictive skill of the NNs was evaluated under 446 

multiple daily, monthly average, and monthly minimum scenarios considering several prediction 447 

horizons and data availability. The goodness-of-fit criteria R
2
, MSE, and MAE established that 448 

the performance of the LSTM-NN was superior to that of the simple-NN. For example, it was 449 

shown that the R
2
 of the LSTM-NN was on average about 5% superior to that of the simple-NN. 450 

Also, The LSTM-NN was able to predict one day, up to four days, and up to 26 days ahead GW 451 

level with an accuracy (R
2
) of at least 99.89%, 99.00%, and 90.00%, respectively. This level of 452 

predictive skill was achieved using the GW level as the only input to the NNs without resorting 453 

to any other kind of data and information about the groundwater basin. It is noteworthy that the 454 

Edward aquifer is subjected to various stresses, such as groundwater withdrawal and recharge-455 

zone land-use changes, and its geohydrology is complex. This successful application of machine 456 

learning to GW level prediction for such a complex basin emphasizes the importance of 457 

gathering high quality and long-term GW level data. In addition, the rising awareness worldwide 458 



for the need of accurate and long-term groundwater monitoring creates an ideal juncture for 459 

resorting to machine learning algorithms to support decision making in groundwater 460 

management. Lastly, this work has revealed that long-term GW level data serves as a footprint of 461 

hydrologic and anthropogenic influence in groundwater basins. 462 
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 562 

Table 1. The results of LSTM-NN and Simple-NN for the training and testing data sets for all 563 

monthly and selected daily scenarios using the past three lags. 564 

Scenario 

 Testing 

 LSTM-NN   Simple-NN  

 R
2
 MSE MAE  R

2
 MSE MAE 

D1  99.89 0.001 0.023  95.32 0.050 0.137 

D10  96.51 0.038 0.138  91.97 0.087 0.213 

D20  92.01 0.086 0.212  87.83 0.131 0.270 

D30  87.53 0.135 0.266  83.65 0.177 0.313 

MA1  88.96 0.120 0.252  80.81 0.208 0.357 

MA2  75.62 0.265 0.391  69.59 0.331 0.452 

MA3  62.61 0.407 0.489  58.93 0.447 0.523 

MM1  88.38 0.125 0.245  80.21 0.213 0.361 

MM2  74.36 0.277 0.394  68.02 0.346 0.467 

MM3  61.15 0.421 0.506  56.53 0.471 0.551 

  Training 

D1  99.90 0.001 0.019  95.73 0.043 0.123 

D10  97.05 0.030 0.111  92.81 0.072 0.181 

D20  92.71 0.073 0.178  88.84 0.112 0.231 

D30  88.34 0.117 0.231  84.86 0.152 0.274 

MA1  89.47 0.106 0.228  80.68 0.194 0.320 

MA2  77.39 0.227 0.352  70.29 0.299 0.405 

MA3  66.23 0.340 0.439  60.80 0.395 0.471 

MM1  89.61 0.104 0.226  80.14 0.199 0.328 

MM2  76.71 0.233 0.358  68.33 0.318 0.423 

MM3  62.80 0.374 0.461  56.84 0.434 0.501 
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Table 2. The results of LSTM-NN and Simple-NN for the training and testing data sets for all 567 

monthly and selected daily scenarios using past 47 lags. 568 

Scenario 

 Testing 

 LSTM-NN   Simple-NN  

 R
2
 MSE MAE  R

2
 MSE MAE 

D1  99.91 0.001 0.021  96.08 0.042 0.121 

D10  96.26 0.040 0.143  92.58 0.080 0.201 

D20  91.51 0.092 0.222  88.40 0.126 0.260 

D30  85.25 0.160 0.288  84.33 0.170 0.303 

MA1  87.36 0.128 0.260  71.89 0.286 0.415 

MA2  70.65 0.300 0.414  57.56 0.433 0.512 

MA3  47.49 0.540 0.562  44.75 0.567 0.585 

MM1  86.18 0.138 0.263  71.27 0.288 0.408 

MM2  67.83 0.324 0.423  56.45 0.438 0.504 

MM3  38.67 0.621 0.610  43.35 0.574 0.583 

  Training 

D1  99.91 0.001 0.018  96.63 0.034 0.102 

D10  97.20 0.028 0.110  93.55 0.065 0.170 

D20  93.28 0.067 0.175  89.53 0.105 0.221 

D30  90.03 0.100 0.221  85.43 0.146 0.267 

MA1  89.95 0.103 0.225  82.72 0.178 0.310 

MA2  79.55 0.211 0.341  76.26 0.245 0.371 

MA3  69.71 0.313 0.430  70.82 0.301 0.415 

MM1  90.15 0.101 0.244  83.30 0.171 0.308 

MM2  78.16 0.224 0.352  76.88 0.237 0.367 

MM3  66.07 0.348 0.457  71.21 0.295 0.414 
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Table 3. The LSTM-NN results for the training and testing data sets under the daily scenarios 571 

using past three lags (except those listed in Table 1). 572 

  LSTM-NN 

Scenario 

 Training   Testing 

 R
2
 MSE MAE  R

2
 MSE MAE 

D2  99.73 0.003 0.033  99.67 0.004 0.041 

D3  99.48 0.005 0.045  99.37 0.007 0.056 

D4  99.20 0.008 0.056  99.04 0.010 0.070 

D5  98.90 0.011 0.066  98.68 0.014 0.083 

D6  98.59 0.014 0.075  98.33 0.018 0.093 

D7  98.26 0.017 0.083  97.96 0.022 0.103 

D8  97.88 0.021 0.093  97.51 0.027 0.115 

D9  97.46 0.025 0.102  97.00 0.032 0.127 

D11  96.62 0.034 0.119  96.02 0.043 0.147 

D12  96.21 0.038 0.126  95.56 0.048 0.156 

D13  95.80 0.042 0.133  95.16 0.052 0.163 

D14  95.40 0.046 0.139  94.76 0.057 0.169 

D15  94.97 0.050 0.146  94.29 0.062 0.178 

D16  94.51 0.055 0.153  93.78 0.067 0.187 

D17  94.05 0.060 0.160  93.29 0.072 0.194 

D18  93.59 0.064 0.166  92.83 0.078 0.201 

D19  93.14 0.069 0.172  92.39 0.082 0.207 

D21  92.29 0.077 0.183  91.63 0.090 0.217 

D22  91.84 0.082 0.189  91.18 0.095 0.223 

D23  91.37 0.086 0.195  90.69 0.101 0.230 

D24  90.90 0.091 0.201  90.22 0.106 0.236 

D25  90.45 0.096 0.206  89.75 0.111 0.242 

D26  90.02 0.100 0.211  89.32 0.115 0.247 

D27  89.61 0.104 0.216  88.92 0.120 0.251 

D28  89.21 0.108 0.221  88.51 0.124 0.255 

D29  88.78 0.112 0.226  88.04 0.129 0.260 
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 577 

 578 

Figure 1. A schematic of a simple NN which has P input cells, one hidden layer with 10 sigmoid 579 

cells, and one sigmoid output cell (XP is the lag P of the previous GW level observation). 580 
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 582 
 Figure 2. A Schematic of the LSTM-NN with one input cell, one hidden layer with LSTM cells, 583 

and one sigmoid output cell (XP is the lag P of previous GW level observation) and its temporal 584 

process for receiving a sequence of past P lags and generating output. 585 
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 587 
Figure 3. The architecture of i-th LSTM cell in the LSTM-NN whose first layer is the input layer 588 

with only one input cell (whose output at time t is 𝑦1,1
(𝑡)

), and whose second layer is the LSTM 589 

layer with 10 LSTM cells (whose outputs are 𝑦1,2
(𝑡−1)

 to 𝑦10,2
(𝑡−1)

). 590 
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 592 
Figure 4. Daily GW level time series of the Edwards aquifer (1 foot = 0.3048 m). 593 
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Figure 5. Monthly GW level time series of Edward aquifer used for (a) monthly average (b) 595 

monthly minimum scenarios (December 1932 through July 2020), (1 foot = 0.3048 m). 596 
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 598 

Figure 6. The results of daily GW level prediction corresponding to testing data sets achieved by 599 

the LSTM-NN (left) and the simple-NN (right) for several daily scenarios using three past lags. 600 
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 602 

Figure 7. The results of monthly average GW level prediction corresponding to the testing data 603 

sets achieved by the LSTM-NN (left) and the simple-NN (right) under scenarios MA1, MA2, 604 

and MA3 using three past lags. 605 
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 607 

Figure 8. The result of monthly minimum GW level prediction corresponding to the testing data 608 

sets achieved by the LSTM-NN (left) and the simple-NN (right) under scenarios MM1, MM2, 609 

and MM3 using three past lags. 610 
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