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Abstract

As lakes receive and transform significant amounts of terrestrial carbon, they often act as source of atmospheric CO2. Yet,
long-term measurements of lake-atmosphere CO2 exchange with high temporal resolution are sparse. In this study, we measured
the CO2 exchange of a small lake situated in complex mountainous topography in the Austrian Alps continuously for one year.
We used the eddy covariance (EC) and the boundary layer model (BLM) approaches to estimate the lake’s CO2 source or sink
strength and to analyze differences between these methods.

Overall, CO2 fluxes were small and EC measurements indicated influence of low-frequency contributions. Results from both
the EC and the BLM methods indicated the lake to be a small source of atmospheric CO2 with highest emissions in fall.

During night-time, the CO2 concentration gradient at the air-water interface decreased due to an increase in atmospheric CO2

above the lake, likely caused by cold and CO2-rich air draining from the surrounding land. Consequently, BLM fluxes were
lower during night-time than during daytime. This diel pattern was lacking in the EC flux measurements because the EC
instruments deployed at the shore of the lake did not capture low nocturnal lake CO2 fluxes due to the local wind regime.

Overall, this study exemplifies the relevance of the surrounding landscape for lake-atmosphere flux measurements. We conclude

that estimating CO2 evasion from lakes situated in complex topography needs to explicitly account for biases in EC flux

measurements caused by low-frequency contributions and local wind systems.
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Key points: 15 

 We estimated the CO2 exchange of a small mountain lake using the eddy covariance and the 16 

boundary layer model approaches 17 

 CO2 fluxes were small and variable and the variation in local atmospheric CO2 concentration 18 

was an important driver of lake CO2 exchange 19 

 The study demonstrates that the influence of the surrounding land has to be considered in 20 

lake-atmosphere flux measurements  21 
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Abstract 22 

As lakes receive and transform significant amounts of terrestrial carbon, they often act as source of 23 

atmospheric CO2. Yet, long-term measurements of lake-atmosphere CO2 exchange with high 24 

temporal resolution are sparse. In this study, we measured the CO2 exchange of a small lake situated 25 

in complex mountainous topography in the Austrian Alps continuously for one year. We used the 26 

eddy covariance (EC) and the boundary layer model (BLM) approaches to estimate the lake’s CO2 27 

source or sink strength and to analyze differences between these methods.  28 

Overall, CO2 fluxes were small and EC measurements indicated influence of low-frequency 29 

contributions. Results from both the EC and the BLM methods indicated the lake to be a small source 30 

of atmospheric CO2 with highest emissions in fall.  31 

During night-time, the CO2 concentration gradient at the air-water interface decreased due to an 32 

increase in atmospheric CO2 above the lake, likely caused by cold and CO2-rich air draining from the 33 

surrounding land. Consequently, BLM fluxes were lower during night-time than during daytime. This 34 

diel pattern was lacking in the EC flux measurements because the EC instruments deployed at the 35 

shore of the lake did not capture low nocturnal lake CO2 fluxes due to the local wind regime. 36 

Overall, this study exemplifies the relevance of the surrounding landscape for lake-atmosphere flux 37 

measurements. We conclude that estimating CO2 evasion from lakes situated in complex topography 38 

needs to explicitly account for biases in EC flux measurements caused by low-frequency 39 

contributions and local wind systems.  40 
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Plain language summary 41 

Lakes and rivers are an important link in the global carbon cycle transporting carbon from the land to 42 

the oceans. However, part of the carbon entering the water is also stored in lake sediments or 43 

released from the water into the air as carbon dioxide (CO2). Therefore, lakes are considered 44 

important sources of atmospheric CO2, yet long-term direct measurements of this water-air CO2 45 

exchange are sparse. In this study, we used two different methods to measure the CO2 exchange of a 46 

small lake in the Austrian Alps for an entire year. We found that during the ice covered period, 47 

spring, and summer the CO2 exchange between lake and air was small. Only in fall, the lake released 48 

CO2 at higher rates. Overall, the lake was only a small source of CO2 at most. We also found 49 

differences in the results of the two measuring methods. Those results demonstrated that 50 

measurements of lake-atmosphere CO2 exchange are complex and – especially if the lake is small and 51 

situated in a mountainous landscape – the surrounding land can influence the measurements.  52 
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1. Introduction 53 

The world’s streams, rivers and lakes contribute substantially to the global carbon cycle through the 54 

emission of carbon dioxide (CO2) across the air-water interface. Current estimates quantified  that 55 

1-3.8 Pg of carbon (C) per year are released by inland waters to the atmosphere (Aufdenkampe et 56 

al., 2011; Battin et al., 2009; Cole et al., 2007; Drake et al., 2018; Raymond et al., 2013; Tranvik et al., 57 

2009). These CO2 emissions are on the same order of magnitude as terrestrial net ecosystem 58 

production and net CO2 emissions related to anthropogenic land use changes. Lakes and reservoirs 59 

account for approximately 0.3–0.64 Pg C (Aufdenkampe et al., 2011; Cole et al., 2007; Holgerson and 60 

Raymond, 2016; Raymond et al., 2013; Tranvik et al., 2009) of the total inland water CO2 emissions, 61 

making lakes important contributors to the C balance of the earth’s land surface. 62 

Terrestrial CO2 exchange is primarily driven by photosynthesis and respiration: atmospheric CO2 is 63 

taken up by means of photosynthesis and stored in organic compounds in biomass. Part of this C is 64 

released back into the atmosphere through autotrophic and heterotrophic respiration and abiotic 65 

oxidation. Some terrestrial C is also exported from the land into inland waters and potentially into 66 

the ocean (Ciais et al., 2013; Drake et al., 2018). Work from the past two decades has established 67 

that inland waters not only transport terrestrial C to the coastal oceans as ‘passive pipes’, but are 68 

also able to process or transform C (Cole et al., 2007; Prairie and Cole, 2009). This research has 69 

concluded that only about one third to one half of the terrestrially-derived C in headwaters 70 

eventually enters the ocean. The remainder is stored in sediments or outgassed to the atmosphere 71 

(Ciais et al., 2013; Mendonça et al., 2017; Raymond et al., 2013).  72 

The CO2 exchange across the air-water interface is driven by the CO2 concentration difference (ΔCO2) 73 

between water and air and the exchange coefficient (Liss and Slater, 1974). Methods to quantify CO2 74 

exchange at the air-water interface include (i) concentration-gradient based methods including 75 

surface renewal or boundary layer models (BLM), (ii) chamber methods, and (iii) the eddy covariance 76 

(EC) approach.  77 
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The BLM method is based on measurements of dissolved surface water and atmospheric gas 78 

concentrations and estimates of the gas transfer velocity (k). This approach is commonly used for 79 

global estimates because reports on dissolved CO2 concentrations are numerous and for lakes k can 80 

be modelled based on wind speed. Surface water concentrations can be measured directly using 81 

headspace equilibration methods (Bastviken et al., 2015; Cole et al., 1994; Crawford et al., 2015) or 82 

calculated from pH, alkalinity, and temperature (Libes, 2009) – quantities measured routinely at 83 

many sites (Cole et al., 1994; Hartmann et al., 2014). However, lakes from different regions are not 84 

represented equally in current datasets (Cole et al., 2007; Hartmann et al., 2014; Raymond et al., 85 

2013) and especially data from the Alpine region are sparse (Ejarque et al., 2021; Pighini et al., 2018). 86 

Moreover, measurements are rarely done at time intervals and with adequate frequency to capture 87 

the temporal (seasonal, but also potentially diel) variability of air-water gas exchange (Zscheischler et 88 

al., 2017).  Furthermore, the explicit determination of k is challenging and associated with large 89 

uncertainties. Values for k can be determined from trace gas experiments (Wanninkhof et al., 1985) 90 

or from flux measurements using for example chamber or EC methods (e.g. Jonsson et al., 2008; 91 

Vachon et al., 2010). Those methods are labor intensive or have other drawbacks and effort was put 92 

into establishing empirical relationships from existing measurements of k. To date, several models 93 

exist (Klaus and Vachon, 2020). Gas transfer is dependent on surface water turbulence which in many 94 

lakes is predominantly regulated by wind speed (Jähne et al., 1987; Read et al., 2012). Therefore, and 95 

because wind speed is quite simple to measure, wind speed is often used for determination of k. 96 

Existing studies agree on that parametrizing k as a function of wind speed is reasonable, but they also 97 

indicate that other factors like wind fetch, wave height, convection or buoyancy flux affect k 98 

(MacIntyre et al., 2010; Read et al., 2012; Vachon and Prairie, 2013) and that the wind-k-relationship 99 

might also, for example, depend on lake size and shape and therefore be lake specific (Klaus and 100 

Vachon, 2020). 101 

With chamber methods, a fixed control volume of air is confined above the water surface by a 102 

floating chamber. By measuring the gas concentration within this volume over a defined time 103 
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interval, the rate of change can be determined and used to calculate the flux across the air-water 104 

interface (e.g. Bastviken et al., 2004). Moreover, by full chamber equilibration, the water pCO2 105 

concentration and k can be quantified (Bastviken et al., 2015; Vingiani et al., 2020). This method is 106 

labor intensive, especially if non-automated systems are used, and covers only a small surface area. 107 

In addition, the chamber itself might influence gas exchange due to alterations of the gas 108 

concentration in the enclosure, self-heating, wind sheltering effects, and alterations of the flow field 109 

(Lorke et al., 2015; Matthews et al., 2003; Vingiani et al., 2020). 110 

In contrast to the BLM approach, the eddy covariance (EC) method provides a tool to measure fluxes 111 

such as CO2 exchange across a surface directly (Aubinet et al., 2012; Baldocchi et al., 1988). In 112 

principle, turbulent vertical transport of a scalar is calculated by correlating its concentration 113 

fluctuations with the vertical component of wind speed, requiring instruments with high precision 114 

and a fast response time (around 0.1 s or below). The advantages are that automated, continuous 115 

measurements are realized easily with little disturbance of the system and they are representative 116 

for a comparatively large surface area. The upwind area contributing to the measured signal is called 117 

the footprint. The footprint extends usually several hundred meters and depends on the 118 

measurement height, but also on additional factors like wind speed, surface roughness, and 119 

atmospheric stability. Requirements to acquire defensible flux measurements include that the terrain 120 

within the footprint is reasonably flat and homogenous – a condition seemingly well fulfilled for a 121 

lake surface. Although the EC method is well established for flux measurements in terrestrial 122 

environments, few long-term studies which measure gas exchange over aquatic ecosystems exist 123 

(Baldocchi, 2014; Pastorello et al., 2020). Several studies have indicated that the sharp contrast 124 

between a water surface and its surrounding land can impair the measurements. For example, 125 

different magnitudes and even direction of CO2 fluxes on land versus water can lead to local 126 

concentration differences enhancing the potential for advective flows leading to non-turbulent/low-127 

frequency contributions to the measured flux (Sun et al., 1998). Abrupt changes in surface roughness 128 

at the shore may influence wind speed and direction or turbulence patterns (Kenny et al., 2017). 129 
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Differences in surface characteristics (albedo, heat capacity, moisture) can lead to differential 130 

heating which in turn also drives air movement and can lead to advective air flow and the 131 

development of typical wind systems (Bischoff-Gauß et al., 2006). Because only the upwind area 132 

contributes to the EC signal, the source area depends on the wind direction. Therefore, wind 133 

patterns with typical diel variations often observed above complex terrain, like for example land and 134 

lake breezes or valley wind systems, can lead to biased results. 135 

Although lakes are estimated to be significant emitters of CO2, net fluxes on hourly time scales are 136 

often small and low-frequency contributions can be relatively large. Therefore, lake EC flux estimates 137 

have to follow stringent quality checks and sophisticated data processing. Sievers et al. (2015a) 138 

developed a flux analysis method that allows to determine the turbulent flux to or from a surface 139 

from EC data while separating out low-frequency influence based on ogive analysis. Application of 140 

the method in complex Arctic environments (polygonal tundra, sea ice) showed that it is 141 

advantageous for flux estimates in low flux, heterogeneous environments (Pirk et al., 2017; Sievers et 142 

al., 2015b) and therefore might also be suitable for lake flux estimates. 143 

Here, the BLM method and the EC method in conjunction with ogive analysis were used to estimate 144 

the air-water CO2 exchange of Lake Lunz, a small (0.68 km2) lake situated in complex mountainous 145 

topography in the Austrian Alps, continuously for an entire year. The goal of this study was twofold: 146 

First, we aimed to compare the BLM and EC methods and to quantify and analyze differences 147 

between both methods, especially in the context of the measurement setting on a small lake in 148 

complex mountainous topography. Second, we strived to quantify the CO2 source or sink strength of 149 

Lake Lunz and the drivers of its temporal variability in order to improve our understanding of 150 

freshwater C cycling in mountain lakes of the northern European Alps, an area which is experiencing 151 

rapid changes in climate and the hydrosphere (Blöschl et al., 2019; Gobiet et al., 2014).  152 

We captured the temporal variation of CO2 fluxes and related them to temporal patterns of 153 

atmospheric and aquatic CO2 concentrations, prevailing climatic conditions, and weather events. In 154 
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addition, we measured wind speed and direction at two locations on opposing shores of the lake. 155 

This allowed us to observe the local wind regime and to assess its influence on the lake and the 156 

related CO2 exchange. 157 

2. Material and methods 158 

2.1. Site description 159 

This study was performed at Lake Lunz, a clear-water oligotrophic mountain lake located in Lower 160 

Austria (47° 51’ N, 15° 03’ E), during a one year period (01.01.2017 – 31.12.2017). Lake bathymetry is 161 

steep with a mean and maximum depth of 20 m and 34 m, respectively. The lake has an oval shaped 162 

surface area of about 0.68 km2 with its longest distance of about 1.5 km roughly aligned from west to 163 

east (Figure 1).  164 

 165 

Figure 1 Topographic map of Lake Lunz and its surroundings. Inserted are the wind roses at the two measurement 166 
locations showing the frequency of day (yellow) and night-time (blue) wind directions. The red cross marks the location 167 
of the floating platform where water temperature and CO2 concentrations were measured from spring to fall. Map from 168 
OpenSlopeMap.org. 169 

The lake is situated in a steep and narrow valley at an elevation of 608 m.a.s.l. The ridge north of the 170 

lake reaches an elevation of about 900 m, while the slope south of the lake plateaus at about 171 
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1500 m. The north and south slopes are densely forested with spruce (Picea abies) and larch (Larix 172 

decidua). On the east side, the main lake inlet (Oberer Seebach) enters the lake and the terrain is less 173 

steep and less densely vegetated. The lake discharges into one single outlet (Unterer Seebach) at the 174 

northwest end. 175 

2.2. Eddy covariance measurements 176 

During 2017, EC measurements were done at the east shore on a boardwalk extending about 15 m 177 

into the lake. Previously, fluxes were measured using the same EC instruments but installed on a 178 

floating platform (Ejarque et al., 2021). However, the floating platform was only operational during 179 

summer. Moreover, the movement of the platform may influence data quality and lead to higher 180 

data rejection during quality control. Therefore, a year-round operation of EC measurements on the 181 

shore was chosen and previous wind measurements suggested highest data coverage on the east 182 

shore of the lake. The EC instruments included a 3-D sonic anemometer (R3, Gill Instruments, 183 

Lymington, UK) to measure sonic temperature and the three orthogonal wind components. CO2 and 184 

H2O dry mole fractions were measured using an enclosed-path infrared gas analyzer (IRGA) (LI-7200, 185 

LI-COR Inc., Lincoln, NE, USA) with a heated intake tube of 0.71 m length. Instruments were installed 186 

at 3.9 m above the lake surface (about 1.2 m from water surface to boardwalk + 2.7 m on boardwalk) 187 

and data were collected at 20 Hz. CO2 fluxes (FC) were calculated using the numerical ogive 188 

optimization (OgO) method (Sievers et al., 2015a). The convention that negative fluxes are towards 189 

the surface (i.e., lake as sink) and positive away from the surface (i.e., lake as source) was adopted. 190 

Only data passing the quality criteria (see below) and wind directions between 230° and 310° (wind 191 

from the lake) were considered. Measurements affected by instrument malfunctioning and data 192 

measured directly during rain events were excluded. Overall, data coverage was about 15 %. 193 

2.2.1. Ogive flux analysis 194 

To estimate CO2 fluxes, we followed the OgO method (see Text S1 for additional details) developed 195 

by Sievers et al. (2015a) using the publicly available matlab toolbox OOT version 1.1.0 (Sievers, 2019); 196 
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calculations were done in Matlab version R2019b (The MathWorks Inc., Natick, MA, USA). Fluxes 197 

were calculated every 30 min. Averaging intervals were varied from 10 to 60 min around the query 198 

time. Basic quality control and preprocessing of raw data included de-spiking, gap detection, 199 

double rotation, and a time lag detection and correction (Aubinet et al., 2012; Vickers and Mahrt, 200 

1997). Furthermore, only periods when the momentum flux in the energy containing frequency 201 

range was negative (i.e., directed towards the surface) were considered (Foken and Wichura, 1996; 202 

Sievers et al., 2015a). 203 

2.3. Additional measurements of weather, radiation, and lake parameters 204 

Meteorological conditions including air temperature (Ta) and relative humidity (RH), incoming and 205 

outgoing shortwave and longwave radiation (SWin, SWout, LWin, and LWout) were measured at the 206 

boardwalk. Precipitation was recorded at a nearby weather station (TAWES Lunz am See). Wind 207 

speed and wind direction were (in addition to wind measurements at the EC station on the east 208 

shore) measured at the west shore of the lake using a 3-D sonic anemometer (CSAT3, Campbell 209 

Scientific, Logan, UT, USA). From May 12th to October 18th, water temperature (Tw) profiles were 210 

measured using 9 temperature probes (CS108 and CS109SS, Campbell Scientific, Logan, UT, USA) at 211 

0.05, 0.2, 1, 2, 4, 7, 12, 17, and 22 m below the water surface fixed to a floating platform above the 212 

deepest point of the lake (Figure 1). Meteorological data and water temperature were measured at 213 

one-minute intervals and half-hourly mean values were stored on a data logger (CR10X, Campbell 214 

Scientific, Logan, UT, USA).  215 

On the platform, automatic measurements of atmospheric CO2 partial pressure (pCO2a) and of air 216 

equilibrated with the surface water (from ~0.3 m depth) (pCO2w) were conducted from April 14th till 217 

October 29th at a three-hour interval (45 min equilibration time). 218 

Additionally, water level was obtained from the Hydrographic Service of Lower Austria available at 219 

https://www.noel.gv.at/wasserstand/#/de/Messstellen. 220 

 221 
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2.4. Gas transfer velocity and the boundary layer model approach 222 

We used CO2 fluxes from the OgO analysis (FC-Og) and measurements of atmospheric and aquatic CO2 223 

concentrations to determine the gas transfer velocity k and to establish the lake-specific wind speed-224 

k relationship. This relationship was then used to extrapolate k also to times when no measurements 225 

of FC-Og were present. First, k was estimated as: 226 

𝑘 =
𝐹𝐶-𝑂𝑔

𝐶𝑤−𝐶𝑎
            (1) 227 

where Cw is the gas (e.g., CO2) concentration in the surface water and Ca is the theoretical 228 

concentration of the gas in equilibrium with the atmosphere at the interface. 229 

The dissolved CO2 concentrations Cw and Ca were calculated by multiplying pCO2 of the lake and the 230 

atmosphere, respectively, with the Henry’s solubility constant Hc (equation 2 and 3):  231 

Cw = pCO2w * Hc and Ca = pCO2a * Hc; with       (2) 232 

ln𝐻𝑐 = −58.0931 + 90.5069 ∗
100

𝑇𝑤
+ 22.294 ∗ 𝑙𝑛 (

𝑇𝑤

100
); Tw in °K, Hc in mol L-1 atm-1; (Weiss, 1974).233 

            (3) 234 

Using the Schmidt number (Sc) for CO2 at the measured water temperature (equation 3), k was 235 

transformed to k600 [cm h-1], the standardized gas transfer velocity at 20°C (with Sc = 600): 236 

𝑘600 = 𝑘 ∗ (
600

𝑆𝑐
)
𝑛

          (4) 237 

where n = -2/3 for u < 2 m s-1 and n = -1/2 for higher wind speeds (Jähne et al., 1987) and  238 

Sc = 1911.1 - 118.11*Tw + 3.4527*Tw
2 - 0.041320 *Tw

3; Tw in °C; (Wanninkhof, 1992).  (5) 239 

To make our results comparable to existing wind-based models, k600 was related to wind speed at 240 

10 m height (U10). To obtain U10, sonic wind speed measured at height zm = 3.9 m was extrapolated to 241 

10 m height using the logarithmic wind law (equation 6): 242 
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𝑈10 = 𝑢 ∗ 𝑙𝑛 (
10

𝑧0
) ∗ (𝑙𝑛 (

𝑧𝑚

𝑧0
))

−1

           (6) 243 

where z0 represents the surface roughness length, which was set to 0.0001 m (Vihma and Savijärvi, 244 

1991). 245 

Finally, data were median-binned into 1 m s-1 wind classes and a linear model was fitted to k600 vs U10 246 

(Jonsson et al., 2008). Since very small fluxes are difficult to measure and associated with large 247 

scatter, data was only considered when Cw/Ca > 1.2. The resulting linear model was then used to 248 

extrapolate k values (k600modeled) to times when no measurements of FC-Og were present. By 249 

applying equation 4, k600modeled was transformed to kmodeled and the CO2 flux FC-BLM was calculated 250 

based on equation 1 as: 251 

𝐹𝐶-𝐵𝐿𝑀 = 𝑘𝑚𝑜𝑑𝑒𝑙𝑒𝑑 ∗ (𝐶𝑤 − 𝐶𝑎)         (7) 252 

Thus, and in contrast to our lake EC measurements, the calculated FC-BLM is independent of wind 253 

direction. 254 

All analyses were done in Matlab version R2019b (The MathWorks Inc., Natick, MA, USA). 255 

3. Results 256 

3.1. Environmental conditions during the study period 257 

Air temperature showed a typical seasonal course with high temperatures during summer and low, 258 

sometimes freezing, temperatures in winter (minimum of -20 °C in January) (Figure 2a). The mean 259 

annual temperature for 2017 at the nearby weather station was 7.7 °C, which is slightly higher than 260 

the long-term (last 20 years) mean of 7.3 °C. The maximum air temperature of 35 °C was reached at 261 

the beginning of August. Water temperature profiles were measured from May to October. During 262 

this time, the upper part of the water column (epilimnion) largely followed the seasonal course of 263 

the air temperature. The sensors down to a depth of 12 m recorded a general increase in 264 

temperature over the course of the summer, while the bottom temperature (17 m and below) stayed 265 
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relatively constant around 5 °C (Figure 2a). Lake Lunz is dimictic, yet complete mixing as indicated by 266 

a uniform temperature profile around 4 °C occurred before and after our measurements started and 267 

ended in spring and fall, respectively. 268 

Several temporary cooling periods were observed throughout the summer. The most pronounced 269 

events occurred at the end of July and in the beginning of September following large rain episodes. 270 

The air temperature reached its maximum shortly after the event in July. Also the surface water 271 

temperature increased again after the cooling event, although not reaching the previous values. The 272 

surface water temperature maximum (24.4 °C) was recorded around mid-July. After the temperature 273 

drop at the beginning of September, surface water temperatures did not recover substantially but 274 

stayed at values around 15 °C. At the same time, an increase in water temperature at 12 m depth 275 

was recorded, indicating an initial mixing of the water column to at least this depth (Figure 2a). 276 

Annual precipitation amounted to 1725 mm. January and June were the driest months with 74 and 277 

82 mm, respectively. This was directly reflected in the lake water level, which stayed below the long-278 

term mean throughout those months (Figure 2b). Heavy rain events caused sharp increases in water 279 

level, most notably in winter and early spring (February and March) when they likely coincided with 280 

snowmelt (Ejarque et al., 2021), at the end of July after a long relatively dry period, and two heavy 281 

rain events in September. Rain episodes were generally associated with lower air temperature, which 282 

together with likely more groundwater inflow led to a temperature decrease in the epilimnion. In the 283 

beginning of September, almost 100 mm of rain fell within 3 days and led to a significant decrease in 284 

water temperature as described above. 285 

The lake was covered with ice from January 1st till February 22nd (Figure 2d, blue shaded area). Until 286 

the end of the year, no new ice cover was established. 287 
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288 
Figure 2 Seasonal course of a) Air temperature (red line) and water temperature profile with depth on the right y-axis 289 
and water temperatures color coded according to scale in panel c); b) daily precipitation (blue bars) and lake water level 290 
(red line; the grey dotted line shows the mean water level); c) differential CO2 concentration (color code: surface water 291 
temperature; color code scale from 4 °C (blue) to 25 °C (yellow)); d) half-hourly CO2 exchange across the air-water 292 
interface with the shaded light blue area marking the period with ice cover. 293 

3.2. Local wind system 294 

Daily average wind speed measured at the east shore ranged from 0.2 to 6 m s-1. At both 295 

measurement sites, typical diel variations in wind speed and direction were observed reflecting 296 

the thermo-/topographic setting of the lake (Figure 1, Figure 3). During night, westerly and 297 

easterly drainage flows converging to the lake were observed at the west and east shore, 298 

respectively (Figure 3; dark grey shaded area). After sunrise, a lake breeze (divergence at lake 299 

level) developed with onshore flows recorded at both sites (Figure 3; light blue area). On the 300 

west shore, the onshore, north-easterly wind persisted between 08:00 and 10:00h local time. 301 

Around noon, the up-valley, westerly flow was fully established, replacing the onshore breeze on 302 

the west shore and intensifying the westerly wind on the east shore (Figure 3; light grey area). 303 

After sunset, the nocturnal drainage flows re-established. 304 
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 305 

Figure 3 Mean diel variation of wind speed and direction at the opposing shores of the lake. Different shaded areas 306 
indicate converging, diverging, and up-valley wind patterns during the respective hours of the day. 307 

We also observed days when the lake breeze persisted throughout the day or when the westerly 308 

wind dominated the entire day and in some cases even throughout the night. The former cases were 309 

most frequent in August and characterized by very warm temperatures and low wind speeds, while 310 

the latter showed generally higher wind speeds than typical days, often during storms with 311 

precipitation. 312 

The EC method only measures an upwind signal. Therefore, following our data-analysis, lake fluxes at 313 

the east shore were only attributed when the wind was blowing form the west, that is, during times 314 

when a lake breeze or up-valley, westerly flows persisted. 315 

3.3. Atmospheric and near-surface water CO2 concentrations 316 

During the summer months (June-August), the atmospheric CO2 concentration generally showed a 317 

strong diel pattern with high values during the night and lower values during the day. The CO2 318 

concentrations were highest in the early morning with around 460 ppm on average. After sunrise, 319 

the concentration decreased rapidly and stayed around 400 ppm throughout the day. After sunset 320 
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and as soon as the nocturnal drainage flow established, the CO2 concentration started to increase 321 

again. Interestingly, on days when no nocturnal drainage flow was observed and the westerly wind 322 

persisted, the CO2 concentration stayed low also throughout the night. An example of a typical day 323 

(doy 165; diel wind pattern) and a day with persisting westerly winds (doy 168) are depicted in 324 

Figure 4.  325 

 326 

Figure 4 Mean diel variation of atmospheric CO2 concentration during a typical day (doy 165) and a day when the 327 
westerly wind persisted (doy 168). The color indicates the wind direction at the EC station, where green shades represent 328 
wind from the land and blue from the lake. 329 

Dissolved CO2 in the epilimnion also showed a diel pattern, however, with a lower or even reversed 330 

amplitude compared to the atmospheric concentration (Figure 5, upper panels). Therefore, the 331 

difference in the CO2 concentration at the air-water interface, ΔCO2, was low and sometimes 332 

negative at night and usually had its maximum around midday (Figure 5, lower panels). However, 333 

during times when the wind at the east shore was blowing from the lake (i.e., times when the air-334 

water CO2 exchange could be measured with the EC set-up), ΔCO2 showed no or a reverse diel 335 

pattern. During those times, the night-time mean ΔCO2 was mostly higher than the mean ΔCO2 when 336 

data from all wind directions were considered (Figure 5, lower panels).  337 
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 338 

Figure 5 Monthly mean diel variation of CO2 concentrations of water and air (upper panels) and ΔCO2 averaged over all 339 
times and over times only when the wind was blowing from the lake, respectively (lower panels). 340 

On average, the lake was supersaturated with CO2 in all months except for August. In May and July, it 341 

was very close to equilibrium and several periods of undersaturation were observed (Figure 2c). The 342 

rain/cooling events in July generally led to a short-term decrease in surface water CO2 concentration. 343 

In the beginning of August, the CO2 concentration increased before dropping below atmospheric 344 

equilibrium for the rest of the month. The mixing of the water column induced by the heavy rain in 345 

the beginning of September eventually led to a strong increase in surface water CO2 concentration 346 

and despite some fluctuations it continuously stayed above atmospheric concentrations afterwards. 347 

By the end of the measurements at the end of October, the water concentration exceeded 348 

atmospheric concentrations by more than 500 ppm (or 30 µmol L-1) (Figure 2d). 349 

3.4. Directly measured CO2 fluxes 350 

Estimating CO2 fluxes by the standard EC method showed generally small fluxes with high short-term 351 

temporal variation. Analyzing the respective co-spectra and ogives revealed often large and variable 352 

contributions in the low-frequency range. No clear spectral gap could be determined making it 353 

difficult to exclude low-frequency contributions based on a fixed averaging time. The application of 354 

the OgO method (Text S1; Figure S1) helped to reduce scatter and reveal flux patterns (Figure S2 and 355 

S3). Comparing both results (i.e., from the conventional EC and the OgO method) showed that largest 356 

discrepancies occurred during lake-breeze and low wind conditions (Figure S4). 357 



18 
 

In the following, direct flux estimates based on the OgO method are presented. Overall, the lake 358 

acted as a net source of CO2 with an overall mean (± 1 std) emission rate of 0.25 (± 0.36) µmol m-2 s-1. 359 

For the direct flux measurements, no clear diel variation was observed while fluxes showed seasonal 360 

variability with a generally increasing trend towards fall (Figure 6). Highest monthly mean fluxes were 361 

observed in October which then decreased slightly towards the end of the year. During the ice free 362 

period, April, May, and July showed on average the lowest fluxes. During those months, several 363 

periods of C uptake could be observed (Figure 2d), which coincided with cooling of the surface water 364 

temperature and rain events on the same or previous days. 365 

 366 

Figure 6 Mean diel variation of FC-BLM (black lines) and FC-Og (blue lines) for each month. Shaded areas depict ±1σ. Note 367 
the different scales of the y-axes. Monthly mean values (±1 SE) of FC-Og for the entire year are shown in the lower right 368 
panel. 369 

3.5. Gas transfer velocity and BLM CO2 fluxes 370 

We obtained a linear model for our measured k600 values across different wind speeds (U10). The best 371 

fit model (±SE) to the data was (equation 8): 372 

𝑘600𝑚𝑜𝑑𝑒𝑙𝑒𝑑 = 2.27(±0.59) ∗ 𝑈10 + 3.68(±2.97); R2 = 0.68 (Figure 7)     (8) 373 

We compared our measured k600 values and the results of k600modeled with values obtained by three 374 

commonly used wind speed based models present in the literature: Cole and Caraco (1998; C&C), 375 

Crusius and Wanninkhof (2003; C&W), and Jonsson (2008; J). In the wind range from 0 to ~6 m s-1, we 376 
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observed an overall underestimation of the model by C&C and C&W, although being within the 377 

confidence intervals for very low wind speeds. Despite still being lower than our linear model, the J 378 

model was closer and within our confidence intervals. Also, the median binned data confirmed the 379 

overall underestimation especially of the C&C model at the given wind speed for this mountain lake 380 

system. This detailed comparison is depicted in Figure 7. 381 

 382 

Figure 7 Estimated k600 as a function of U10. Shown are measured k600 values (red dots), median binned data (red circles 383 
with the error bars denoting ± 25th percentile), and the best linear fit to the data (red line with confidence intervals 384 
denoted by the shaded area). For comparison, previously established k600 models are also shown. 385 

CO2 fluxes FC-BLM resulting from the gas transfer model showed a diel trend especially during summer 386 

(June, July) and fall (September, October) with higher fluxes during daytime (Figure 6). 387 

Overall, the average (± 1 std) flux from the BLM method was 0.06 (± 0.15) µmol m-2 s-1, which is 388 

substantially lower than the average directly measured flux FC-Og. It should be noted, however, that 389 

the CO2 flux from the lake can only be measured directly with the EC method when the wind is 390 

blowing from the lake. When we averaged only fluxes during times when the wind was blowing from 391 

the lake, the value for FC-BLM increased to 0.13 µmol m-2 s-1. Monthly mean fluxes calculated with the 392 
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BLM method further showed that the lake acted as a source of atmospheric CO2 during most months. 393 

This monthly CO2 evasion estimate was always lower than monthly mean FC-Og and even negative in 394 

May and August (Figure 8). Highest fluxes were observed in October independent of the chosen 395 

calculation method. 396 

 397 

Figure 8 Monthly mean CO2 fluxes estimated with the EC-OgO method (blue), BLM modeled fluxes for times only when 398 
the wind was blowing from the lake (grey), and BLM modeled fluxes for all wind directions (black). 399 

4. Discussion 400 

Wind speed and direction, atmospheric and surface water CO2 concentrations, and air-water CO2 401 

exchange were measured at a small mountain lake situated in a narrow, steep valley of the eastern 402 

European Alps. Simultaneous wind measurements on opposing shores of the lake revealed the 403 

existence of a local wind regime that, together with seasonal variations of CO2 concentrations in the 404 

lake water column, predominantly controlled the variation in lake-atmosphere CO2 exchange.  405 

We observed a land breeze during night-time and the development of a lake breeze in the morning. 406 

During night, lakes often are warmer than the surrounding land promoting the rise of air masses 407 

above the lake and drawing in cooler air from the surrounding land. Especially in mountainous 408 

regions, lakes – as in our case – are often surrounded by steep hills and therefore represent a relative 409 

low point within the area. In sloping terrain, nocturnal down-slope drainage flows are common 410 
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(Aubinet et al., 2005; Pypker et al., 2007) which enhance the effect of the land breeze. Drainage of 411 

cold air is also associated with drainage of CO2 from terrestrial ecosystem respiration (Aubinet et al., 412 

2005; Kang et al., 2017). This pattern can also be observed in our dataset, where a significant 413 

increase of the atmospheric CO2 concentration occurred as soon as the wind turned from onshore to 414 

offshore. Since the air-water CO2 exchange is diffusion-driven and dependent on the lake-415 

atmosphere CO2 concentration difference, a sudden increase of atmospheric CO2 concentration can 416 

transiently suppress CO2 emissions from the lake, or may even lead to temporary CO2 uptake. Direct 417 

EC measurements of CO2 fluxes did not reveal a diel pattern of lake-atmosphere CO2 exchange. 418 

Instead, night-time fluxes were the same order of magnitude and occasionally even higher than 419 

during daytime and barely showed night-time CO2 uptake. EC measurements, however, are 420 

dependent on wind direction. Since our EC set-up was located on the east shore of the lake, fluxes 421 

from the lake could only be measured when westerly winds persisted. Due to the given thermo-422 

topographic conditions this was the case primarily during daytime, although occasionally the wind 423 

was blowing from the lake also during night. Nocturnal onshore wind was characterized by 424 

comparatively high wind speeds. During those conditions, the nocturnal increase in atmospheric CO2 425 

concentration and the resulting decrease of ΔCO2 were not observed, likely due to the absence of 426 

drainage flows and better atmospheric mixing during strong westerly winds. Consequently, a 427 

decrease in lake-atmosphere CO2 fluxes is not expected during those nights.  428 

Continuous measurements of CO2 concentrations in the air and in the surface water allowed 429 

calculating the fluxes based on modeled gas transfer velocities. Those results revealed a diel trend of 430 

CO2 exchange with higher fluxes during the day. Moreover, the results demonstrated that direct EC 431 

flux measurements, only taken during times when wind conditions allowed the lake to be the source 432 

area for the flux, are likely biased by the missing lower fluxes. In our case, direct EC flux 433 

measurements resulted in an overestimation of the mean CO2 efflux form the lake to the 434 

atmosphere. This is crucial to consider when measuring lake-atmosphere CO2 exchange using the EC 435 

method in lakes and is especially critical if the measurements are performed from the shore of the 436 
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lake. Considering flux estimates based on modeled k, our study demonstrates the importance of local 437 

atmospheric CO2 concentration and its temporal variability. In non EC-studies, fluxes are often 438 

calculated by assuming a constant average atmospheric pCO2. However, especially when surface 439 

water concentrations are close to equilibrium, small temporal and local differences in atmospheric 440 

CO2 can determine the lake being a source or sink for CO2. 441 

Although both FC-Og and FC-BLM indicated that the lake on average was a small source of CO2 442 

discrepancies between the two methods remained. FC-BLM was consistently lower than FC-Og, which 443 

previously was observed in other studies (Erkkilä et al., 2018; Huotari et al., 2011; Mammarella et al., 444 

2015) and primarily attributed to uncertainties in the estimation of k. In our case, part of the 445 

discrepancies was probably caused by a diel bias in EC measurements. However, differences 446 

remained even after accounting for this bias and were most pronounced in August when a negative 447 

ΔCO2 implied CO2 uptake, while FC-Og suggested a CO2 release. This discrepancy could be caused by 448 

spatial variability of CO2 fluxes because the two methods generally differ in spatial resolution and in 449 

our case also covered different parts of the lake. The EC set-up was on the shore, therefore FC-Og 450 

represents fluxes from shallow waters. On the other hand, Cw, which was used to calculate FC-BLM, was 451 

measured near the center, at the deepest point of the lake. Other studies have also observed within 452 

lake spatial variability of Fc and Cw (Kelly et al., 2001; Loken et al., 2019) and often reported higher 453 

values for shallow water. For example, EC measurements at a Finish lake showed higher fluxes when 454 

the footprint was above shallower water (Erkkilä et al., 2018). Spafford and Risk (2018) used floating 455 

chambers to measure Fc along a transect in the littoral zone and found higher and more variable 456 

fluxes closest to the shore. Shallow water might be warmer and therefore increase microbial 457 

respiration and the resulting emission of CO2. Moreover, sediments are closer to the water surface 458 

and the mixing layer can extend all the way to the lake bed more easily. Close to the shore, organic 459 

material from the surrounding land can enter the water and directly provide decomposable substrate 460 

for microbial respiration.  In addition, surface water and hyporheic CO2 inflows (Peter et al., 2014) 461 

will also have a higher effect on lake water CO2 closer to the shore. 462 
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Although the applied OgO method provides a tool to reduce low-frequency impact on direct flux 463 

measurements, non-turbulent contributions to the estimated fluxes cannot be completely precluded. 464 

This, as well as uncertainty in the estimation of k, can be an additional cause for the observed 465 

discrepancies between the methods. 466 

Nevertheless, results from both methods showed in general a similar seasonal pattern. Fluxes were 467 

low in spring and in contrast to other studies no bursts of CO2 were observed during ice out 468 

(Ducharme-Riel et al., 2015; Huotari et al., 2011; Karlsson et al., 2013), although, on average, fluxes 469 

were higher in March than in January and February. On average, the lake acted as a net source of CO2 470 

also during the summer month. Nevertheless, several periods of CO2 uptake were observed 471 

especially in July and overall the variability of CO2 fluxes was high. Frequent undersaturation and CO2 472 

uptake has been observed in other studies as well, especially for eutrophic lakes (Balmer and 473 

Downing, 2011). In our study, however, this could not be explained unequivocally by biological 474 

activity of primary producers. Instead, periods of CO2 uptake were rather associated with temporal 475 

cooling of air and consequently surface water temperature and, most of the time, light rainfall. 476 

Nevertheless, given that primary production in lakes often is determined by limiting nutrients (Prairie 477 

and Cole, 2009), we hypothesize that the light rainfall may also have enhanced productivity by 478 

increasing nutrient availability through enhanced fluvial inflow or partial mixing of the lake water 479 

column, while the colder temperatures temporary decreased respiration. Previously, cooling of lake 480 

surface temperature was observed to increase lake-atmosphere C fluxes by enhancing convective 481 

mixing (Eugster et al., 2003). However, in our case, Cw was rather low and the cooling of the water 482 

may have led to a significant increase in CO2 solubility. In addition, direct input of rainwater could 483 

have caused an additional dilution effect at the surface. In contrast, heavy rain events, as indicated 484 

by a marked increase of lake water level, were generally followed by an increase in Cw and also Fc – 485 

most pronounced at the beginning of August and at the beginning of September. In those cases, 486 

runoff from the catchment probably led to an increased organic and inorganic C load (Ejarque et al., 487 

2021). In the beginning of September, the heavy precipitation event likely also caused upwelling of 488 
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CO2 rich water. Afterwards, Cw stayed high and highest fluxes were eventually observed in October 489 

due to several storm events with very high wind speeds. This implies that physical, rather than 490 

biological, factors drive CO2 emissions at this small mountain lake. 491 

Direct EC CO2 flux measurements indicated that Lake Lunz, on average, emitted 0.25 µmol m-2 s-1 492 

equivalent to 259 mg C m-2 d-1. This is likely an overestimation, as an average flux of 0.06 µmol m-2 s-1 493 

or 62 mg C m-2 d-1 was estimated using the BLM method.  494 

Our results are within the range of reported results from EC measurements at lakes in different 495 

regions (Table 1). It should be noted, however, that to the authors’ knowledge no comparable long-496 

term direct measurements from Alpine lakes exist. Also, direct comparison of the measured fluxes to 497 

other lakes is difficult due to different time frames, instrumentation, and flux processing (detailed 498 

information on instrumentation and data processing as reported in the respective papers is given in 499 

Table S1 in the supporting information). Most of the conducted studies were short-term 500 

measurements focusing on spring or fall turnover. Multi-year investigations are predominantly from 501 

northern boreal regions and usually include only the ice-free periods. Overall, this demonstrates that 502 

continuous, long-term, direct flux measurements at lake ecosystems and a coherent flux processing 503 

strategy for those systems are still lacking. 504 

EC measurements at lakes pose several challenges. First, the choice for the site of instrument set-up 505 

is crucial. Several studies were conducted from floating platforms being advantageous in terms of 506 

land influence and acceptable wind directions. However, the movement of the platform might 507 

influence not only the wind measurements (Eugster et al., 2003) but also gas analyzers (Eugster et al., 508 

2020) and other instruments might be sensitive to motion and this has to be considered in data 509 

processing. Set up on shore provides easier handling and maintenance but, as shown in our case, 510 

might be prone to biased data collection because only certain wind directions can be accepted. By 511 

choosing a site, also downwind conditions have to be considered as sharp surface transitions (e.g., 512 

lake to forest) can influence the wind field (Kenny et al., 2017). High scatter and unrealistic flux 513 
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values are commonly observed in aquatic EC flux measurements independent of the chosen 514 

instruments or measurement location (e.g. Czikowsky et al., 2018; Eugster et al., 2003; Liu et al., 515 

2016). Causes for those observations can be advection, influence from the surrounding land or, more 516 

generally, low-frequency contributions. For terrestrial ecosystems, stable, low wind conditions are 517 

known to be challenging, concerning especially night-time flux quantification (Aubinet, 2008). For 518 

lakes, large influence from non-local processes has also been observed for high wind speeds (Esters 519 

et al., 2020). Yet overall, we could not determine any generalized condition, under which the 520 

unrealistic flux values occurred.  521 

In the past, this issue has been addressed with different solutions, for example by shorter averaging 522 

times (Eugster et al., 2003; Vesala et al., 2006), more stringent thresholds for quality criteria 523 

(Czikowsky et al., 2018; Huotari et al., 2011), or rigorous outlier removal (Franz et al., 2016). Our data 524 

also showed unrealistic large fluxes and variability. Although an extensive (raw) data analysis 525 

naturally showed that low wind and low flux conditions are critical, unrealistic flux values were also 526 

observed with shorter averaging intervals and under preferable wind conditions and with the 527 

footprint entirely above the lake surface. An ogive analysis revealed considerable low-frequency 528 

contribution to the measured CO2 flux in many cases and an estimation of the flux using the recently 529 

developed OgO method, therefore, appeared most robust.  530 
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Table 1: Overview of EC CO2 flux measurements at lakes 531 

Reference Lake/Location Time frame Flux  
(mg C  m-2 d-1) 

our study Lake Lunz, Austria 1 year (2017) 259 

(Anderson et al., 1999) 
Williams Lake, MN, USA 

5x1 week 
(spring/summer/fall) -186 to 2800 

(Armani et al., 2020) 
Itaipu Lake, Brazil 

Jan - Nov 2013  
(non-continuous) 301 

(Czikowsky et al., 2018) Lake Pleasant, NY, USA 16. Sept - 11. Oct 2010 348 

(Du et al., 2018) Erhai Lake, China 2012 - 2015 322 to 443 

(Erkkilä et al., 2018) Lake Kuivajärvi, 
Finnland fall 2014 (16 days) 363 to 1130 

(Eugster et al., 2003) 
Toolik Lake, AK, USA 

short term  
(2-4 days in July) 114 

(Eugster et al., 2003) 
Soppensee, Switzerland 

short term  
(3 days in September) 289 

(Eugster et al., 2020) 
Toolik Lake, AK, USA 

ice free periods  
2010-2015 200 

(Franz et al., 2016) Polder Zarnekow, 
Germany May 2013 - May 2014 118 

(Han et al., 2020) 
Ngoring Lake, Tibet 

ice free periods  
2011-2013  -830 to 130 

(Huotari et al., 2011), see 
also (Vesala et al., 2006) 

Lake Valkea‐Kotinen, 
Finland 

ice free periods  
2003-2007 

210  
(186 to 266) 

(Jammet et al., 2017) Villasjön, Sweden Jun 2012 - Dec 2014 228 

(Jonsson et al., 2008) Lake Merasjärvi, 
Sweden Jun - Okt 2005 221 

(Kim et al., 2016) Eastmain-1 reservoir, 
Canada 

ice free periods 
2006-2009 1140 

(Liu et al., 2015) Erhai Lake, China 1 year (2012) 466 to 1284 

(Liu et al., 2016) Ross Barnett Reservoir, 
MS, USA 1 year (2008) 321 

(Lohila et al., 2015) Pallasjärv, Finland Jul-Oct 2013 210 

(Mammarella et al., 
2015); see also 
(Heiskanen et al., 2014) Lake Kuivajärvi, Finland Jun - Oct 2010 & 2011 726 

(Morin et al., 2017) 
Douglas Lake, MI, USA 

Jun - Sept/Oct 2013 & 
2014 726 

(Podgrajsek et al., 2015) Lake Tämnaren, Sweden Sept 2010 - Sept 2012 187 

(Polsenaere et al., 2013) Floodplain lake, Barzil 19.-22.Nov 2011 612 

(Potes et al., 2017) Alqueva reservoir, 
Portugal 2. Jun-2. Oct 2014 -38 

(Reed et al., 2018) Lake Mendota, WI, USA 2012-2017 -151 to -636 

(Shao et al., 2015) see 
also (Ouyang et al., 2017) Lake Erie, USA Oct 2011 - Sept 2013 173 

(Sollberger et al., 2017) Lake Klöntal, 
Switzerland Mar - Jun 2012 15.5 
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5. Conclusion 532 

Direct measurements of CO2 exchange between a small lake and the atmosphere were conducted 533 

and related to the temporal variability of atmospheric and surface water CO2 concentrations and 534 

meteorological conditions. The lake acted as a small source of CO2, showing distinct seasonal and diel 535 

patterns of CO2 fluxes. Spring and summer fluxes were low and highest fluxes were observed in 536 

October after partial lake mixing. Several CO2 uptake periods were observed, usually during cold and 537 

rainy weather and likely driven by physical rather than biological factors. Fluxes calculated using the 538 

BLM method showed a diel pattern with lower fluxes during the night. Drainage flows from the 539 

surrounding land and low wind speeds during night led to increased atmospheric CO2 and in 540 

consequence decreased ΔCO2 resulting in reduced CO2 emissions or even CO2 uptake by the lake. 541 

This pattern was lacking in the results of the EC flux measurements due to the instrument 542 

deployment on the shore of the lake and the local wind system. In general, we propose that the 543 

influence of the surrounding landscape needs to be addressed when measuring lake-atmosphere 544 

fluxes, especially when fluxes are small and when dealing with lakes situated in complex topography. 545 
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Reference Lake/Location
Lake Area

(km2)

Lake max. 

depth

(m)

Lake mean 

depth (m)
Time frame

our study 

(Scholz et al. 2021) Lake Lunz, Austria 0.68 34 20 1 year (2017)

Anderson et al., 1999 Williams Lake, MN, USA
0.37 9

5.2 5x1 week (spring/summer/fall)

Armani et al., 2020 Itaipu Lake, Brazil 1350 Jan - Nov 2013 (non-continuous)

Czikowsky et al., 2018 Lake Pleasant, NY, USA

6 24

8.0 16. Sept - 11. Oct 2010

Du et al., 2018 Erhai Lake, China
256.5 20.7

10.0 2012 - 2015

Erkkilä et al., 2018 Lake Kuivajärvi, Finnland
0.62 13.2

6.3 fall 2014 (16 days)

Eugster et al., 2003 Toolik Lake, Alaska 1.5 25 short term (2-4 days in July)

Eugster et al., 2003 Soppensee, Switzerland
0.25 27

short term (3 days in September)

Eugster et al., 2020 Toolik Lake, Alaska

1.5 26

ice free periods 2010-2015

Franz et al., 2016 Polder Zarnekow, Germany
0.075 1.2

May 2013 - May 2014

Han et al., 2020 Ngoring Lake, Tibet 610.7 32 17.0 ice free periods 2011-2013 

Huotari et al., 2011, see also 

Vesala et al., 2006 Lake Valkea‐Kotinen, Finland

0.041 6.5

2.5 ice free periods 2003-2007

Jammet et al., 2017 Villasjön, Sweden
0.17 1.3

0.7 Jun 2012 - Dec 2014

Jonsson et al., 2008 Lake Merasjärvi, Sweden
3.8 17

5.1 Jun - Okt 2005



Reference Lake/Location
Lake Area

(km2)

Lake max. 

depth

(m)

Lake mean 

depth (m)
Time frame

Kim et al., 2016 Eastmain-1 reservoir, Canada 603 57 11.0 ice free 2006-2009

Liu et al., 2015 Erhai Lake, China 256.5 20.7 10.0 1 yr (2012)

Liu et al., 2016 Ross Barnett Reservoir, MS, USA
134 8

4-8 1 yr (2008)

Lohila et al., 2015 Pallasjärv, Finland 17.3 36 9.0 Jul-Oct 2013

Mammarella et al., 2015, see also 

Heiskanen et al., 2014 Lake Kuivajärvi, Finland
0.63 13.2

6.4 Jun - Oct 2010 & 2011

Morin et al., 2017 Douglas Lake, MI, USA
13.74 24

Jun - Sept/Oct 2013 & 2014

Podgrajsek et al., 2015 Lake Tämnaren, Sweden
38 2

1.3 Sept 2010 - Sept 2012

Polsenaere et al., 2013 Floodplain lake, Barzil 450 19.-22.Nov 2011

Potes et al., 2017 Alqueva reservoir, Portugal
250 92

16.6 2. Jun-2. Oct 2014

Reed et al., 2018 Lake Mendota, WI, USA 39.61 25.3 12.8 2012-2017

Shao et al., 2015, see also Ouyang 

et al., 2017 Lake Erie, USA
25700 64

5.1 Oct 2011 - Sept 2013

Sollberger et al., 2017 Lake Klöntal, Switzerland
3.3 45

Mar - Jun 2012



Reference

Instrumentation:

Open path (OP)/Close path (CP) 

gas analysator and

measurement height (m)

Instrument set-up ** EC processing software

our study 

(Scholz et al. 2021) CP 3.9 m shore EddyPro / matlab OgO Toolbox

Anderson et al., 1999
CP & OP 1.2 m fix

Armani et al., 2020 OP fix 

Czikowsky et al., 2018

CP 2 m float

Du et al., 2018
OP 2.5 m fix

EddyPro

Erkkilä et al., 2018
CP 1.8 m float

EddyUH 

Eugster et al., 2003 CP 1.5 m float

Eugster et al., 2003
OP 2.8 m float

Eugster et al., 2020

CP 1.3 - 1.6 m float

eth-flux software

Franz et al., 2016
CP 2.6 m shore

EddyPro

Han et al., 2020 OP 3 m fix EddyPro

Huotari et al., 2011, see also 

Vesala et al., 2006

CP 1.5 m float

Jammet et al., 2017
OP 2.5 m shore

EddyPro

Jonsson et al., 2008
OP 1.6 -2.6 m fix

EcoFlux 1.4



Reference

Instrumentation:

Open path (OP)/Close path (CP) 

gas analysator and

measurement height (m)

Instrument set-up ** EC processing software

Kim et al., 2016 OP 13 m fix

Liu et al., 2015 OP 3.5 m fix EddyPro

Liu et al., 2016
OP 4 m fix

Lohila et al., 2015 CP 2.5 m shore

Mammarella et al., 2015, see also 

Heiskanen et al., 2014
CP 1.7 m float

EddyUH

Morin et al., 2017
OP ~2 m fix

Podgrajsek et al., 2015
OP 4.7 m fix

Polsenaere et al., 2013 OP 4.6 m shore EdiRe

Potes et al., 2017
OP 2 m float

Reed et al., 2018 OP 11.6 m shore TK3

Shao et al., 2015, see also Ouyang 

et al., 2017
OP 15 m fix

EdiRe

Sollberger et al., 2017
OP 1.5 m float

eth-flux software

** fix: solid base but not on shore 

(e.g. fixed in sediment;  island)

float: floating platform

shore: on shore of lake

various methods for time lag 

estimation and spectral 

corrections were applied



Reference

averaging 

interval 

(min) / 

detrending ***

coordinate rotation

Quality checks and criteria for rejection

(SST: steady state test; 

ITT: integral turbulence test)

our study 

(Scholz et al. 2021) variable (OgO) coordinate rotation OgO; positive momentum flux

Anderson et al., 1999

30 / digital 

recursive filter coordinate rotation spectral inspection

Armani et al., 2020 10 / LD coordinate rotation

Czikowsky et al., 2018 15

raft motion corrected; 

coordinate rotation

SST > 30 %; fluxes with high low-frequency contribution 

(ogive); calm & unstable periods (z/L<-0.55) 

Du et al., 2018 30 / BA coordinate rotation SST & ITT (flag 0-1-2); flag = 2 is discarded

Erkkilä et al., 2018 30 / LD coordinate rotation

SST > 100 %; skewness, kurtosis; standard deviation of CO2 

> 3 ppm

Eugster et al., 2003 30 / LD coordinate rotation positive momentum flux; spectral inspection

Eugster et al., 2003 5 / LD coordinate rotation positive momentum flux; spectral inspection

Eugster et al., 2020 30 coordinate rotation

9-level flag system according to Foken (in Aubinet 2012); 

only flag = 9 was rejected

Franz et al., 2016 30 / BA planar fit

flag 0-1-2; flag = 2 is discarded; u* < 0.12 or > 0.76 m s-1; 

flux <0.2 or >99.8 percentile

Han et al., 2020 30 / LD coordinate rotation

Huotari et al., 2011, see also 

Vesala et al., 2006 30 / LD coordinate rotation

SST > 30 %; positive momentum flux; intermittency, 

skewness, kurtosis (Vickers & Mahrt 1997); vertical rotation 

> 15°

Jammet et al., 2017 30 / BA coordinate rotation

SST > 30 %; skewness, kurtosis (Vickers & Mahrt 1997); 

when no time-lag found

Jonsson et al., 2008 30 / BA coordinate rotation

SST > 30 %; positive momentum flux; CO2 fluxes outside 3 

std



Reference

averaging 

interval 

(min) / 

detrending ***

coordinate rotation

Quality checks and criteria for rejection

(SST: steady state test; 

ITT: integral turbulence test)

Kim et al., 2016 30 / BA coordinate rotation

Liu et al., 2015 30 / BA coordinate rotation Foken et al. 2004

Liu et al., 2016 30 coordinate rotation

Foken et al. 2004; negative CO2 fluxes outside 2-4 std were 

discarded

Lohila et al., 2015 30 / BA coordinate rotation SST; variance  of CO2 concentration > 1 ppm

Mammarella et al., 2015, see also 

Heiskanen et al., 2014 30 / BA coordinate rotation skewness, kurtosis (Vickers & Mahrt 1997); SST > 100 %

Morin et al., 2017 30 / BA coordinate rotation u* threshold

Podgrajsek et al., 2015 30 / LD coordinate rotation u spd < 1 m s-1; skewness, kurtosis (Vickers & Mahrt 1997)

Polsenaere et al., 2013 10 / LD coordinate rotation SST & ITT

Potes et al., 2017 30 / LD coordinate rotation

only diagnostic flags from instruments+wind 

direction/footprint

Reed et al., 2018 30 polynomal planar fit default TK3 (SST & ITT)

Shao et al., 2015, see also Ouyang 

et al., 2017 30 / BA planar fit SST & ITT, u* < 0.1; flux > 6std (7day moving window)

Sollberger et al., 2017 30 NA SST (Foken et al. 2012)

*** BA: Block 

Average

LD: Linear 

Detrending

most of the time, 

'coordinate rotation' 

equals a double 

rotation.



Reference
data cover 

(%)
Gap-filling

CO2 flux 

(mg C  m-2 d-1)

our study 

(Scholz et al. 2021) 15% 259

Anderson et al., 1999 -186 to 2800

Armani et al., 2020 301

Czikowsky et al., 2018 35% 348

Du et al., 2018 55% different methods for gap-filling were tested 322 to 443

Erkkilä et al., 2018 27% 363 to 1130

Eugster et al., 2003 114

Eugster et al., 2003 289

Eugster et al., 2020 51-93%

median diel cycle approach for short gaps up to 

1.5 days; longer gaps: daily average of the 

respective season 200

Franz et al., 2016 45.5%

marginal

distribution sampling 118

Han et al., 2020 80% -830 to 130

Huotari et al., 2011, see also 

Vesala et al., 2006 10%

210

(186 to 266)

Jammet et al., 2017 26% Artificial Neural Network 228

Jonsson et al., 2008 16% 221



Reference
data cover 

(%)
Gap-filling

CO2 flux 

(mg C  m-2 d-1)

Kim et al., 2016 1140

Liu et al., 2015 466 to 1284

Liu et al., 2016 80% 321

Lohila et al., 2015 210

Mammarella et al., 2015, see also 

Heiskanen et al., 2014 37% 726

Morin et al., 2017 51-73 % 

Neural Network (separately for night-time and 

daytime data) 726

Podgrajsek et al., 2015 45% 187

Polsenaere et al., 2013 62% 612

Potes et al., 2017 63% -38

Reed et al., 2018 29 % (?) -151 to -636

Shao et al., 2015, see also Ouyang 

et al., 2017 35%

marginal distribution sampling (monthly mean / 

MDV were also tested) 173

Sollberger et al., 2017

83.7 %

(26.4 % best 

QC) 15.5
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Introduction  

Because the ogive optimization (OgO) method is not commonly applied in eddy covariance 

(EC) data processing, a short summary of the method and its background as developed and 

described by Sievers et al. (2015 a) is given in the following. In addition, the application of the 

OgO method at our field site – a small mountain lake – is exemplified and discrepancies 

between the estimated fluxes resulting from the OgO method and the conventional EC data 

processing are presented. 

Text S1 – Additional information on the ogive optimization method.  

The OgO is an alternative approach to process EC data to estimate turbulent exchange while 

separating out low-frequency contributions (Sievers et al., 2015).  

An ogive is an empirical cumulative distribution and here refers to the cumulative integral of 

the co-spectra of CO2 concentration and vertical wind speed (w) from high to low frequencies, 

where the co-spectrum is the spectral decomposition of the flux estimate. Therefore, an ogive 

represents the cumulative contribution of different frequencies to the calculated flux. In theory, 

the ogive converges towards an asymptote with decreasing frequencies within an optimum 

averaging interval (Figure S1 a). However, the inclusion of low frequency contributions may 

lead to a continuous increase (Figure S1 b) or reversal (Figure S1 c) of the ogive curve depending 

on the direction of the low frequency motions. Low frequency contribution can be minimized 

by choosing the ideal averaging interval. Also, pre-treatment of the data with an appropriate 

detrending method can help to reduce non-turbulent influence. However, in cases where the 

frequency range of turbulence and low-frequency contributions overlaps, the estimation of the 

ideal averaging time or detrending method is not straightforward. 
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The OgO method generates an ogive density map by calculating ogives for a multiplicity of 

data permutations based on different combinations of averaging times and detrending 

methods for a certain time window at any chosen point in time (Figure S1, grey shades). 

Subsequently, a spectral distribution model is fitted to the obtained density map and the best 

fit (Figure S1, blue lines) is assumed to represent the pure turbulent flux. 

In our study, the EC method was used to quantify lake-atmosphere CO2 exchange. Fluxes 

calculated using the standard EC processing (using EddyPro 6.2.1, LI-COR Inc., Lincoln, NE, 

USA) showed large short-term temporal variation and the spectral analysis of the raw data 

indicated high low-frequency contributions. Therefore, the OgO method was applied to 

calculate CO2 fluxes (Fc-Og) at this small mountain lake and the results were compared to the 

flux results of the standard EC processing (Fc-EC). In addition, the prevailing environmental 

conditions in relation to the differences between the results of the two processing methods 

were analyzed. To that end, a regression ensemble was trained to predict the differential CO2 

flux between the two processing methods based on air temperature (Ta), the surface water 

temperature estimated from outgoing longwave radiation (Ts), relative humidity (RH), net solar 

radiation (Rn), wind speed (u), friction velocity (u*), atmospheric stability (zoL), and wind 

direction at the opposing shore (udirW) and the predictor importance and the related partial 

dependence were investigated. All analyzes were done in Matlab version R2019b (The 

MathWorks Inc., Natick, MA, USA). 

In Figure S1, three examples for OgO flux estimations at Lake Lunz are shown. In all three 

panels, the red line marks the ogive as calculated for a 30min averaging interval with data 

linearly detrended, i.e., the conventional EC processing. The grey shades show the ogive 

density map based on the respective data permutations while the resulting modeled ogive is 

represented by the blue line. Panel a) shows a case where the conventionally calculated ogive 
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(red line) closely follows the expected shape converging towards a constant value (about 

0.4 µmol m-2 s-1 in that case) at the low frequency range (left end of the x axis). Therefore, the 

difference between Fc-EC and Fc-Og is small. However, at Lake Lunz, cases as depicted in panel b) 

and c) were more common, with variable low-frequency contributions often causing an 

unexpected increase or reversal of the ogive curve. 

Overall, fluxes calculated using the OgO method showed less scatter than the conventional 

processing (Figure S2) and also a better agreement with the seasonal course of dissolved CO2 

and CO2 flux estimates based on the BLM method, Fc-BLM (Figure S3). 

The best predictors for differences in the fluxes calculated with the two processing methods 

(Fc-EC and Fc-Og) were wind speed and the wind direction at the opposing shore (which is an 

indicator of the persisting wind regime) (Figure S4 upper panel). In general, low wind speed and 

lake-breeze conditions led to the largest discrepancies between the two flux estimates (Figure 

S4 lower panels). 
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Figure S1. Three exemplary cases for flux estimates using the OgO method. The red line shows 

the standard 30min linear detrending. The grey shades denote the ogive density pattern of 

ogives calculated following data permutations. The best fit modeled ogive is shown in blue. The 

small inserted figures show equivalent co-spectra. Three situations are shown, where a) the 

standard ogive closely follows the expected shape and discrepancies between standard and 

modeled ogive are small, b) low-frequency contributions lead to a continuous increase of the 

ogive curve and therefore to flux overestimation, and c) low-frequency contributions cause a 

sign reversal and therefore to flux underestimation. 
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Figure S2. CO2 flux estimates based on the standard EC processing (Fc-EC, top left), based on the 

OgO method (Fc-Og, bottom left), and a scatter plot of Fc-EC and Fc-Og. The grey line in the scatter 

plot denotes the 1:1-line. 

 

 

Figure S3. Monthly mean CO2 fluxes estimated based on the standard EC (top), the BLM 

(middle), and the OgO (bottom) approach. Error bars show ± 1 standard deviation. 
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Figure S4. Predictor importance (top panel) of the trained regression ensemble. The partial 

dependence of the two most important predictors, wind speed u and wind direction at the 

opposing shore udirW, is plotted in the lower panels. 
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Table S1. Overview of EC CO2 flux measurements at lakes – additional information. 


