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Abstract

The spatiotemporal patterns of injection-induced seismicity (IIS) are commonly interpreted with the concept of a triggering

front, which propagates in a diffusion-like manner with an associated diffusivity parameter. Here, we refer to this diffusivity

as the “seismic diffusivity”. Several previous studies implicitly assume that seismic diffusivity is equivalent to the effective

hydraulic diffusivity of the subsurface, which describes the behavior of the mean pressure field in heterogeneous porous media.

Seismicity-based approaches for hydraulic characterization or simulations of IIS using domains of homogeneous equivalent

porous media are implicitly based on this assumed equivalence. However, seismicity is expected to propagate with the threshold

triggering pressure, and thus not be controlled by the evolution of the mean pressure field. We present numerical simulations of

fluid injection to compare the seismic and effective hydraulic diffusivities in heterogeneous formations (including fractured rock).

The numerical model combines uncoupled, linear pressure diffusion with the Mohr-Coulomb failure criterion to simulate IIS. We

demonstrate that connected pathways of relatively high hydraulic diffusivity in heterogeneous media (particularly in fractured

rock domains) allow the threshold triggering pressure to propagate more rapidly than predicted by the effective hydraulic

diffusivity. As a result, the seismic diffusivity is greater than the effective hydraulic diffusivity in heterogeneous porous media,

possibly by an order of magnitude or more. Additionally, we present a case study of IIS near Soultz-sous-Forêts where seismic

diffusivity is found to be at least one order of magnitude larger than the effective hydraulic diffusivity.
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Abstract15

The spatiotemporal patterns of injection-induced seismicity (IIS) are commonly in-16

terpreted with the concept of a triggering front, which propagates in a diffusion-like man-17

ner with an associated diffusivity parameter. Here, we refer to this diffusivity as the “seis-18

mic diffusivity”. Several previous studies implicitly assume that seismic diffusivity is equiv-19

alent to the effective hydraulic diffusivity of the subsurface, which describes the behav-20

ior of the mean pressure field in heterogeneous porous media. Seismicity-based approaches21

for hydraulic characterization or simulations of IIS using domains of homogeneous equiv-22

alent porous media are implicitly based on this assumed equivalence. However, seismic-23

ity is expected to propagate with the threshold triggering pressure, and thus not be con-24

trolled by the evolution of the mean pressure field. We present numerical simulations of25

fluid injection to compare the seismic and effective hydraulic diffusivities in heteroge-26

neous formations (including fractured rock). The numerical model combines uncoupled,27

linear pressure diffusion with the Mohr-Coulomb failure criterion to simulate IIS. We demon-28

strate that connected pathways of relatively high hydraulic diffusivity in heterogeneous29

media (particularly in fractured rock domains) allow the threshold triggering pressure30

to propagate more rapidly than predicted by the effective hydraulic diffusivity. As a re-31

sult, the seismic diffusivity is greater than the effective hydraulic diffusivity in hetero-32

geneous porous media, possibly by an order of magnitude or more. Additionally, we present33

a case study of IIS near Soultz-sous-Forêts where seismic diffusivity is found to be at least34

one order of magnitude larger than the effective hydraulic diffusivity.35

1 Introduction36

The injection of fluid into the subsurface is a common practice in several industries37

such as geothermal energy production, wastewater disposal, or hydraulic stimulation. In38

some cases, changes to the subsurface fluid pressure distribution or stress state may trig-39

ger seismic events, with potential risks to the nearby population and infrastructure de-40

pending on the magnitude of the induced seismicity (Chase et al., 2019; Ellsworth, 2013;41

Majer et al., 2012; Rutqvist et al., 2014; Weingarten et al., 2015). The first recorded in-42

cident of injection induced seismicity (IIS) was near Denver, Colorado in 1962 (Healy43

et al., 1968). The authors concluded that an increase in the fluid pressure within the in-44

jection formation led to a decrease in the effective normal stress acting along previously45

dormant faults and fractures, thus prompting increased seismic activity in the area. In46

the United States, IIS has been mostly associated with the disposal of coproduced wastew-47

ater from oil and gas operations (EPA, 2016; Weingarten et al., 2015); although, IIS is48

common in numerous other industries, including geologic carbon sequestration and geother-49

mal energy (Catalli et al., 2016; Cuenot et al., 2008; Majer et al., 2012; Riffault et al.,50

2018). Several studies have investigated the behavior and physical mechanisms of IIS in51

numerical, statistical, and field studies (Chang & Segall, 2016; Hajati et al., 2015; Lan-52

genbruch & Zoback, 2016; Rudnicki, 1986; Segall & Lu, 2015; Shapiro et al., 1997; Tal-53

wani & Acree, 1985).54

–2–



manuscript submitted to JGR: Solid Earth

0 1 2 3 4 5 6

0

200

400

600

800

1000

1200

Figure 1. The recorded seismic events from the 2000 fluid injection experiment near Soultz-

sous-Forêts, France plotted as r-t plot (Leptokaropoulos et al., 2019).

Complex changes to the subsurface stress state – either through poroelastic effects55

or static stress transfers – certainly impact the behavior of seismicity during fluid injec-56

tion (Catalli et al., 2016; Chang & Segall, 2016; Chang & Yoon, 2020; Haagenson et al.,57

2020; Jha & Juanes, 2014; Rutqvist et al., 2013; Schoenball et al., 2012; Segall & Lu, 2015;58

Zhai & Shirzaei, 2018; Zhai et al., 2019). However, most studies assume that the decrease59

of effective normal stress acting along a fault or fracture due to the increase of pore fluid60

pressure from fluid injection is the dominant physical mechanism causing seismicity (Brown61

et al., 2017; Dempsey & Riffault, 2019; Hummel & Shapiro, 2013; Keranen et al., 2014;62

Langenbruch et al., 2018; Nakai et al., 2017; Shapiro et al., 1997, 2002; Shapiro & Dinske,63

2009b; Shapiro, 2015; Rothert & Shapiro, 2003; Talwani & Acree, 1985). If we neglect64

changes to the subsurface stress state, the triggering of seismic events during fluid in-65

jection is expected to be predominantly controlled by fluid flow. Here, we model fluid66

flow using an uncoupled diffusion equation of fluid pressure, based on the clear prece-67

dence in the classical theory of groundwater flow (Bear, 1972; Charbeneau, 2006; De Marsily,68

1986; Verruijt, 2013) and of linear poroelasticity in cases of irrotational deformation (Cleary,69

1977; Rice & Cleary, 1976; Rudnicki, 1986).70

At sites prone to IIS, seismic events are observed to occur at increasingly larger ra-71

dial distances from the injection location as time progresses. A convenient approach to72

understanding the spatiotemporal behavior of IIS is to plot the distance between the in-73

jection location and the seismic event hypocenter against the event occurrence time. These74

plots are commonly referred to as r-t plots. As an example, the recorded seismic dataset75

from the fluid injection experiment near Soultz-sous-Forêts, France from the year 200076

is shown as an r-t plot in Figure 1 (Delepine et al., 2004; Leptokaropoulos et al., 2019).77

We will further discuss the results of this fluid injection experiment in Section 4.78

Several previous studies have employed r-t plots to investigate the diffusive prop-79

agation of the so-called triggering front (Antonioli et al., 2005; Chen et al., 2012; Ingebrit-80

sen & Manning, 2010; Goebel et al., 2017; Goertz-Allmann et al., 2017; Haffener et al.,81

2018; Hummel & Shapiro, 2013; Shapiro et al., 1997, 2002; Shapiro & Dinske, 2009a; Yong82

et al., 2018; Yu et al., 2019). In the most general terms, the triggering front is the three-83
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dimensional surface propagating away from the injection location (which need not be ra-84

dially symmetric) at which the onset of seismicity occurs (Rothert & Shapiro, 2003; Shapiro85

et al., 1997; Shapiro & Müller, 1999; Shapiro et al., 2002; Shapiro, 2015). If we assume86

that the onset of seismicity is induced by a threshold triggering pressure increment (pt)87

(Dempsey & Riffault, 2019; Gischig & Wiemer, 2013; Goebel et al., 2017; Keranen et al.,88

2014; Shapiro, 2015), then the triggering front may be alternatively viewed as the iso-89

baric surface with a pressure increment value equal to pt. While r-t plots directionally90

aggregate the three-dimensional seismic dataset and thus only reflect variations of seis-91

micity in the radial direction, they are still helpful for tracking the location of the trig-92

gering front. As previous studies have shown (Delepine et al., 2004; Shapiro et al., 1997,93

2002; Shapiro, 2015), the location of the triggering front can be approximately identi-94

fied by the upper envelope of the seismic data cluster in an r-t plot such as Figure 1, if95

the subsurface is assumed to be homogeneous and isotropic. This represents the farthest96

radial distance from the injection location where seismicity has occurred at any given97

time.98

It is well established that the propagation of seismicity and the triggering front (as99

observed in r-t plots) is approximately described by a diffusion-like process (Shapiro et100

al., 1997; Shapiro, 2015; Talwani & Acree, 1985). As such, expressions describing the dif-101

fusive propagation of the triggering front can be fit to the upper envelope of the seismic102

data cluster, producing an estimate of diffusivity (Delepine et al., 2004; Hummel & Müller,103

2009; Hummel & Shapiro, 2012, 2013; Rothert & Shapiro, 2003; Segall & Lu, 2015; Shapiro104

et al., 1997; Shapiro & Müller, 1999; Shapiro et al., 2002; Shapiro & Dinske, 2009a, 2009b;105

Shapiro, 2015). For clarity, we refer to this estimate of diffusivity as the “seismic diffu-106

sivity”, borrowing the term from Talwani and Acree (1985). There, the authors suggested107

that estimates of seismic diffusivity (associated with the spatiotemporal patterns of IIS)108

are in fact accurate estimates of the effective hydraulic diffusivity of the injection for-109

mation. If true, this indicates that methods for estimating seismic diffusivity are in fact110

seismicity-based approaches for subsurface hydraulic characterization. Since Talwani and111

Acree (1985), numerous other studies have also implicitly assumed that seismic diffu-112

sivity and effective hydraulic diffusivity are equivalent, and thus the term “seismic dif-113

fusivity” is not widely used (Haagenson et al., 2018; Haagenson & Rajaram, 2020).114

The seismic diffusivity and effective hydraulic diffusivity are no doubt equivalent115

in homogeneous and isotropic porous media, where isobaric surfaces (including the trig-116

gering front) will be radially symmetric. When employing r-t plots, the location of the117

triggering front is described as a single radial distance from the injection location, which118

hence implicitly assumes that the subsurface is homogeneous and isotropic. Indeed, most119

studies of the spatiotemporal patterns of IIS, using both analytical models (Antonioli120

et al., 2005; Chen et al., 2012; Goebel et al., 2017; Goertz-Allmann et al., 2017; Haffener121

et al., 2018; Hummel & Shapiro, 2012, 2013; Ingebritsen & Manning, 2010; Segall & Lu,122

2015; Shapiro et al., 1997; Shapiro & Dinske, 2009a, 2009b; Yong et al., 2018; Yu et al.,123

2019) and numerical models (Brown et al., 2017; Catalli et al., 2016; Dempsey & Rif-124
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fault, 2019; Keranen et al., 2014; Langenbruch & Zoback, 2016; Langenbruch et al., 2018;125

Pollyea et al., 2019; Riffault et al., 2018), assume a homogeneous injection formation.126

An important question that arises is whether the aforementioned equivalence be-127

tween seismic diffusivity and effective hydraulic diffusivity holds in a heterogeneous porous128

medium. Fluid flow and pressure diffusion in subsurface formations are influenced by het-129

erogeneity of hydraulic and mechanical properties in natural earth materials; this influ-130

ence has been investigated in an extensive body of literature over the last 40 years and131

synthesized in several textbooks (Dagan, 1989; Gelhar, 1993; Zhang, 2001). When het-132

erogeneity is represented as a spatially correlated random field with a well-defined cor-133

relation length, it is generally accepted that (at scales much larger than the correlation134

length) the behavior of the mean pressure and fluid flux fields can be described by ef-135

fective permeability and hydraulic diffusivity tensors. Similar frameworks exist for defin-136

ing block-scale effective conductivities for large grid blocks in field-scale flow models based137

on the underlying heterogeneity structure (Renard & De Marsily, 1997; Sanchez-Vila et138

al., 2006; Wen & Gómez-Hernández, 1996) or fracture network topology (Botros et al.,139

2008; Long et al., 1982; R. Zimmerman & Bodvarsson, 1996). The above body of liter-140

ature provides a basis for representing flow behavior in heterogeneous media in terms141

of equivalent homogeneous media with effective properties determined by the spatial struc-142

ture of heterogeneity. Most field-scale modeling of fluid flow in hydrogeology implicitly143

adopts this view and only represents material property variations across distinct geolog-144

ical units explicitly. Moreover, field-scale hydraulic tests are commonly interpreted based145

on analytical solutions for fluid flow in homogeneous media and the properties estimated146

from these tests are assumed to reflect effective properties (such as the effective perme-147

ability) at the test scale (Gelhar, 1993). In radial flow, theoretical and computational148

analyses in heterogeneous media (e.g. Naff (1991) or Guadagnini et al. (2003)) demon-149

strate that apparent conductivities approach constant values equal to the effective con-150

ductivities within a few correlation lengths from the well. Similarly, analytical and nu-151

merical modeling studies of IIS and frameworks for interpreting the spatiotemporal pat-152

terns of IIS may often be viewed as implicitly adopting equivalent homogeneous repre-153

sentations of hydraulic properties (Brown et al., 2017; Catalli et al., 2016; Dempsey &154

Riffault, 2019; Keranen et al., 2014; Langenbruch & Zoback, 2016; Langenbruch et al.,155

2018; Pollyea et al., 2019; Riffault et al., 2018; Segall & Lu, 2015; Shapiro et al., 1997;156

Shapiro & Müller, 1999; Shapiro & Dinske, 2009a, 2009b; Shapiro, 2015). As mentioned157

above, these approaches rely on the assumed equivalence between the seismic diffusiv-158

ity and effective hydraulic diffusivity of the subsurface (Haagenson et al., 2018; Haagen-159

son & Rajaram, 2020).160

Our specific goal in this paper is to demonstrate that in highly heterogeneous porous161

media, there is a clear distinction between the seismic diffusivity and the effective hy-162

draulic diffusivity. In reality, the triggering front is not radially symmetric for cases of163

heterogeneous domains. This is because pressure increments are expected to propagate164

preferentially through pathways of relatively high hydraulic diffusivity in heterogeneous165

media. As a result, the farthest radial distance to which the threshold triggering pres-166
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sure increment propagates (which we denote as rmax(p = pt) and is synonymous with167

the triggering front in the context of r-t plots) will be farther than the radial distance168

at which the directionally averaged pressure increment equals the threshold triggering169

pressure increment (which we denote as r(pavg = pt) and propagates according to the170

effective hydraulic diffusivity). Therefore, the triggering front observed in r-t plots will171

propagate more rapidly than predicted by the effective hydraulic diffusivity. Put another172

way, seismicity will propagate more rapidly in a realistic, heterogeneous domain than it173

would in an equivalent homogeneous domain that employs the effective hydraulic diffu-174

sivity, since the latter would inevitably underestimate the farthest radial distance reached175

by the threshold triggering pressure increment (pt) at any given time. We investigate this176

possible distinction, the degree to which these two quantities may differ, and what sub-177

surface conditions may exacerbate the difference.178

We investigate these questions using numerical simulations of fluid flow and induced179

seismicity. After providing a description of the computational framework (in Section 2),180

we present results of simulated fluid injection and induced seismicity in two different types181

of heterogeneous domains: smoothly varying fields of random hydraulic diffusivity de-182

rived using Sequential Gaussian Simulation (i.e. SGS domains described in Section 2.1)183

and three-dimensional discrete fracture networks in rock matrix (i.e. DFNM domains184

described in Section 2.2). In Section 4, we present a case study of the fluid injection ex-185

periment near Soultz-sous-Forêts, France from the year 2000, which further illustrates186

the potential distinction between the seismic and effective hydraulic diffusivity (Dezayes187

et al., 2010; Dorbath et al., 2009; Genter et al., 2010; Meller & Ledésert, 2017).188

2 Computational Framework189

Here, we investigate the behavior of fluid flow and IIS in correlated random fields190

of hydraulic diffusivity as well as a domain of highly fractured rock. The random fields191

are generated using a Sequential Gaussian Simulation (SGS) algorithm, producing a smoothly192

varying field of hydraulic diffusivity (which are a common but relatively simple repre-193

sentation of heterogeneity in the subsurface) (Müller & Schüler, 2020). We refer to the194

domain of highly fractured rock as a discrete fracture network and matrix (DFNM) do-195

main, because we explicitly model fluid flow in both the fracture network and surround-196

ing rock matrix (Birdsell et al., 2018; Haagenson et al., 2018; Haagenson & Rajaram, 2020).197

This is a more realistic representation of the kind of formation in which IIS typically oc-198

curs.199

For simplicity, we consider only heterogeneous media with large-scale, isotropic ef-200

fective permeability and diffusivity tensors (i.e. statistically isotropic correlation struc-201

tures in the SGS domains and uniform orientation distributions for fractures in the DFNM202

domains). These models are readily generalizable to represent large-scale anisotropy re-203

sulting from either anisotropic spatial correlation in the SGS domains or non-uniform204

orientation distributions (e.g. families of similarly aligned fractures) in the DFNM do-205

mains. However, our purpose here is mainly to illustrate the influence of heterogeneity206
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on the propagation of the triggering front, which is expected to occur with or without207

anisotropy.208

We model fluid flow through a porous medium in response to a point source of fluid209

injection based on the classical pressure diffusion equation (Bear, 1972; Charbeneau, 2006;210

Cleary, 1977; De Marsily, 1986; Rice & Cleary, 1976; Rudnicki, 1986; Verruijt, 2013),211

given as212

ρf (φβf + βm)
∂p

∂t
−∇ ·

(
ρfκ

µ
∇p
)

= Qm (1)213

where ρf is the fluid density, φ is the porosity of the porous medium, βf and βm are the214

compressibilities of the fluid and porous medium respectively, p is the increment of pore215

fluid pressure (with respect to the initial, static pressure distribution), κ is the intrin-216

sic permeability of the porous medium, µ is the dynamic viscosity of the fluid, and Qm217

is the source or sink of fluid mass. Although some of these parameters (particularly per-218

meability) can exhibit pressure dependence, we use constant parameter values such that219

equation (1) becomes a linear diffusion equation. Our goal is to highlight the influence220

of heterogeneity on patterns of IIS within the framework of linear diffusion. We intend221

to investigate the nuanced behavior of nonlinear fluid flow and IIS in future work. In this222

form, equation (1) represents a diffusion equation of pressure increment, where the well-223

known hydraulic diffusivity (Bear, 1972; De Marsily, 1986) is defined as224

Dh =
κ

µ (φβf + βm)
. (2)225

Flow through porous media (either in the SGS domain or in the rock matrix por-226

tion of the DFNM domain) is governed by equation (1). For the fractures, the model em-227

ploys an alternative form of the general fracture flow equation:228

∂ (ρfb)

∂t
−∇ ·

(
ρfb

3

12µ
∇p
)

= Qf − Lm (3)229

where b is the fracture aperture, Qf is the source or sink of fluid mass per unit area of230

the fracture and Lm is the fluid leak-off rate per unit area from the fracture into the sur-231

rounding rock matrix (Chaudhuri et al., 2013; Murphy et al., 2004). Equation (3) em-232

ploys the well-known local cubic law for fracture transmissivity (R. W. Zimmerman &233

Bodvarsson, 1996). Although there are limitations to the local cubic law at smaller scales,234

it is widely used in DFN models (Adler et al., 2013; Frampton et al., 2019; J. Hyman235

et al., 2015) with a constant aperture (b) within individual fractures (which may also be236

interpreted as the equivalent hydraulic aperture). In Section 2.2.2 below, we further de-237

scribe how equation 3 can be expressed in the form of a diffusion equation and solved238

in combination with the pressure diffusion equation in the rock matrix given in equa-239

tion (1).240

–7–



manuscript submitted to JGR: Solid Earth

Table 1. Summary of fluid injection model parameters.

Parameter Description Value Unit

ρf fluid density 998 kg/m3

µ fluid viscosity 8.9 · 10−4 Pa · s
βf fluid compressibility 4.4 · 10−10 Pa−1

Hinj depth of injection location 4,000 m

Q injection rate of fluid 25 m3/hr

te injection period 12 hours

Hwt depth of water table 100 m

ρs density of overburden 2,300 kg/m3

For simulations of fluid injection, we have developed a numerical model to solve241

equations (1) and (3) using FEniCS – a general-purpose, open-source finite element method242

(FEM) software (Alnæs et al., 2015), which has been previously applied to a wide range243

of geoscientific problems including subsurface fluid flow and generalized poroelasticity244

(Haagenson et al., 2020). Each domain used in this study is cubic, with sides measur-245

ing two kilometers in length. Fluid is injected at the center vertex of the numerical mesh246

(as a point source of fluid injection) at a constant rate (Q) of 25 cubic meters per hour247

for a period (te) of 12 hours. These parameters were selected to reflect a realistic sce-248

nario of fluid injection (Shapiro et al., 1997, 2005; Shapiro & Dinske, 2009b), while also249

minimizing potential boundary effects by employing a sufficiently large domain (with do-250

main boundaries located a distance of at least 12
√
Deff te away from the injection lo-251

cation, where Deff is the effective hydraulic diffusivity of the heterogeneous domain).252

The initial condition and all boundary conditions are set to a hydrostatic pressure field.253

A summary of the parameters used in the numerical simulations (which apply to sim-254

ulations of both the SGS and DFNM domains) are given in Table 1.255

Following the approach of Rinaldi and Nespoli (2017), Catalli et al. (2016), and Shapiro256

(2015), we track seismicity using a set of weak points, which are seeded randomly within257

one kilometer of the injection location. Each weak point represents a potential location258

for seismicity. In the SGS domain, each weak point is randomly assigned a strike and259

dip angle (to represent a hypothetical fracture at that location), whereas the weak points260

in the DFNM domain are seeded exclusively along fractures and are assigned the cor-261

responding fracture’s strike and dip angle. The weak point triggering pressure increment262

(pwp
t ), which is the increase in fluid pressure above the initial fluid pressure that would263

trigger a seismic event, is found using the well-known Mohr-Coulomb failure criterion:264

f (σn − (pwp
t + pi))− |τ | ≤ 0 (4)265
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where f is the coefficient of static friction of the fracture, pi is the initial fluid pressure266

at the weak point, and σn and τ are the normal compressive stress and shear stress act-267

ing on the fracture respectively. The coefficient of friction is allowed to vary between 0.6268

and 0.7 to capture a realistic range of values (Jaeger, 1959; Talwani & Acree, 1985). The269

initial pressure profile is assumed to be hydrostatic, and is found using a constant fluid270

density (ρf = 998 kg/m3) and a water table located 100 meters below the ground sur-271

face. The depth of the fluid injection (Hinj) and is stipulated as four kilometers. The272

stresses σn and τ can be found using the expressions273

σn = (σ · ~n) · ~n (5)274

and275

τ = (σ · ~n)× ~n (6)276

where σ is the local stress tensor and ~n is the normal vector of the fracture plane. We277

have assumed that the local stress tensor is defined by a normal faulting, lithostatic con-278

dition where the vertical stress component of σ is defined as σv = ρsgHinj and both279

horizontal components as σh = 0.6σv (Zoback, 2010). The rock density of the overbur-280

den (ρs) is assumed to be 2,300 kilograms per cubic meter.281

Commonly, pressure increments associated with induced seismicity are assumed to282

lie in the range of 0.01 and 0.1 MPa, where a pressure increment less than 0.01 MPa is283

either not significant enough to trigger seismicity or is often met by processes other than284

fluid injection (such as background fluid flow or tidal forcing) (Dempsey & Riffault, 2019;285

Gischig & Wiemer, 2013; Goebel et al., 2017; Keranen et al., 2014; Shapiro, 2015). Thus,286

weak points with a triggering pressure increment outside this range are removed from287

the final set of weak points used in the simulation. It is clear then, that the threshold288

triggering pressure increment associated with the triggering front will in fact be the min-289

imum of the range of weak point triggering pressure increment values (i.e. pt = min(pwp
t ) =290

0.01 MPa).291

To track seismicity in the numerical simulations, each weak point is evaluated for292

potential failure in each time step of the simulation. If the local pressure increment due293

to fluid injection at the weak point location exceeds the weak point triggering pressure294

increment (indicating that the weak point fails the Mohr-Coulomb criterion), then the295

weak point’s location is recorded as the hypocenter of a seismic event at that given time.296

This approach results in a synthetic IIS dataset, which allows us to produce r-t plots in297

order to investigate the spatiotemporal patterns of seismicity and estimate the seismic298

diffusivity of the heterogeneous domain (following the approach described later in Sec-299

tion 2.4).300

The following sections describe the specifics related to the SGS and DFNM domains,301

including how each domain was generated and spatially discretized, the set of weak points302

–9–
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Figure 2. Example of a three-dimensional lnκ field from Sequential Gaussian Simulation

(SGS) with isotropic covariance function using Var(lnκ) = 5.3. The permeability (κ) field and

thus hydraulic diffusivity fields are readily obtained from the lnκ field.

used in each domain type, and our treatment of fluid flow in the fracture network of the303

DFNM domain. In Section 2.3, we describe the approach used to estimate the effective304

hydraulic diffusivity based on pressure diffusion and in Section 2.4, we describe the ap-305

proach used to estimate the seismic diffusivity from r-t plot analysis.306

2.1 SGS Domains307

There is a long history of previous work on flow and transport in heterogeneous308

porous media based on numerical simulations in computer-generated spatially correlated309

random fields (Deutsch & Journel, 1998; Tompson et al., 1989). To generate such a field310

for hydraulic diffusivity, we first generate a logarithm of permeability field (lnκ, where311

κ has units of m2) with an isotropic, Gaussian covariance function using the GeoStat-312

Framework (i.e. GSTools module in Python) (Müller & Schüler, 2020). We simulate ten313

realizations of the SGS domain at four different values of the variance of lnκ (Var(lnκ) =314

0.53, 1.325, 2.65 and 5.3), for a total of 40 SGS domain realizations. Note that a value315

of zero for Var(lnκ) entails a perfectly homogeneous domain.316

The SGS domains are discretized using a structured, tetrahedral mesh with ver-317

tices uniformly spaced at 20 meters apart. The autocorrelation length of the SGS co-318

variance function is 100 meters (five times larger than the grid spacing of the numeri-319

cal mesh) and the sides of the cubic domain are two kilometers (20 times larger than the320

autocorrelation length). An example of the resulting lnκ field is shown in Figure 2. A321

correlated, random field of permeability (κ) for use in equations (1) or (2) is readily ob-322

tained by taking the exponential of the lnκ field.323

After generating the field of permeability, the correlated, random field of hydraulic324

diffusivity is found using the well established definition of hydraulic diffusivity given in325
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Table 2. Summary of parameters for SGS domains.

Parameter Description Value or Range Unit

E(lnκ) mean value of lnκ -31.0 −
Var(lnκ) variance of lnκ 0.53 - 5.3 −
φ porosity 0.05 −
βm compressibility of porous medium 7.0 · 10−11 Pa−1

Dh,SGS local hydraulic diffusivity 5.2 · 10−5 - 3.4 · 103 m/s2

equation (2). When evaluating this expression, we have assumed typical, constant val-326

ues for µ (8.9 · 10−4 Pa · s), φ (0.05), βf (4.4 · 10−10 Pa−1), and βm (7.0 · 10−11 Pa−1)327

that are reflective of a highly fractured, low permeability rock in which IIS most often328

occurs (Bear, 1972; Charbeneau, 2006; De Marsily, 1986; Freeze & Cherry, 1987). Note329

that permeability can vary spatially by several orders of magnitude within a heteroge-330

neous domain, whereas porosity varies within a relatively narrow range in a given for-331

mation (Gelhar, 1993). Therefore, using a spatially variable permeability along with a332

uniform porosity is an acceptable approximation that is common in studies of fluid flow333

in heterogeneous porous media. The field of spatially variable permeability along with334

uniform values of all other parameters in equation (2) produces a random, spatially cor-335

related field of hydraulic diffusivity, as desired. A summary of the model parameters spe-336

cific to the SGS domains are given in Table 2. As mentioned previously, the weak points337

are seeded throughout the SGS domains and assigned a hypothetical fracture orienta-338

tion. The final set of weak points for the SGS domains is shown in Figure 3, colored based339

on the weak point triggering pressure increment (pwp
t ).340

2.2 DFNM Domains341

In a domain of highly fractured, low permeability rock, the fracture network rep-342

resents a well-connected pathway of relatively high hydraulic diffusivity through which343

pressure increments can propagate rapidly. Since most cases of IIS occur in fractured344

rock, it is critical to consider models of subsurface heterogeneity that explicitly repre-345

sent these connected fracture networks. In the following sections, we describe the method-346

ology specifically employed for the fractured rock domain.347

2.2.1 Fracture Network and Numerical Mesh Generation348

The DFNM domain is fully three-dimensional, with the fracture network represented349

by penny-shaped fractures of finite thickness embedded within the rock matrix. This method-350

ology has been previous presented (Birdsell et al., 2018; Haagenson et al., 2018; Haagen-351

son & Rajaram, 2020) and is also referred to as an upscaled discrete fracture matrix model352

(UDFM) by Sweeney et al. (2020). The primary benefits of this approach, as opposed353

to modeling the fracture network alone, is that we can directly account for fluid flow in354
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Figure 3. The locations of the weak points for the SGS domains colored by their respective

triggering pressure increment pwp
t . Note that weak points are randomly distributed within one

kilometer of the injection location and have triggering pressure increment values limited to the

range of 0.01 and 0.1 MPa.

the rock matrix (including leak-off from the fracture network) while keeping the math-355

ematical and numerical formulations relatively simple.356

The discrete fracture network (DFN) is initially generated as a three-dimensional357

network of two-dimensional fractures using dfnWorks – a fracture network generator and358

flow solver developed at Los Alamos National Laboratory (J. D. Hyman et al., 2015).359

The DFN is generated using a truncated power law distribution for fracture radius (rang-360

ing between 200 and 400 meters) and a uniform distribution for fracture orientation. The361

fracture apertures (b) are linearly related to the fracture radii and range between 0.2 and362

0.5 millimeters. The DFN used in this study was chosen for illustrative purposes, and363

the approach can readily be extended to include alternative fracture network character-364

istics (such as fracture families with preferred orientations). The three-dimensional DFN365

used in this study is presented in Figure 4(a).366

To build the final three-dimensional mesh, the DFN is overlaid onto a structured367

tetrahedral mesh. Mesh cells overlapped by a fracture are then recursively refined us-368

ing an octree-based mesh refinement method (Sweeney et al., 2020). The number of re-369

finement steps is stipulated, with more steps leading to finer mesh resolution near the370

mesh elements that represent the DFN. This process is depicted in Figure 4(b). The fi-371

nal result is a three-dimensional tetrahedral mesh containing cells to represent the frac-372

tures and the rock matrix separately. The octree-based mesh refinement method pro-373

duces a DFNM domain that accurately reflects the topology of the original DFN, although374

with “staircase” shaped fractures as a secondary feature. A portion of the full mesh is375
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Table 3. Summary of parameters for DFNM domain.

Parameter Description Value or Range Unit

κ permeability of rock matrix 10−17 m2

φ porosity of rock matrix 0.05 −
βm compressibility of rock matrix 2.0 · 10−10 Pa−1

Dh,m hydraulic diffusivity of rock matrix 5.0 · 10−5 m2/s

b fracture aperture 0.2-0.5 mm

Kn normal stiffness of fractures 3.0 · 10−11 Pa/m

Dh,frac hydraulic diffusivity of fractures 2.2 · 102 − 3.3 · 103 m2/s

shown in Figure 4(c) and the final DFN after the octree-based mesh refinement method376

in Figure 4(d). For the DFNM domain in this study, the initial structured mesh is a cube377

with side lengths of two kilometers and vertices spaced uniformly at 100 meters apart.378

There are four iterations of octree-based mesh refinement around the fracture cells, lead-379

ing to a final model fracture cell width of 6.25 meters (which we refer to as bp) and a high380

degree of mesh refinement around the fracture network. Clearly, in a field-scale model,381

fracture cell widths cannot be refined down to the true fracture aperture (i.e. b), which382

is typically in the sub-millimeter range. Interface finite element formulations can han-383

dle narrow fractures treated as discontinuities (Abushaikha et al., 2015; Berre et al., 2019;384

Fumagalli & Scotti, 2013; Geiger et al., 2010; Odsæter et al., 2019); however, these ap-385

proaches typically require highly specialized numerical methods beyond the current ca-386

pabilities of most general-purpose FEM software (e.g. FEniCS) and limit the domain387

to either two dimensions or simple DFN geometries in three dimensions (Sweeney et al.,388

2020). Alternatively, a practically reasonable model fracture width (bp) that is much larger389

than the true fracture aperture (b) may be used, so long as the model representation of390

the fracture is hydraulically equivalent to the true fracture and leak-off fluxes from the391

fracture to the adjacent rock matrix are calculated accurately. Such an approach has been392

employed in previous work (Birdsell et al., 2015, 2018; Bower & Zyvoloski, 1997; Chaud-393

huri et al., 2013; Pandey & Rajaram, 2016; Pandey et al., 2017; Sweeney et al., 2020).394

In Section 2.2.2, we further discuss the hydraulic equivalence between the model repre-395

sentation of fractures and the true fracture. A summary of the model parameters spe-396

cific to the DFNM domain is presented in Table 3.397

The zones of relatively high hydraulic diffusivity in the SGS realizations with Var(lnκ) =398

5.3 (i.e. the largest variance considered) have hydraulic diffusivity values comparable to399

those found in the fractures of the DFNM domain. The major difference between the400

domains is that zones of high hydraulic diffusivity are well-connected in the DFNM do-401

main. To illustrate this, we plot the distribution of hydraulic diffusivity within the frac-402

ture network of the DFNM domain in Figure 5(b), and compare it with the locations of403

equivalently high hydraulic diffusivity in an example of the SGS domains (with Var(lnκ) =404
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(a) (b) 

(d) (c) 

Figure 4. A visualization of how the DFNM numerical mesh is generated. The matrix

cells are shown in white and the fracture cells are shown in blue. (a) The initial DFN of two-

dimensional fractures generated using dfnWorks. (b) The original DFN overlaid onto the final

three-dimensional, tetrahedral mesh. The cell edges are highlighted in dark grey to clearly vi-

sualize the high degree of mesh refinement near the fracture cells. (c) A portion of the final

three-dimensional mesh, showing locations of the fracture cells within numerical mesh. (d) The

final DFN of the three-dimensional mesh.
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Figure 5. A visual comparison of the spatial distribution of the upper range of hydraulic

di�usivity values (i.e. values of hydraulic di�usivity found in the DFN) for (a) the SGS domain

and (b) the DFNM domain. Note that relatively high hydraulic di�usivity values are exclu-

sively found in the fracture network for the DFNM case, which creates well-connected pathways

throughout domain.

5:3) in Figure 5(a). Notice that zones of relatively high hydraulic di�usivity are not well-405

connected in the SGS case, whereas they are in the DFNM domain. We expect that the406

enhanced connectivity in the DFNM domain will cause pressure increments to di�use407

rapidly within the fracture network, leading to more rapid propagation of seismicity com-408

pared to the SGS domains.409

2.2.2 Flow and Seismicity in a Fracture Network410

Fluid 
ow in the rock matrix portion of the DFNM domain is governed by equa-411

tion (1). Here, we discuss the treatment of equation (3) for modeling 
uid 
ow in the412

fracture network. The DFNM domain contains both the fracture network and rock ma-413

trix (as discussed in Section 2.2.1), allowing us to dropL m from equation (3) as leak-414

o� from the fracture network is automatically considered by allowing 
uxes across fracture-415

matrix interfaces. The storage term in equation (3) may be expanded following the ap-416

proach of Rutqvist et al. (1998), giving417

� f (� f b+ 1=Kn )
@p
@t

� r �
�

� f b3

12�
r p

�
= Qf (7)418

where K n is the normal sti�ness of the fracture, which can be measured using labora-419

tory experiments (Bandis et al., 1983). Following the approach of Chaudhuri et al. (2013)420

and others (Birdsell et al., 2015, 2018; Bower & Zyvoloski, 1997; Pandey & Rajaram, 2016;421

Pandey et al., 2017), we de�ne the permeability of the fractures as422
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ure, as we see in Figure 13(f). These are examples of the more subtle influences of frac-739

ture networks on the behavior of IIS.740

If we look at the synthetic dataset of seismicity from both simulations as an r-t plot741

(shown in Figure 14), we clearly see very different behavior between the equivalent ho-742

mogeneous and DFNM domains. As expected, seismicity has propagated much farther743

in the DFNM domain than in the equivalent homogeneous domain. This suggests that744

equivalent homogeneous domains (which are commonly used in studies of IIS (Brown745

et al., 2017; Catalli et al., 2016; Dempsey & Riffault, 2019; Keranen et al., 2014; Lan-746

genbruch & Zoback, 2016; Langenbruch et al., 2018; Pollyea et al., 2019; Riffault et al.,747

2018)) may be limited in their ability to replicate the spatiotemporal patterns of IIS as748

observed in r-t plots from real-world or heterogeneous domains. Next, we examine the749

behavior of the triggering front in each domain, using equation (13) as described in Sec-750

tion 2.4. As expected, the triggering front in the equivalent homogeneous domain is well751

described using the effective hydraulic diffusivity. In this case, the triggering front is ra-752

dially symmetric and thus there should not be any distinction between the seismic dif-753

fusivity and the effective hydraulic diffusivity. In the DFNM domain, however, we see754

that the location of the triggering front is vastly underestimated by equation (13) us-755

ing the effective hydraulic diffusivity of the domain, as was the case in the highly het-756

erogeneous SGS domains. This again suggests that the seismic diffusivity associated with757

the diffusive propagation of the triggering front (which was found to be 3.0 m2/s in the758

DFNM domain) is larger than the effective hydraulic diffusivity in heterogeneous porous759

media (which was found to be 0.29 m2/s in the DFNM domain).760

Finally, we consider the ratio of Ds/Deff as we did in the study of SGS domains761

(see Figure 11(c) for the comparison of this ratio from the SGS domains), which produces762

a value of 10.2 in the DFNM domain. This shows that in the case of fractured rock, the763

distinction between the seismic and effective hydraulic diffusivity can be up to one or-764

der of magnitude. Moreover, this is considerably larger than the largest ratio found in765

the SGS cases (i.e. Ds/Deff = 3.4), which indicates that the well-connected pathways766

of the fracture network allow pressure increments to propagate more rapidly in the DFNM767

domain than in any of the SGS domains considered in this study.768

To be thorough, we also performed a simple sensitivity analysis to gain insight into769

the potential uncertainty associated with the estimate of seismic diffusivity of the DFNM770

domain. Figure 15 shows the location of the triggering front according to equation (13)771

using Ds = 3.0 m2/s along with various other values of seismic diffusivity: 0.1Ds, 0.5Ds,772

2Ds, and 10Ds. It is clear from Figure 15 that even relatively small variations in the seis-773

mic diffusivity (i.e. 0.5Ds and 2Ds) alter the behavior of the triggering front enough that774

it no longer fits well to the upper envelope of the seismic data cluster. This suggests that775

we can be reasonably confident in the values of seismic diffusivity estimated with the trig-776

gering front plotted in Figure 14(b).777
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Figure 13. Plots of seismicity during the injection simulation at three different times during

the injection simulations (t = 3, 6 and 12 hours) for: (a) - (c) the homogeneous domain with

uniform hydraulic diffusivity equal to the effective hydraulic diffusivity of the DFNM domain

and (d) - (f) the DFNM domain. The seismic events are colored based the weak point triggering

pressure increment (pwp
t ). The spatial extent to which threshold triggering pressure increment

(pt) extends (which corresponds to the plotted portions in Figure 12) is shaded in dark grey.
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Figure 14. An r-t plot using the synthetic dataset of seismicity from the fluid injection sim-

ulation for (a) the homogeneous domain with uniform hydraulic diffusivity equal to the effective

hydraulic diffusivity of the DFNM domain and (b) the DFNM domain. Each r-t plot is over-

laid with equation (13) using the effective hydraulic diffusivity of the DFNM domain (Deff ).

Equation (13) is also plotted with the fitted estimate of seismic diffusivity (Ds) of the DFNM

domain.

Figure 15. An r-t plot using the synthetic dataset of seismicity from the fluid injection sim-

ulation for the DFNM domain, overlaid with equation (13) using the estimated value of seismic

diffusivity (Ds) as well as 0.1Ds, 0.5Ds, 2Ds, and 10Ds to illustrate the sensitivity of the trigger-

ing front to the estimate of the seismic diffusivity.
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4 Case Study: Soultz-sous-Forêts778

Numerous studies of IIS have previously indicated that tracking the location of the779

triggering front as observed in r-t plots may produce reasonable estimates of the effec-780

tive hydraulic diffusivity at the injection site, mostly using the approach described by781

Shapiro et al. (1997) (Antonioli et al., 2005; Chen et al., 2012; Delepine et al., 2004; Goebel782

et al., 2017; Goertz-Allmann et al., 2017; Haffener et al., 2018; Hummel & Müller, 2009;783

Hummel & Shapiro, 2012, 2013; Ingebritsen & Manning, 2010; Improta et al., 2015; Rothert784

& Shapiro, 2003; Segall & Lu, 2015; Shapiro & Müller, 1999; Shapiro et al., 2002; Shapiro785

& Dinske, 2009a, 2009b; Yong et al., 2018; Yu et al., 2019). Although these previous stud-786

ies have implicitly assumed that the seismic diffusivity is essentially equivalent to the787

effective hydraulic diffusivity, the numerical study presented here has clearly shown that788

these two quantities are likely distinct in heterogeneous domains. To further illustrate789

this potential distinction, we analyze the seismic dataset collected during the fluid in-790

jection experiment near Soultz-sous-Forêts, France in the year 2000.791

The lower reservoir of the enhanced geothermal system (EGS) site near Soultz-sous-792

Forêts, France consists of three wells (called GPK2, GPK3, and GPK4) located in a highly793

fractured, crystalline rock formation approximately 4,000 - 5,000 meters below the ground794

surface (Dezayes et al., 2010; Genter et al., 2010; Meller & Ledésert, 2017). The site was795

selected for EGS due to the presence of a thermal anomaly, with downhole temperatures796

reaching 200◦ C in each of the three wells (Meller & Ledésert, 2017). Hydraulic stim-797

ulation was performed at each well at different times during the construction of the EGS798

site: GPK2 in 2000, GPK3 in 2003, and GPK4 in 2004 and 2005 (Dorbath et al., 2009;799

Meller & Ledésert, 2017). A full description of the site geology and wellbore details are800

given by Meller and Ledésert (2017) and Dezayes et al. (2010). Fluid injection and seis-801

micity data have been presented by Genter et al. (2010) and Cuenot et al. (2008), in ad-802

dition to being freely available through the EPOS-IP Anthropogenic Hazards data repos-803

itory (Leptokaropoulos et al., 2019). Here, we present a case study of the fluid injection804

experiment performed at the GPK2 well in the year 2000.805

Water was injected at an average rate of 44.6 liters per second (see Figure 16(a))806

for a period of approximately six days. The screened interval of the injection well ranged807

from 4,400 to 5,100 meters below the ground surface. Using numerous surface and down-808

hole seismometers, seismicity was tracked in space and time during the fluid injection809

experiment, which reached up to one kilometer away from the injection location. Dur-810

ing just the first day of fluid injection, seismicity occurred as far as 700 meters away from811

the injection location. The r-t plot of this seismic dataset was shown earlier in Figure812

1.813

In order to characterize the hydraulic diffusivity of the EGS reservoir, Delepine et814

al. (2004) previously studied the spatiotemporal patterns of IIS found in this seismic dataset815

using the expression816
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rt =
√

4πDt (14)817

which was originally suggested by Shapiro et al. (1997). By fitting equation (14) to the818

upper envelope of the seismic data cluster shown in Figure 16, the authors estimated the819

seismic diffusivity to be 0.15 m2/s. (Note that the authors did not use the term “seis-820

mic diffusivity”, but instead assume that the spatiotemporal patterns of IIS and the prop-821

agation of the triggering front is associated with the effective hydraulic diffusivity of the822

subsurface.) Equation (14) suggests that the triggering front propagates with
√
t (Shapiro823

et al., 1997; Shapiro & Müller, 1999; Shapiro & Dinske, 2009b; Shapiro, 2015). This be-824

havior is commonly found in IIS datasets and corresponds to a two-dimensional, diffu-825

sional process. The upper envelope of the seismic data cluster in Figure 16, though, ap-826

pears to indicate a different behavior in the propagation of the triggering front. More827

complex triggering front behavior has been previously explained using nonlinear diffu-828

sion in two dimensions (Hummel & Shapiro, 2012, 2013; Shapiro & Dinske, 2009a, 2009b).829

While nonlinear diffusion may help to explain the triggering front behavior observed in830

this dataset (and its apparent deviation from the common rt ∝
√
t relationship), we831

suggest that the triggering front propagation is more appropriately described using a three-832

dimensional diffusion solution given by equation (13). The underlying porous medium833

is in fact three-dimensional and the diffusive propagation of the triggering front accord-834

ing to equation (13) does not necessarily conform to the rt ∝
√
t relationship and may835

therefore provide a better fit with the Soultz-sous-Forêts dataset. When fitting equation836

(13) to the upper envelope of the seismic data cluster (shown in Figure 16(b)), we as-837

sumed the fluid viscosity to be 2.0 · 10−4 Pa · s to reflect water at approximately 200◦838

C and the threshold triggering pressure increment to be 0.04 MPa, which is the mini-839

mum value used by Keranen et al. (2014) and well within the range suggested by oth-840

ers (Dempsey & Riffault, 2019; Gischig & Wiemer, 2013; Goebel et al., 2017; Shapiro,841

2015).842

The triggering front according to equation (13) fits the upper envelope of the seis-843

mic data cluster more accurately than equation (14). Notice that the rapid spread of seis-844

micity during early times is captured well by equation (13) while underestimated by equa-845

tion (14). The propagation rate of the triggering front at late time appears to be prop-846

erly estimated by equation (13) as well. To evaluate the fit of each expression, we cal-847

culated both NRMSE and the NSE for equations (13) and (14). The reference dataset848

for the location of the triggering front was found by first binning the data into time pe-849

riods of 0.1 days and then using the 10% of seismic events that occurred farthest away850

from the injection location within each time period. This set of seismic events are high-851

lighted in Figure 16(b) in dark grey for reference. The NRMSE for equations (13) and852

(14) are 0.05 and 0.09 respectively. The NSE for equations (13) and (14) are 0.56 and853

-0.42 respectively. This indicates that equation (13) is a considerably better fit to the854

observed data than equation (14), and may therefore describe the propagation of the trig-855
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Figure 16. (a) Injection rate (Q) and downhole injection pressure (pdh) from the fluid in-

jection experiment near Soultz-sous-Forêts, France, with the calculated average injection rate

overlaid. (b) The r-t plot for the fluid injection experiment. The seismic events are shown as light

grey dots, with the farthest 10% of seismic events that occurred in each 0.1 day period plotted in

dark grey (which were used to evaluate the fit of equation (13)). The seismic dataset has been fit

with two expressions for the location of triggering front: (yellow) equation (14) using the diffusiv-

ity value of 0.15 m2/s (Delepine et al., 2004) giving a normalized-root-mean-square-error of 0.09

and a Nash-Sutcliffe model efficiency coefficient of -0.42 and (black) equation (13) using the dif-

fusivity value of 4.6 m2/s giving a normalized-root-mean-square-error of 0.05 and a Nash-Sutcliffe

model efficiency coefficient fo 0.56. (c) The r-t plot is overlaid with equation (13) using the esti-

mated value of seismic diffusivity (Ds) as well as 0.1Ds, 0.5Ds, 2Ds, and 10Ds to illustrate the

degree of uncertainty in the estimate of seismic diffusivity using equation (13).
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gering front more accurately and produce a more reliable estimate of seismic diffusiv-856

ity.857

For the Soultz-sous-Forêts dataset, the best estimate of seismic diffusivity is found858

to be 4.6 m2/s according to the fit of equation (13) shown in Figure 16(b). To evaluate859

the potential uncertainty related to this estimate of seismic diffusivity, we plot the lo-860

cation of the triggering front according equation (13) using the estimated value of seis-861

mic diffusivity (Ds) as well as 0.1Ds, 0.5Ds, 2Ds, and 10Ds in Figure 16(c). Visual in-862

spection indicates that the triggering front fits the upper envelope of the seismic data863

cluster using seismic diffusivity values ranging between 0.5Ds and 2Ds (i.e. 2.3 m2/s and864

9.2 m2/s). Note that the estimated value of seismic diffusivity depends on the set of seis-865

mic events selected when fitting the location of the triggering front. Here, we have elected866

to use the 10% of events that occurred the farthest away from the injection location within867

each time period. Of course, an alternative set (such as the farthest 5% or even 1% of868

seismic events) would produce different estimates of the seismic diffusivity, where sets869

of seismic events located farther from the injection location would naturally produce larger870

estimates of seismic diffusivity. Our final estimate of 4.6 m2/s, then, represents a con-871

servatively low estimate of the seismic diffusivity.872

Other studies have attempted to characterize the subsurface in the vicinity of the873

GPK2 well (producing estimates of effective permeability) using various approaches in-874

cluding a laboratory experiment on core samples (Hettkamp et al., 1998), a pre-stimulation875

slug test (Weidler, 2001), an inverse modeling study using downhole pressure and injec-876

tion rate data (McClure & Horne, 2011), a circulation test between wells GPK2 and GPK3877

(Ledésert & Hébert, 2012), and a tracer experiment between wells GPK2, GPK3 and GPK4878

(Vogt et al., 2012). To compare our value of seismic diffusivity to these studies, we first879

convert the estimates of effective permeability to effective hydraulic diffusivity using equa-880

tion (2). For this, we assume that viscosity of the injected water at 200◦ C is µ = 2.0·881

10−4 Pa · s, the porosity of the fractured, crystalline rock formation is φ = 0.05 (Freeze882

& Cherry, 1987), and the typical value for the compressibility of water is βf = 4.4·10−10 Pa−1.883

For the bulk compressibility of the fractured crystalline rock (βm), Vogt et al. (2012) em-884

ploys a value of 10−8 Pa−1 while Freeze and Cherry (1987) report typical values rang-885

ing between 10−10 Pa−1 and 10−8 Pa−1, where values less than 10−10 Pa−1 pertain886

to intact crystalline rock. Here, we use a value of 10−8 Pa−1 when converting to effec-887

tive hydraulic diffusivity for the estimate associated with Vogt et al. (2012). For the other888

studies, we estimate a range of effective hydraulic diffusivity using the end member val-889

ues of bulk compressibility reported by Freeze and Cherry (1987). The resulting estimates890

of effective hydraulic diffusivity from each study are shown in Table 4.891

Comparing the value of seismic diffusivity found in this study (i.e. 4.6 m2/s) to the892

values of effective hydraulic diffusivity given in Table 4, it is clear that the seismic dif-893

fusivity is one to five orders of magnitude larger than the effective hydraulic diffusivity.894

This case study thus provides potential empirical evidence suggesting that the seismic895

diffusivity associated with spatiotemporal patterns of IIS is distinct from the effective896

–36–



manuscript submitted to JGR: Solid Earth

Table 4. Estimates of the hydraulic diffusivity from various previous studies. Ranges shown

here account for the broad range in the bulk compressibility of fractured rock (βm) (Freeze &

Cherry, 1987).

Study Effective Hydraulic Diffusivity [m2/s]

Hettkamp et al. (1998) 1.9 · 10−4 - 1.5 · 10−2

Weidler (2001) 2.5 · 10−5 - 5.3 · 10−3

McClure and Horne (2011) 5.0 · 10−3 - 4.1 · 10−1

Ledésert and Hébert (2012) 5.0 · 10−4 - 4.1 · 10−1

Vogt et al. (2012) 5.0 · 10−3

hydraulic diffusivity in heterogeneous porous media, such as the highly fractured, crys-897

talline rock formation at the Soultz-sous-Forêts EGS site.898

5 Conclusions and Discussion899

In this paper, we analyzed the difference between the diffusivities associated with900

the propagation of seismicity (i.e. the seismic diffusivity) versus mean pressure diffusion901

(i.e. the effective hydraulic diffusivity) in heterogeneous subsurface formations. Often,902

the spatiotemporal patterns of IIS are interpreted with r-t plots and the concept of a trig-903

gering front, which has been previously shown to propagate in a diffusion-like manner904

with an associated diffusivity parameter (Segall & Lu, 2015; Shapiro et al., 1997; Shapiro,905

2015). Here, we refer to this diffusivity as the “seismic diffusivity” following the termi-906

nology of Talwani and Acree (1985). If we assume that the onset of seismicity is induced907

by a threshold triggering pressure increment (pt) (Dempsey & Riffault, 2019; Gischig &908

Wiemer, 2013; Goebel et al., 2017; Keranen et al., 2014; Shapiro, 2015), then the seis-909

mic diffusivity is associated with the spatiotemporal evolution of the farthest radial dis-910

tance to which the threshold triggering pressure increment has propagated (i.e. rmax(p =911

pt)). It is well established that effective hydraulic properties such as the effective hydraulic912

conductivity and effective hydraulic diffusivity describe the behavior of mean pressure913

fields (i.e. pavg) in heterogeneous porous media (Dagan, 1989; Gelhar, 1993; Sanchez-914

Vila et al., 2006; Zhang, 2001). In a homogeneous porous medium, the seismic diffusiv-915

ity is undoubtedly equivalent to the effective hydraulic diffusivity. However, due to the916

rapid preferential propagation of pressure increments through pathways of relatively high917

hydraulic diffusivity, this equivalence is not expected to hold in heterogeneous subsur-918

face formations, since the propagation of rmax(p = pt) and r(pavg = pt) are unlikely919

to coincide.920

We have presented numerical simulations of fluid injection and IIS in heterogeneous921

domains in order to investigate the possible distinction between the seismic and effec-922

tive hydraulic diffusivity. The fluid flow model (based on uncoupled, linear pressure dif-923
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fusion) simulated IIS by evaluating the Mohr-Coulomb failure criterion at randomly seeded924

weak points throughout the domain. We considered two forms of subsurface heterogene-925

ity: spatially correlated, random fields of hydraulic diffusivity (i.e. the SGS domains)926

and highly fractured, low permeability rock (i.e. the DFNM domain). Results of the SGS927

simulations show that the location of rmax(p = pt) does indeed exceed r(pavg = pt)928

in all cases at all times, with the distance between them increasing with the variability929

in the hydraulic permeability. Thus, we found that the seismic diffusivity (which describes930

the propagation of rmax(p = pt) and the spatiotemporal patterns of IIS) is in fact dis-931

tinct from and greater than the effective hydraulic diffusivity of the SGS domains. Af-932

ter calculating the seismic diffusivity (Ds) and effective hydraulic diffusivity (Deff ) of933

each SGS domain, we found that the ratio Ds/Deff was always above one and system-934

atically increased with the degree of heterogeneity (i.e. with Var(lnκ)). For the largest935

value of Var(lnκ) considered (i.e. 5.3), the ratio Ds/Deff had an ensemble mean of ap-936

proximately 1.9 and the maximum value encountered in any realization was approximately937

3.4. In contrast, results of the injection simulations in the DFNM domain found that the938

ratio Ds/Deff was approximately 10.2, showing an order of magnitude difference between939

the seismic diffusivity and effective hydraulic diffusivity. The fracture network in the DFNM940

domain provides well-connected pathways of relatively high hydraulic diffusivity through941

which pressure increments can rapidly propagate. Moreover, we compared the DFNM942

simulation results to those from a homogeneous domain with the effective hydraulic prop-943

erties of the DFNM domain. As expected, we found that the triggering front propagates944

much more rapidly in the DFNM domain and thus the equivalent homogeneous domain945

underestimates the extent of the seismically active region during fluid injection.946

Overall, the results of this study indicate that the influence of subsurface hetero-947

geneity creates spatiotemporal patterns of IIS that are not well described by the effec-948

tive hydraulic diffusivity of the heterogeneous domain. Rather, the propagation of the949

triggering front and spatiotemporal patterns of IIS are controlled by the so-call seismic950

diffusivity (Talwani & Acree, 1985). This result suggests that estimates of hydraulic dif-951

fusivity from seismicity-based approaches (Delepine et al., 2004; Hummel & Müller, 2009;952

Hummel & Shapiro, 2012, 2013; Rothert & Shapiro, 2003; Segall & Lu, 2015; Shapiro953

et al., 1997; Shapiro & Müller, 1999; Shapiro et al., 2002; Shapiro & Dinske, 2009a, 2009b;954

Shapiro, 2015) likely over-estimate the true effective hydraulic diffusivity of the subsur-955

face. Another critical implication is that modeling fluid injection operations with homo-956

geneous domains using the effective hydraulic properties of the injection formation (Brown957

et al., 2017; Catalli et al., 2016; Dempsey & Riffault, 2019; Keranen et al., 2014; Lan-958

genbruch & Zoback, 2016; Langenbruch et al., 2018; Pollyea et al., 2019; Riffault et al.,959

2018) may underestimate the rate of propagation of seismicity and the size of the seis-960

mically active region. Alternatively, when employing the seismic diffusivity as a substi-961

tute for the effective hydraulic diffusivity, such models would produce the correct spa-962

tiotemporal patterns of IIS, yet other hydraulic processes may be inaccurately represented963

(such as inter-well connectivity or reservoir pressurization) (Birdsell et al., 2018; Haa-964

genson et al., 2018; Haagenson & Rajaram, 2020).965
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Even if seismic diffusivity is not an accurate estimate of the effective hydraulic dif-966

fusivity in heterogeneous porous media, it may still be helpful by providing a simple de-967

scriptor of the rate at which seismicity appears to spread at a particular location. Since968

both the seismic diffusivity and the effective hydraulic diffusivity of subsurface forma-969

tions are influenced by heterogeneity, estimation of the statistical properties of the un-970

derlying heterogeneity based on estimation of the seismic diffusivity may provide an in-971

direct approach to estimating the effective hydraulic diffusivity. Conversely, hydraulic972

characterization at a particular site may indirectly provide estimates of the seismic dif-973

fusivity, allowing operators to evaluate the potential for the rapid propagation of seis-974

micity.975

Our approach involves approximations, which implies certain limitations. Foremost,976

the subsurface stress state is considered static during the simulation and only impacts977

the calculation of the Mohr-Coulomb failure criterion. This approach is similar to nu-978

merous previous studies that also neglect potential mechanical effects on the behavior979

of IIS (Brown et al., 2017; Dempsey & Riffault, 2019; Hummel & Shapiro, 2013; Ker-980

anen et al., 2014; Langenbruch et al., 2018; Nakai et al., 2017; Rothert & Shapiro, 2003;981

Shapiro et al., 1997, 2002; Shapiro & Dinske, 2009b; Shapiro, 2015; Talwani & Acree,982

1985). Recently, there is a growing body of research investigating the influence of me-983

chanical coupling on the behavior of IIS through both poroelastic stressing (Chang &984

Segall, 2016; Jha & Juanes, 2014; Rutqvist et al., 2013; Segall & Lu, 2015; Zhai & Shirzaei,985

2018; Zhai et al., 2019) and static stress transfer following a seismic event (Catalli et al.,986

2016; Schoenball et al., 2012), which will certainly lead to improved insights on the phys-987

ical nature of IIS phenomenon. In addition, we have neglected the dilation of fractures988

due to the change in normal effective stress (Bandis et al., 1983) or due to shear failure989

along a fracture (Rong et al., 2016; Ye & Ghassemi, 2018). We fully expect that includ-990

ing fracture dilation would only hasten the propagation of the triggering front and thus991

enhance the distinction between seismic diffusivity and the effective hydraulic diffusiv-992

ity in formations of fractured rock. The influence of mechanical coupling is more diffi-993

cult to predict, as changes to the stress state could be either stabilizing or destabilizing994

depending on the orientation of any given fracture. Future studies on this topic could995

investigate the potential influence of mechanical coupling or fracture dilation on the spa-996

tiotemporal behavior of IIS in three-dimensional domains of fractured rock. It may also997

be insightful to further explore the critical implications of the study’s findings – partic-998

ularly the potential for connecting the spatiotemporal patterns of IIS and estimates of999

the seismic diffusivity to various properties of the underlying fracture network. This could1000

provide a highly beneficial tool for subsurface characterization or predicting the seismic1001

response at potential fluid injection sites.1002
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Wen, X.-H., & Gómez-Hernández, J. J. (1996). Upscaling hydraulic conductivities in1335

heterogeneous media: An overview. Journal of Hydrology , 183 (1-2), ix–xxxii.1336

Ye, Z., & Ghassemi, A. (2018). Injection-induced shear slip and permeability en-1337

hancement in granite fractures. Journal of Geophysical Research: Solid Earth,1338

123 (10), 9009–9032.1339

Yong, Y. K., Maulianda, B., Wee, S. C., Mohshim, D., Elraies, K. A., Wong, R. C.,1340

. . . Eaton, D. (2018). Determination of stimulated reservoir volume and1341

anisotropic permeability using analytical modelling of microseismic and hy-1342

draulic fracturing parameters. Journal of Natural Gas Science and Engineer-1343

ing , 58 , 234–240.1344

Younes, A., Ackerer, P., & Delay, F. (2010). Mixed finite elements for solving 2-D1345

diffusion-type equations. Reviews of Geophysics, 48 (1).1346

Yu, H., Harrington, R., Liu, Y., & Wang, B. (2019). Induced Seismicity Driven1347

–47–



manuscript submitted to JGR: Solid Earth

by Fluid Diffusion Revealed by a Near-Field Hydraulic Stimulation Monitor-1348

ing Array in the Montney Basin, British Columbia. Journal of Geophysical1349

Research: Solid Earth, 124 (5), 4694–4709.1350

Zhai, G., & Shirzaei, M. (2018). Fluid injection and time-dependent seismic hazard1351

in the Barnett Shale, Texas. Geophysical Research Letters, 45 (10), 4743–4753.1352

Zhai, G., Shirzaei, M., Manga, M., & Chen, X. (2019). Pore-pressure diffusion, en-1353

hanced by poroelastic stresses, controls induced seismicity in Oklahoma. Pro-1354

ceedings of the National Academy of Sciences, 116 (33), 16228–16233.1355

Zhang, D. (2001). Stochastic methods for flow in porous media: coping with uncer-1356

tainties. Elsevier.1357

Zimmerman, R., & Bodvarsson, G. (1996). Effective transmissivity of two-1358

dimensional fracture networks. International Journal of Rock Mechanics1359

and Mining Sciences & Geomechanics Abstracts, 33 (4), 433 - 438.1360

Zimmerman, R. W., & Bodvarsson, G. S. (1996). Hydraulic conductivity of rock1361

fractures. Transport in Porous Media, 23 (1), 1–30.1362

Zoback, M. D. (2010). Reservoir geomechanics. Cambridge University Press.1363

–48–


