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Abstract

We present in situ observations of near-bed velocity profiles with high temporal and spatial resolution from a Nortek Vectrino

Profiler deployed in South San Francisco Bay. Using Hilbert analysis, we ensemble-averaged near-bed velocity profiles by

wave phase and calculated wave phase-dependent boundary layer thickness for varying wave and current conditions. We also

applied mixing length relationships to derive a boundary layer thickness-based eddy-viscosity and compared this estimate to

one obtained from the k–e turbulence model. From the eddy viscosity estimates, we find that while turbulence responds

instantaneously to shear, boundary layer thickness lags by a scaling estimate based on the turbulence response timescale. This

analysis provides a method for wave-phase decomposition of field-based velocity profile time series and shows that there is a

finite-time response between turbulence dissipation and boundary layer thickness.
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Abstract15

We present in situ observations of near-bed velocity profiles with high temporal and16

spatial resolution from a Nortek Vectrino Profiler deployed in South San Francisco17

Bay. Using Hilbert analysis, we ensemble-averaged near-bed velocity profiles by wave18

phase and calculated wave phase-dependent boundary layer thickness for varying wave19

and current conditions. We also applied mixing length relationships to derive a bound-20

ary layer thickness-based eddy-viscosity and compared this estimate to one obtained21

from the k–ε turbulence model. From the eddy viscosity estimates, we find that22

while turbulence responds instantaneously to shear, boundary layer thickness lags by23

a scaling estimate based on the turbulence response timescale. This analysis provides24

a method for wave-phase decomposition of field-based velocity profile time series and25

shows that there is a finite-time response between turbulence dissipation and boundary26

layer thickness.27

Plain Language Summary28

We conducted field work in a muddy shoal of South San Francisco Bay to measure29

water velocity profiles within 2 centimeters of the bed. Motion in this region comes30

from waves and tidal currents; we present a new method for separating just the wave31

signal from a time series. We decompose the wave signal into bins determined by32

the instantaneous wave phase and compare phase-binned profiles to predictions from33

theoretical models. For each of these phase-binned profiles, we calculate the size of the34

region in which the presence of the bed impacts flow characteristics. We investigate35

sources of discrepancy between observations and laminar theory, including turbulence36

and wave-roughness. Finally, we examine the relationship of these changing properties37

within the passage of a wave and describe the time it takes for the flow changes initiated38

by the wave to propagate upward. These results are important for understanding the39

contributions of waves to near-shore processes such as sediment transport and erosion.40

1 Introduction41

The thickness, δ, of an oscillatory laminar boundary layer generally scales as42

δ ∼
( ν
ω

)1/2
, (1)

where ν is the kinematic viscosity and ω is the oscillation frequency (Nielsen,43

1992). Applying this scaling to wind waves in estuaries, which often have periods of 2–344

seconds (Brand et al., 2010), gives a boundary layer thickness of O(10−3) m. Although45

a seemingly negligible fraction of the water column depth, the boundary layer plays46

an outsize role in determining sediment resuspension. Therefore, a comprehensive47

understanding of wave boundary layer dynamics is critical for accurately modeling48

sediment transport.49

The laminar wave boundary layer was first described analytically by Stokes50

(1851), who derived the velocity profile u(z, θ) under an oscillating pressure gradi-51

ent as52

u(z, θ) = ub

[
cos(θ)− e− z

∆ cos
(
θ − z

∆

) ]
, (2)

where ub is the free-stream wave-orbital velocity, θ is the phase, z is the height53

above the bed, and ∆ = ( 2ν
ω )1/2 is the Stokes boundary layer thickness. However,54

because most environmental oscillatory flows are turbulent and sediment beds are55
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typically rough, this idealized profile does not fully characterize behavior over a real56

bed with complex roughness elements.57

Turbulent wave boundary layers over rough beds are modeled with semi-empirical58

theories that describe the nonlinear interaction between turbulence induced by waves59

and the mean flow in the bottom boundary layer (e.g. Grant & Madsen, 1979; Christof-60

fersen & Jonsson, 1985). In general, these models predict that the mean flow feels61

greater bottom drag in the presence of waves and that turbulence acts to thicken the62

wave boundary layer according to the scaling63

δ ∼ u∗
ω
, (3)

where u∗ is the friction velocity. In the Grant and Madsen (1979) model (here-64

after GM), the resulting wave velocity takes the form65

u(z, θ) = Re

ubeiθ
1− ker

(
2ζ1/2

)
+ ikei

(
2ζ1/2

)
ker
(

2ζ
1/2
0

)
+ ikei

(
2ζ

1/2
0

)
 , (4)

where ker and kei are the zeroth-order Kelvin functions (Abramowitz & Stegun,66

1970), ζ = zl−1 (with l = κu∗ω
−1), and ζ0 = z0l

−1, where z0 is the bottom roughness67

and κ = 0.41 is the von Kármán constant. Due to the small scale of the wave bound-68

ary layer, it has most commonly been studied in laboratory settings. In the purely69

wave-driven case, turbulence measurements by Sleath (1987) indicated significant wave70

phase variability in turbulence statistics and eddy-viscosity, casting doubt on the ap-71

plicability of the time-invariant eddy-viscosity assumed by many bottom boundary72

layer models (e.g., Grant & Madsen, 1979; You et al., 1991). Experiments with a73

mean flow indicated enhanced boundary layer turbulence in combined wave-current74

flows compared to pure current cases, with substantial variation over the wave cycle75

(Kemp & Simons, 1982). More recent studies have examined interactions between76

wave-driven turbulence and sediment in the bottom boundary layer, elucidating the77

roles of vortex generation over ripples (Nichols & Foster, 2007, 2009) and sediment-78

induced stratification (Hooshmand et al., 2015) in setting turbulence dynamics.79

Though much has been learned from these laboratory studies, they do not rep-80

resent field-scale combined wave-current forcing conditions. Foundational work by81

Trowbridge and Agrawal (1995) and Foster et al. (2000) reported two of the first sets82

of wave boundary layer field measurements. They found that many properties of Stokes83

theory held in the field, such as an increase in velocity amplitude and a decrease in84

phase with distance from the bed. Trowbridge and Agrawal (1995) also suggested that85

the wave boundary layer thickness increases with turbulence, supporting the dynamics86

assumed in GM. However, limitations in the measurement spatial resolution and tem-87

poral range along with complications arising from a shifting sediment bed reduced the88

generalizability of these studies. To date, the highest-resolution field measurements of89

the combined wave-current boundary layer were presented by Nayak et al. (2015) us-90

ing a custom submersible particle image velocimetry system. With a maximum spatial91

resolution of 4.2 mm, however, such a setup cannot resolve the wave boundary layer92

in shallow estuaries such as San Francisco Bay.93

The Nortek Vectrino Profiler (Vectrino), an acoustic Doppler velocimeter de-94

signed for laboratory use with 1 mm vertical resolution, presents an alternative to95

imaging-based boundary layer measurements (Craig et al., 2011). Using a field-adapted96

Vectrino, we measured combined wave-current boundary layer statistics with previ-97

ously unmatched spatio-temporal resolution during a 16-day deployment in South San98

Francisco Bay. Because the Vectrino lacks a pressure sensor and internal clock shift99

–3–
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precludes direct alignment between the Vectrino and an external pressure sensor, we100

propose a method for binning velocity measurements by wave phase by combining the101

Hilbert transform (Huang & Wu, 2008) with a spectral wave-turbulence decomposi-102

tion (Bricker & Monismith, 2007). We present phase-averaged wave boundary layer103

statistics for varying wave and tidal conditions and comment on the applicability of104

widely used models in describing boundary layer properties.105

2 Methods106

2.1 Field data collection107

As part of a multi-season cohesive sediment transport and flocculation obser-108

vation campaign, we deployed an instrumentation platform in South San Francisco109

Bay from 07/17/2018– 08/15/2018 (see Egan, Cowherd, Fringer, & Monismith, 2019).110

Data are available at https://purl.stanford.edu/wv787xr0534 (Egan, Cowherd, Scheu,111

et al., 2019). At the study site, diurnal winds consistently drove waves toward the112

eastern shore each afternoon, and tidal currents of up to 30 cm s−1 ran primarily113

northwest-southeast along the major axis of the bay. Pressure measurements showed114

significant wave heights up to 50 cm during the deployment; wave bottom orbital115

velocities of up to 20 cm s−1 were calculated from Vectrino measurements.116

The Vectrino was deployed at 37.58745◦N, 122.18530◦W with its measurement117

volume adjusted in situ by a diver to span 1 cm below to 2 cm above the bed (cmab),118

and logged all velocity components at a sampling frequency of 64 Hz for 12-minute119

burst periods each hour. The vertical position of the Vectrino ensured that the ex-120

pected boundary layer fell within the region with the highest signal-to-noise ratio121

(SNR) (Thomas et al., 2017; Koca et al., 2017), and we selected the a vertical range122

within the zone of high SNR for above-boundary-layer vertical averages in the analysis.123

Previous work with data from this field campaign showed agreement between Vectrino124

velocity profiles and co-located ADV measurements above the Vectrino measurement125

volume (Egan et al., 2020), supporting the finding from Koca et al. (2017) that near-126

bed Vectrino measurements over soft beds align with validation measurements. We127

applied an algorithm from Thomas et al. (2017) to average Reynolds stress to account128

for changes in the SNR with height. We report velocity profiles from 0 to 1.5 cmab, as129

the platform sank 0.5 cm into the bed after deployment. Vectrino data were processed130

to remove spikes (Goring & Nikora, 2002) and rotated into the coordinate system131

defined by the dominant wave direction for each burst period, as determined by a132

co-located Nortek Vector acoustic Doppler velocimeter (ADV) (Herbers et al., 1999).133

2.2 Field data processing134

In a combined wave-current flow, the horizontal velocity u(z, t) measured by the135

Vectrino can be decomposed as136

u(z, t) = u(z) + ũ(z, t) + u′(z, t), (5)

where u(z) is the time-averaged mean velocity, ũ(z, t) is the wave-induced ve-137

locity, and u′(z, t) is the turbulent contribution. In order to isolate the wave veloc-138

ity, we modified the method described by Bricker and Monismith (2007), which is139

used to decompose wave and turbulence-driven momentum fluxes. First, we verti-140

cally averaged the Vectrino profile from 1.0–1.5 cmab (within the high SNR range)141

and detrended the resulting time series to obtain a representative fluctuating velocity,142

up(t) = ũp(t) +u′p(t), which is assumed to be the potential flow region above the wave143

boundary layer. We then extracted the purely wave-induced power spectrum, Sũũ,144

from up. This was accomplished by linearly interpolating the full power spectrum,145

–4–



A
cc

ep
te

d
 A

rt
ic

le

This article is protected by copyright. All rights reserved.  

 

 

 

 

 

 

 

manuscript submitted to Geophysical Research Letters

Suu, under its wave peak in log-space, and subtracting the interpolated portion, Ŝuu,146

from the full spectrum. The wave frequency range generally spanned from 0.4fmax147

–1.4fmax, where fmax is the frequency corresponding to the maximum power spectral148

density. Assuming that Ŝuu is representative of the turbulence power spectrum in the149

wave range, the portion of the spectrum due solely to waves is then150

Sũũ = Suu − Ŝuu. (6)

We identified burst periods that contained sufficient waves for a wave decomposi-151

tion as bursts in which the peak value of Sũũ was greater than the 90th-percentile value152

of Suu − Ŝuu outside of the wave frequency range. This criterion compares a tenta-153

tively identified wave signal to the turbulence seen at all frequencies; only bursts with154

wave signals that satisfy the criterion were analyzed for wave phase decomposition.155

From the wave power spectrum Sũũ we constructed the real Fourier series am-156

plitudes within the wave range as157

Ã =
√
Sũũdω, (7)

where dω is the radian frequency resolution. We next set Ã = 0 outside of the158

wave frequency range, and computed the inverse Fourier transform to recover the wave159

velocity in the potential flow region,160

ũp(t) = F−1
(
Ãeiφ

)
, (8)

where the phase, φ, of the original signal is assumed to be solely influenced161

by waves. The resulting time series ũp is a reasonable reconstruction of the wave162

contribution over the measurement period in the absence of significant wave-turbulence163

interactions.164

Next, we identify the instantaneous phase associated with each measurement165

in the wave velocity time series. This is accomplished by first applying the Hilbert166

transform to ũp, resulting in the analytic signal167

Z(t) = ũp + iH(ũp), (9)

where H is the Hilbert transform. We then compute the instantaneous phase168

θ(t) as169

θ(t) = arctan

(H(ũp)

ũp

)
= arctan

(
Im(Z)

Re(Z)

)
. (10)

We then return to the raw Vectrino data, binning each instantaneous profile by170

phase and averaging the total fluctuating velocity, u(z, t) − u(z) = ũ(z, t) + u′(z, t),171

within each bin to obtain phase-averaged velocity profiles, denoted u(z, θ). The choice172

of eight phase bins of size π/4 each provided representative demonstration of between-173

phase variations while retaining statistical confidence from large sample sizes per bin174

(N=5,000 per bin per burst). Each burst had 46,080 records in time, giving >5,000175

samples per phase bin per burst. This analysis gave velocity profiles u(z, θ) for each176

burst which could then be normalized by representative wave orbital velocities ub were177

defined as the root-mean-square of ũp(t) for each burst.178

–5–
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Previous studies have presented multiple definitions for the wave boundary layer179

thickness. These include the location below the overshoot region where the local180

velocity equals the free-stream velocity (Jonsson, 1980), the location where the velocity181

equals 95% of the free-stream velocity (Sleath, 1987), and the zero-crossing location of182

the Reynolds stress (Hooshmand et al., 2015). Each of these methods provided noisy183

boundary layer thickness estimates for our data, so we instead propose an integral-184

based method derived from a modified definition for the boundary layer displacement185

thickness (Schlichting & Gersten, 2016). First, we consider the vertical Vectrino range186

from 0–1 cmab. This vertical limitation removed measurements with a poor signal-to-187

noise ratio, and based on visual inspection of the profiles, retained the region containing188

the boundary layer. The phase-varying thickness of the boundary layer was then189

calculated as190

δ(θ) = α

∫ zm

0

(
1− |u(z, θ)|

max (|u(z, θ)|)

)
dz (11)

where zm is the vertical coordinate of the maximum absolute value of the velocity191

profile, and α is a constant of proportionality. For steady wall-bounded flows, α ≈192

3 relates the displacement thickness to the boundary layer thickness (Schlichting &193

Gersten, 2016). For oscillatory boundary layers, there is no obvious choice for α, but194

based on the results shown in Figure 1 we find that α = 2 provides a reasonable195

estimate of the boundary layer thickness.196

There are several relevant methods for calculating the friction velocity u∗. In this197

analysis, we use both GM and a combined wave-current friction velocity derived from198

our measurements as described in Egan, Cowherd, Fringer, and Monismith (2019).199

We also calculated phase-decomposed turbulence kinetic energy (TKE) from the wave-200

turbulence decomposed velocity measurements with201

k(z, θ) =
1

2
(u′(z, θ)2 + v′(z, θ)2 + w′(z, θ)2) (12)

where the overbar represents the ensemble average in each phase bin. Follow-202

ing Feddersen et al. (2007), we also calculated the burst-averaged TKE dissipation203

rate, 〈ε(z)〉. Because the dissipation rate estimation method relied on spectral curve-204

fitting, we could not directly estimate phase-averaged ε(z, θ). Such an estimate could205

be made for Vectrino Profiler data using a structure function approach (Pope, 2001).206

However, structure function-based dissipation estimates proved inconsistent with mul-207

tiple spectral methods (Feddersen et al., 2007; Trowbridge & Elgar, 2001). The bottom208

wave-orbital velocity ub was estimated as the root-mean-square of the fluctuating hor-209

izontal velocity, up(t), in the top five Vectrino bins, as described in Egan, Cowherd,210

Fringer, and Monismith (2019).211

To characterize the structure of the phase-binned velocity profiles, we fit them212

to the GM solution (Equation 4), optimizing to find a best-fit u∗. However, this213

procedure required a modification because the near-bed mean flow at the study site was214

well-parameterized by a canopy flow model (Egan, Cowherd, Fringer, & Monismith,215

2019), rather than the logarithmic layer assumed by GM. This resulted in negative216

curvature of the profiles in the canopy region and a velocity zero-crossing at z = d217

rather than z = 0, where d is the canopy displacement parameter (Ghisalberti & Nepf,218

2009). Therefore, we adjusted the vertical coordinate by an offset d = 0.25 cm, and219

carried out the regression using data in the range 0.4–1.2 cmab (the region where the220

velocity profile was logarithmic). The value of d was selected to optimize the model221

fit to the observations and is consistent with observations of the bed structures. After222

regressing for u∗ and assuming a linear eddy-viscosity profile, we estimated a velocity223

profile-based eddy-viscosity224

–6–
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ν∗(z) = κu∗z. (13)

While GM assumes a constant eddy-viscosity profile in time, we allowed u∗ to225

vary with wave phase. In addition to the regression-based and phase-varying u∗ in226

Equation 13, we will report values of u∗m, the phase-invariant, combined wave-current227

friction velocity measured by the Vectrino. Full details of that calculation can be found228

in Egan, Cowherd, Fringer, and Monismith (2019), but in brief, it is estimated from229

the sum of the near-bed turbulent Reynolds stress, wave momentum flux, and viscous230

stress.231

2.3 Numerical modeling232

In order to compare measured turbulence statistics to those derived from a com-233

mon modeling framework, we simulated a combined wave-current boundary layer us-234

ing the General Ocean Turbulence Model (GOTM) (Burchard et al., 1999). Though235

GOTM was not originally developed to examine high-frequency (i.e., on the timescale236

of estuarine wind waves) boundary layer processes, its two-equation turbulence clo-237

sures do, in principle, allow for the calculation of wave phase-resolved turbulence238

statistics. This is a more advanced treatment than GM, which was formulated as a239

phase-averaged model, and therefore should be adequate for examining the interplay240

between TKE dissipation and boundary layer growth.241

We discretized a 2.5 m water column into 100 vertical bins with a bottom-zooming242

factor dl = 4 (Umlauf et al., 2006), which stretches the grid to give a minimum grid243

spacing of ∆z = 0.15 mm at the bed. The flow was forced with a steady pressure244

gradient corresponding to u∗ = 0.01 m s−1, typical of the field conditions. After245

spinning the model up to steady state, an oscillating pressure gradient with period246

T = 3 s and free surface deflection amplitude η = 0.1 m was superimposed on the247

steady current. The physical (Nikuradse) bottom roughness was set to kb = 1 cm,248

consistent with previous work examining bottom drag at the study site (Egan et al.,249

2020). We chose a k–ε model for the turbulence closure because its form of the eddy-250

viscosity,251

νk〈ε〉 = Cµ
k2

〈ε〉 , (14)

where Cµ = 0.09 is an empirical constant, can also be evaluated using measured252

data. Additionally, the model results provide phase-varying dissipation rate estimates,253

allowing for a comparison between νk〈ε〉 defined in Equation 14 and an analogous νkε254

using ε(θ) rather than 〈ε〉. After running the simulation for 500 wave periods, modeled255

turbulence statistics were binned by wave phase following the same procedure as the256

field measurements (Section 2.2).257

3 Results258

3.1 Phase-decomposed velocity259

All bursts showed similar phase variability in the velocity profiles u(z, θ). How-260

ever, in order to produce smooth profiles for comparison to the theory, we first nor-261

malized the profiles by the wave orbital velocity for each burst ub and then ensemble-262

averaged the normalized profiles over the bursts in the record that had a sufficient263

wave signal (323 of the 384 bursts during the 16-day deployment). The peak wave264

frequency for these bursts varied from 0.26 to 0.54 Hz, with an average of 0.34 Hz265

throughout the deployment duration. Figure 1a shows the normalized and ensemble-266

averaged profiles with the boundary layer thickness indicated for each phase. The267

–7–
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Figure 1. Observed velocity profiles over the first 1.5 cm above the bed (solid lines), with

individual wave phases indicated by color. Profiles from all 323 wavy bursts are normalized by

the wave orbital velocity ub before ensemble averaging. Panel (a) shows corresponding phase-

averaged laminar solutions (Equation 2, dotted lines) for representative wave conditions. Dots

indicate boundary layer height at each phase; boundary layer height at intermediate phases fall

along the connecting dash-dotted line with arrows indicating forward-in-time wave propagation.

Panel (b) shows the best-fit of Equation 4 to phase-binned profiles.

dash-dotted line in Figure 1a indicates the progression of the boundary layer thickness268

throughout the wave cycle. Above the boundary layer, observations track the velocity269

magnitude and structure of the laminar solution. This indicates that potential flow270

theory accurately captures the phase-varying flow kinematics further from the bed,271

and that deviations from theory, especially in the enhanced boundary layer thickness,272

arise from turbulence and roughness.273

In Figure 1b, best-fit profiles of the GM solution (Equation 4) show agreement274

with observations, with an average residual of 9.3%, with the highest error at phases275

θ = ±π/2 and lowest at θ = 0,−π. Above the boundary layer height, the average276

residual for all phases is 7.6%. The best fit to Equation 4 shown in Figure 1b is277

significantly better than the laminar solution in Figure 1a, which reflects the fact that278

Equation 4 accounts for a turbulent combined wave-current flow. Still, neither model279

captures the negative curvature of the velocity profiles in the canopy region. The best-280

fit u∗ values and resulting turbulent eddy-viscosity profiles at each phase are discussed281

in Section 3.3.282

3.2 Boundary layer thickness283

Dots on both the observed profiles and laminar solutions in Figure 1a indicate the284

boundary layer thickness defined by Equation 11. There is significant boundary layer285

thickening in the observations compared to the corresponding phase of the laminar286

solution. The observed boundary layer is 82.8% thicker than that in the laminar287

solution across all wave phases.288
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C1 = 0.14 ± 0.05

Figure 2. Burst-representative boundary layer thickness 〈δ〉 as a function of u∗mω
−1, with the

slope of the best-fit linear regression given by C1. The error bound on C1 is a bootstrapped 95%

confidence interval.

To compare boundary layer thickness between measurement bursts with different289

wave conditions, we define a burst-representative boundary layer thickness 〈δ〉 as the290

average of values at θ = 3π/2 and θ = π/4 for each burst. These phases have the291

highest values of δ(θ) for all bursts and are therefore the most applicable to mod-292

els based on maximum wave orbital velocity, such as GM. The phases at which δ(θ)293

are maximized lag behind the phases at which the wave-oriented velocity are maxi-294

mized, which is discussed further below. As expected from Equation 3, the boundary295

layer thickness varied linearly with u∗mω
−1 with a slope C1 (Figure 2). The slope296

C1 = 0.14 ± 0.05 estimated from our data is similar to previously reported scaling297

relationships, e.g., C1 = 0.15 (Christoffersen & Jonsson, 1985), C1 = 0.2 (You et al.,298

1992), and C1 = 0.36 (Hsu & Jan, 1998), and significantly smaller than others, e.g.,299

C1 = 0.8 (Grant & Madsen, 1979).300

3.3 Turbulent eddy-viscosity301

As described in Section 2.2, we estimated the turbulent eddy-viscosity through302

multiple methods. The first estimate, ν∗, is based on Equation 13 after fitting the GM303

solution (Equation 4) to the phase-varying velocity profiles. An independent estimate304

of the eddy-viscosity is based on the k–ε model (Equation 14), where eddy-viscosity305

values are vertically averaged from 0.4–1.2 cmab (identical to the GM velocity profile306

regression region). Finally, we can define a representative eddy-viscosity based on the307

boundary layer thickness. Combining a mixing length relationship νδ = κu∗δ with the308

results in Figure 2, i.e., δ = C1u∗ω
−1, we obtain309

νδ =
κ

C1
δ2ω. (15)
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Figure 3. Comparison of the eddy-viscosity estimated via boundary layer thickness scaling

(νδ, black markers) and k–ε model (νk〈ε〉, gray markers). Panel (a) shows measured data, in-

cluding the velocity profile-based eddy-viscosity ν∗ (gray dashed line). k2〈ε〉−1 is averaged from

0.4–1.2 cmab and the constant of proportionality C1 = 0.14 is derived from the best-fit slope in

Figure 2. Panel (b) shows GOTM-derived data with k2〈ε〉−1 evaluated at z = 0, and includes

νkε evaluated using instantaneous dissipation rate data (gray dotted line) for comparison. All

eddy viscosity estimates are nondimensionalized by κu∗mz prior to ensemble-averaging. The

time lag (in wave phase units) that maximizes the lagged correlation between νδ and νk〈ε〉 is also

indicated, along with the turbulence decay time scale 〈Cµk〈ε〉−1〉.

Up to the constant factor C1, this estimate is based solely on the boundary310

layer thickness derived from measured velocity profiles (Equation 11) and the wave311

frequency. A comparison of the three eddy-viscosity estimates based on the measure-312

ments is shown in Figure 3a, where the eddy viscosity estimates at each measurement313

burst period are first nondimensionalized by κu∗mz, and then ensemble-averaged across314

the deployment period for each wave phase.315

Of the eddy-viscosity estimates in Figure 3a, νδ and νk〈ε〉 are similar in terms316

of magnitude, suggesting that (a) the k–ε model can accurately capture the inter-317

play between turbulent dissipation and boundary layer growth, and (b) the relatively318

simple scalings in Figure 2 and Equation 15 are representative of the turbulence dy-319

namics. While the factor C1 = 0.14 appears to be appropriate when comparing νδ320

to νk〈ε〉, setting C1 = 1.7 would result in better agreement between νδ and ν∗, as the321

profile-based ν∗ is significantly smaller than either of the other two estimates. This322

discrepancy could be due to the canopy dynamics that GM does not resolve. While323

νδ and νk〈ε〉 are based on direct measurements of the boundary layer thickness and324

turbulence statistics, respectively, ν∗ relies on implicit assumptions about the near-bed325

flow structure which do not hold over a canopy-like bed, potentially resulting in an326

underestimation of the eddy-viscosity. This result speaks to the importance of high-327

resolution, near-bed flow measurements, which can reveal unexpected dynamics that328

fall outside the range of common modeling assumptions.329

Though the magnitudes of νδ and νk〈ε〉 are similar, they are phase-shifted from330

each other, with the peak in νδ lagging the peak in νkε. The velocity profile-based331

eddy-viscosity, ν∗, is approximately in phase with νk〈ε〉, indicating that both estimates332

respond instantaneously to the maximum wave velocity (Figure 1). This contrasts with333
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νδ, which peaks with the maximum boundary layer thickness. The boundary layer334

growth timescale can be calculated as an optimal lag that maximizes the correlation335

between νkε and νδ. That lag is consistent with 〈Cµk〈ε〉−1〉, a scaling estimate for the336

turbulence response or decay time (averaged across all wave phases). This agreement337

indicates that the boundary layer thickness adjusts to turbulent dissipation in the338

boundary layer at approximately the expected turbulence timescale. The optimal lag339

is also identical to the phase lag between the maximum phase-averaged velocity and340

maximum boundary layer thickness (Figure 1a).341

A similar analysis can be carried out using the GOTM results, as shown in Figure342

3b. Unlike in the measured data, however, the modeled eddy-viscosity only showed343

significant wave phase variability in the grid cells closest to the bed, contrasting with344

the strong variability up to 1 cmab in the measurements. Therefore, the k–ε estimate345

in Figure 3b is taken from the bottom-most model grid cell. This resulted in a smaller346

k–ε eddy-viscosity when compared to the measurements. The results in Figure 3b also347

validate the assumption that 〈ε〉 is an adequate replacement for ε(θ) when calculating348

νk〈ε〉. Although the magnitude of νk〈ε〉 varies more widely over the wave period than349

νkε, the two estimates produce similar mean values and are in phase with each other.350

One significant difference between the modeled and measured data is that the351

boundary layer thickness-based estimate in Figure 3b did not require a scaling factor352

in order to approximately match the k–ε estimate. The phase lag behavior, in terms353

of the optimal lag between νδ and νkε, was similar to the measured data. The mod-354

eled optimal lag, however, was greater than the modeled turbulence timescale (using355

the values of k and 〈ε〉 in the bottom grid cell) by over two orders of magnitude.356

Using k and 〈ε〉 vertically averaged between 0.4–1.2 cmab (as in Figure 3a) resulted357

in 〈Cµk〈ε〉−1〉 ≈ π
100 . Examining k and ε individually, the mismatch between the358

measured and modeled turbulence timescale is primarily due to the modeled near-bed359

dissipation exceeding the measured dissipation by approximately two orders of magni-360

tude (not shown). That discrepancy, combined with the lack of wave phase variability361

in turbulence statistics outside ≈ 0.2 cmab suggests that a 1D k–ε closure with law-362

of-the-wall boundary conditions cannot represent the nuanced bottom boundary layer363

dynamics in a combined wave-current flow over a rough bed.364

The flow kinematics (i.e., the velocity profiles used to estimate the boundary layer365

thickness) were more consistent between the model and measurements than the turbu-366

lence statistics. Nevertheless, the model underestimated the boundary layer thickness367

at the two maximum phases by an average factor of 1.7. This disparity could be due368

partially to the heterogeneous bed geometry at our study site, which induced strong369

wave momentum fluxes (i.e., ũw̃ as discussed in Egan, Cowherd, Fringer, and Moni-370

smith (2019)). The GOTM implementation did not include these complexities, nor371

any second-order nonlinearities (e.g., terms like u∂u∂x ), which lead to effects such as372

boundary layer streaming over smooth beds (Longuet-Higgins, 1953). Overall though,373

the agreement in phase relationship between the near-bed eddy-viscosity and boundary374

layer thickness in both the model and the measurements indicates that these dynamics375

are likely consistent across a range of combined wave-current boundary layer flows.376

4 Conclusions377

We presented a signal processing-based wave phase decomposition of field ob-378

servations from a single profiling velocimeter, allowing us to observe phase-varying379

flow properties within a wave-current boundary layer. This method diminishes the380

potential for errors resulting from clock drift between a velocimeter and a separate381

pressure logger. The Hilbert transform is an effective method for decomposing high-382

frequency velocity profiles by wave phase and shows that instantaneous wave-induced383

velocities significantly diverge from the time-averaged near-bed flow. At our study site384
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in South San Francisco Bay, the magnitude of wave contributions to the flow velocity385

within the boundary layer was similar to the contribution from tidal currents. While386

time-averaged flow properties can characterize bed processes that occur over tidal or387

seasonal time scales, ensemble-averaging over wave phase is essential for understanding388

the significant variations on the time scale of waves.389

From the phase-varying velocity profiles, we proposed a novel estimate for the390

boundary layer thickness based on the displacement thickness (Equation 11). Though391

our choice of α = 2 was arbitrary, it produced reasonable results despite the inherent392

noise in the field observations. Furthermore, the eddy-viscosity constructed using the393

boundary layer thickness (Equation 15) was consistent in magnitude with an estimate394

based on a k–ε turbulence model (Equation 14). This further justifies our choice of395

α = 2 and suggests that a simple scaling estimate based on mixing length arguments396

can adequately describe near-bed wave-current turbulence dynamics.397

We also demonstrated the applicability of the GM oscillatory flow solution to our398

measured velocity profiles outside the canopy region. This agreement did not extend399

to the eddy-viscosity, which our measurements indicate was enhanced by interactions400

between the turbulent flow and the canopy elements. Additionally, by allowing the401

slope of the eddy-viscosity profile to vary with wave phase, we showed that the turbu-402

lent eddy-viscosity changes in time under wavy conditions. Given the significance of403

waves on the velocity profile structure, this is a physically reasonable expectation of404

real flows.405

One of the most striking results from this work was the existence of a phase lag406

between νδ and νk〈ε〉. Further, there is agreement between the expected turbulence407

timescale and the optimal phase lag between νδ and νk〈ε〉. While νk〈ε〉 is in phase408

with the instantaneous wave velocity and vertical shear, νδ lags behind as momentum409

is transported away from the boundary by turbulent diffusion. This lag is confirmed410

by both observations and numerical modeling and indicates that the boundary layer411

thickness responds to turbulent mixing in a finite amount of time. Previous analytical412

work has assumed a constant boundary layer thickness based on a time-invariant shear413

stress (e.g., GM) or assumed instantaneous boundary layer response to shear stress.414

However, by analyzing field measurements with fine spatial and temporal resolution, we415

show that real wave-current boundary layer behavior deviates from these assumptions.416

Though our analysis focused solely on hydrodynamics, the results have obvious417

implications for sediment transport. The results in Figure 3 indicate that the turbulent418

eddy-viscosity can vary by approximately a factor of two over the wave cycle. Such an419

increase could lead to enhanced erosion during certain wave phases that would not nec-420

essarily be captured by wave-averaged parameterizations. In general, wave-averaged421

estimations may underestimate sediment transport because they do not resolve phases422

where the critical shear stress for erosion is exceeded, despite the mean shear stress423

falling below the threshold. Future work should focus on quantifying the phase-varying424

nature of sediment resuspension and the potential impacts on associated parameteri-425

zations in coarser, time-averaged models.426
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