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Abstract

A reasonable representation of orographic anisotropy in earth system models is vital for improving weather and climate modeling.

In this study, we implemented the orographic drag scheme, including 3-D orographic anisotropy (3D-AFD), into the Chinese

Academy of Sciences Earth System Model version 2 (CAS-ESM 2.0). Three groups of simulations named sensitivity run,

medium-range forecast, and seasonal forecast respectively were conducted using the updated CAS-ESM model together with

the original 2-D isotropic scheme (2-D) and the 3-D orographic anisotropy for the eight-direction scheme (3D-8x) to validate

its performance. Sensitivity runs indicated that the simulated drag using the original 2-D scheme did not change with the wind

directions, while the simulated drag using the updated 3D-AFD showed a smoother transition than that using 3D-8x. The

3D-AFD and 3D-8x had also about 80% larger drag and smaller wind speed of 1m/s than that of the 2-D scheme. Enhanced

drag in the medium range and seasonal forecast using the updated CAS-ESM both alleviated the bias of the overestimated wind

speed and the cold bias over mountain regions in the 2-D scheme. This was more apparent in winter (0.4-0.5 m/s and ˜1K)

than that in summer (0.1 m/s and ˜0.1K) for the northern hemisphere region, such as the Tibetan Plateau. The vertical wind

profile was also improved in the seasonal forecast. The results suggested that a reasonable representation of the orographic

anisotropy was important in climate modeling, and the updated model of CAS-ESM with 3D-AFD alleviated the bias of the

mountain wind.
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Abstract 24 

A reasonable representation of orographic anisotropy in earth system models is vital for 25 

improving weather and climate modeling. In this study, we implemented the orographic 26 

drag scheme, including 3-D orographic anisotropy (3D-AFD), into the Chinese Academy 27 

of Sciences Earth System Model version 2 (CAS-ESM 2.0). Three groups of simulations 28 

named sensitivity run, medium-range forecast, and seasonal forecast respectively were 29 

conducted using the updated CAS-ESM model together with the original 2-D isotropic 30 

scheme (2-D) and the 3-D orographic anisotropy for the eight-direction scheme (3D-8x) 31 

to validate its performance. Sensitivity runs indicated that the simulated drag using the 32 

original 2-D scheme did not change with the wind directions, while the simulated drag 33 

using the updated 3D-AFD showed a smoother transition than that using 3D-8x. The 34 

3D-AFD and 3D-8x had also about 80% larger drag and smaller wind speed of 1m/s than 35 

that of the 2-D scheme. Enhanced drag in the medium range and seasonal forecast using 36 

the updated CAS-ESM both alleviated the bias of the overestimated wind speed and the 37 

cold bias over mountain regions in the 2-D scheme. This was more apparent in winter 38 

(0.4-0.5 m/s and ~1K) than that in summer (0.1 m/s and ~0.1K) for the northern 39 

hemisphere region, such as the Tibetan Plateau. The vertical wind profile was also 40 

improved in the seasonal forecast. The results suggested that a reasonable representation 41 

of the orographic anisotropy was important in climate modeling, and the updated model 42 

of CAS-ESM with 3D-AFD alleviated the bias of the mountain wind.  43 
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Plain Language Summary 44 

The effect of orographic anisotropy is essential for numerical weather prediction in 45 

complex terrains. In this study, we implemented an orographic drag scheme considering 46 

orographic anisotropy in all flow directions into the global climate model. The aim was to 47 

examine the effect of orographic anisotropy on the global mountain climate. It was shown 48 

that the new scheme had a smooth transition of the surface drag as a function of wind 49 

direction and enhanced drag. This led to the alleviation of the wind bias compared to the 50 

original 2-D drag scheme in the global mountain region. This demonstrated that the more 51 

explicit representation of the orographic anisotropy for all flow directions was important 52 

in climate modeling. Hence, it should be considered more explicitly in climate 53 

simulation. 54 

  55 
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1. Introduction 56 

Understanding the air flow around high mountain ridges and the impact of drag on the air 57 

flow are of considerable importance for predicting the dispersion of pollutants, the 58 

occurrence of atmospheric turbulence, and for weather forecasting in mountainous 59 

regions. The mountain ridges can affect the mountain region's weather and climate in 60 

various ways, and one important aspect is the orographic anisotropy. The orographic 61 

anisotropy is referred to as the property of being directionally dependent on the sub-grid 62 

orography. In general, the orography that generates mountain waves is not isotropic. This 63 

means that in the case of the different wind directions, the orography will have different 64 

lengths and shapes in the cross-wind and along-wind direction and thus, in the resultant 65 

mountain drag. Studies have shown that this drag is substantially more non-linear and 66 

high for incoming wind perpendicular to the major axis of an axisymmetric mountain 67 

than the flow parallel to that axis [Epifanio and Durran, 2001; Bauer et al., 2000; Wells 68 

et al., 2008]. Incorporation of this 3-D orographic anisotropy effect in the sub-grid 69 

orographic is often neglected [Gregory et al., 1998; Lott & Miller, 1997; Nappo & 70 

Chimonas, 1992]. This may cause a large difference in the amplitude of the orographic 71 

drag and the associated meteorological variables, including wind, temperature, and the 72 

orographic precipitation that is highly sensitive to the inflow wind direction and the 73 

associated drag [Nuss & Miller, 2001; Neiman et al., 2011; Hughes et al., 2014; Picard & 74 

Mass, 2017]. Thus, it is important to incorporate this effect in climate system modeling. 75 

Two types of schemes exist depending on the treatment of orographic specification 76 

existing among those that incorporate the orographic anisotropy. The first type derives the 77 

orographic drag with the assumption that the orography has an elliptical shape with an 78 
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analytical function. In this regard, several parameters have to be determined. The relevant 79 

anisotropic parameters in the flow direction are derived using the “best fit” analytical 80 

function (fitted against the sub-grid orographic height data) to derive the orographic drag 81 

in this direction [Baines & Palmer, 1990; Lott & Miller, 1997; Phillips, 1984; Scinocca 82 

and McFarlane, 2000]. This treatment, however, hinders the input of a higher-order detail 83 

of the terrain shape because it inherently assumes a symmetric terrain shape on the 84 

windward and leeward side of the mountain in the inflow direction. The second type, 85 

however, avoids the requirement for an a priori assumption of the terrain shape by 86 

deriving the anisotropic parameters in a bulk form [Kim & Doyle, 2005; Hong et al., 2008; 87 

Choi & Hong, 2015]. This treatment allows more flexibility by enabling the inclusion of 88 

the higher-order moments of the terrain shape for the inflow direction that is shown to be 89 

related to the non-linear enhancement of the orographic drag-orographic asymmetry. For 90 

example, it is shown to be largely associated with the low-level wave breaking and 91 

non-hydrostatic wave trapping in downstream of the orograph [Kim & Doyle, 2005; Hong 92 

et al., 2008; Choi & Hong, 2015]. However, because the derivation for orographic 93 

parameters is not so easy and straightforward for angles other than the eight 94 

representative directions (e.g., ±0°, ±45°, ±90°, ±135°; see for example, Figures 2 and 6 95 

in Kim & Doyle, 2005), this line of treatment is restricted only to these eight 96 

representative directions. This consequently may induce sudden jumps in the values of 97 

the orographic statistics with small changes in the wind direction and may introduce bias 98 

in weather and climate prediction [Kim and Doyle, 2005]. To remedy this problem, Xie et 99 

al. (2020) recently developed a new scheme that allowed the derivation of the parameters 100 

for all flow directions. This scheme revised the original parameter derivation method of 101 

Kim & Doyl (2005) to form a scheme that considers the orographic anisotropy in the 102 

derivation of the orographic drag for all flow directions. 103 
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In this study, we implemented this orographic drag scheme from Xie et al. (2020) 104 

into the second version of the Chinese Academy of Sciences Earth System Model 105 

(CAS-ESM 2.0) by considering orographic anisotropy for all flow directions. The effect 106 

of this 3-D drag scheme with orographic anisotropy for eight directions (3D-8x) and for 107 

all flow directions (3D-AFD) on global climate was compared with that of the original 108 

2-D scheme. The paper is organized as follows: section two describes the experiment and 109 

design. Section three presents the comparison results for the three groups of simulations, 110 

including the sensitivity run, medium-range forecast, and seasonal forecast. Ultimately, 111 

the summary and conclusion are provided in section 4. 112 

2. Model development and Experiment Design 113 

In this section, we introduced the new orographic anisotropy scheme for all flow 114 

directions and its coupling with the CAS-ESM 2.0. The experiment design was also 115 

introduced to compare the updated model with the original 2-D isotropic gravity wave 116 

drag scheme. 117 

2.1 Orographic anisotropy scheme for all flow directions (AFD scheme) 118 

The scheme that we implemented in the model was the orographic anisotropy scheme 119 

for all flow directions from Xie et al. (2020). This scheme was based on the subgrid 120 

orographic parameterization from Kim and Arakawa (1995) that included the gravity 121 

wave drag effect and the drag due to low-level wave breaking and non-hydrostatic wave 122 

trapping. The gravity wave stress (τ) at the reference level (ℎ𝑟𝑒𝑓) is defined as follows: 123 

                   τGWD=ρ0E
𝑚

𝜆𝑒𝑓𝑓
G

|𝑈0|3

𝑁0
,                           (1) 124 

where 125 
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{

E =  (𝑂𝐴𝜃 + 2)𝐶𝐸𝐹𝑟0/𝐹𝑟𝑐 ,

m =  (1 + 𝑂𝐿𝜃)𝑂𝐴𝜃+1,     

G =  
𝐹𝑟0

2

𝐹𝑟0
2+𝐶𝐺𝑂𝐶−1,               

                     (2) 126 

Subscript 𝜃 denotes the direction related parameter in the low-level wind direction, and 127 

subscript o indicates the low-level average between the surface and the reference level 128 

ℎ𝑟𝑒𝑓 . Following Koo et al. (2018), the reference level ℎ𝑟𝑒𝑓  is determined by max 129 

(2ϭℎ,ℎ𝑝𝑏𝑙) (ℎ𝑝𝑏𝑙 is the planetary boundary layer height). 𝜌0 is the low-level density; E is 130 

the enhancement factor, and it is controlled by OA that represents the shape and location 131 

of the sub-grid scale orography relative to the grid; m is the number of sub-grid scale 132 

orography; 𝜆𝑒𝑓𝑓 is the model effective grid length; G is an asymptotic function that 133 

provides a smooth transition between the blocking and nonblocking cases; The effect of 134 

mountain sharpness is included in G through orographic convexity 135 

(OC=(1/𝑁𝐵ϭℎ
4) ∑ (ℎ𝑗 − ℎ)4𝑁𝐵

𝑗=1 , where ℎ signifies the average of the coarse grid and 136 

sub-grid topography). The orographic convexity represents the sharpness of the mountain 137 

and corresponds to the vertical orographic aspect ratio; 𝑈0 is the horizontal wind speed, 138 

and 𝑁0 is the Brunt-Vaisala frequency; The coefficients 𝐶𝐸 and 𝐶𝐺  are set to be 0.8 139 

and 0.5, respectively. 𝐹𝑟0=𝑂𝐷*𝑁0ℎ𝑟𝑒𝑓 /𝑈0, where OD is the ratio of the crosswind 140 

effective orographic length (OLP) and the along-wind OL (e.g. 𝑂𝐷=𝑂𝐿𝑃𝜃/𝑂𝐿𝜃). The 141 

vertical stress profile above the reference level is determined according to the linear 142 

instability theory [Lindzen, 1981] and the nonlinear resonant LLWB adjusted according 143 

to the Scorer parameter [Kim and Arakawa,1995; Kim and Doyle, 2005; Xie et al., 2020]. 144 

Further details can be found in Xie et al. (2020). 145 

The flow-blokcing drag is also included in the scheme which is estimated as 146 

follows: 147 



8 

 

                  τFBD=
1

2
ρ0

𝑚

∆𝑥
2 𝐶𝑑∆𝑥

𝑝
𝑂𝐿𝑃𝜃ℎ𝐵|𝑈0|2,                      (3) 148 

where Cd is the bulk drag coefficient defined by Cd =max{2-1/OD,0}, ℎ𝐵 is the height 149 

of the blocked layer, ∆𝑥
2 is the grid-box area, and ∆𝑥

𝑝
 is the grid length in the crosswind  150 

direction. 151 

 Inclusion of the orographic anisotropy in the scheme is through the derivation of the 152 

direction related orographic parameters including effective orographic length (OL), OL in 153 

the perpendicular direction of the low-level wind (OLP), orographic asymmetry (OA), 154 

and orographic direction (OD). In Xie et al. (2020), derivation of the orographic 155 

parameters was revised to enable derivability for all flow directions. In this study, 156 

schemes with orographic parameters derived for eight representative directions (3D-8x) 157 

and all flow directions (3D-AFD) were utilized for comparison with the original 2-D 158 

scheme in CAS-ESM. 159 

2.2 Incorporating the AFD scheme into CAS-ESM 2.0 160 

CAS-ESM is a global earth system model consisting of atmosphere, land, ocean, sea 161 

ice model, and additional components of atmospheric aerosol and chemistry, dynamic 162 

vegetation, fire, land and ocean biogeochemistry (Zhang et al., 2013; Zhang et al., 2020; 163 

Dai et al., 2003; Ji et al., 2013; Zeng et al., 2008; Zeng, 2010; Holland et al., 2012; Liu et 164 

al., 2012; Chen et al.,2015; Wei et al.,2019). The atmospheric component of CAS-ESM 165 

2.0 is the fifth version of the Institute of Atmospheric Physics-Atmospheric General 166 

Climate Model (IAP-AGCM 5.0) which is a global grid-point model using a 167 

finite-difference scheme with a terrain-following σ coordinate. Several novel features of 168 

the dynamic core include subtraction of the standard atmospheric stratification, IAP 169 

transform, nonlinear iterative time integration and time splitting method, and an adaptive 170 

leap-format difference scheme to achieve high parallel efficiency based on 3D 171 
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decomposition (Zheng at el., 2013; Zhang et al., 2020; Cao et al., 2020). Various 172 

improvements of the parameterizations in IAP-AGCM 5.0 include the atmospheric 173 

convection, turbulence, cloud macrophysical and microphysical process, and radiation 174 

(further details can be found in Zhang et al., 2020). The original orographic drag scheme 175 

in the previous versions of the IAP-AGCM was the 2-D isotropic orographic drag scheme 176 

from McFarlane (1987). In this study, The new 3D schemes were implemented into 177 

IAP-AGCM 5.0 as a module that had its own input and output: the orographic parameters 178 

inputs were sent into the scheme, and the calculated outputs were sent to the IAP-AGCM 179 

5.0. Through the coupling of the IAP-AGCM 5.0 and CAS-ESM 2.0, the impact of the 180 

orographic drag scheme on the climate was achieved (Fig. 1). The inputs into the scheme 181 

were the orographic scheme related parameters, such as the standard deviation of the 182 

subgrid-orography (SGH), OC, OA, OL, and model grid length, which were calculated 183 

from the data set of the GTOPO30 30 arcsec digital elevation model from the United 184 

States Geological Survey (USGS; Gesch and Larson, 1998). They were defined on an 185 

approximately 1 km regular latitude-longitude grids following the method proposed in 186 

Xie et al. (2020). The orographic drag and vertical distribution of the wind tendency were 187 

calculated through the scheme, and the tendency was added into the IAP-AGCM 5.0’s 188 

momentum equation to capture the effects of the wind and thus, the climate. 189 

2.3 Experiment Design 190 

To compare the effect of the new 3-D schemes (3D-8x and 3D-AFD) and the original 191 

2-D scheme on global climate in IAP-AGCM 5.0 and CAS-ESM 2.0, three sets of runs 192 

were performed using these three schemes (3D-8x, 3D-AFD, and 2-D scheme) on the 193 

horizontal resolution of 1.4 latitude × 1.4 longitude and 30 vertical levels (with the 194 

model top at 2.2 hPa). The three sets of runs were sensitivity run, medium-range forecast, 195 

and the seasonal forecast simulation. The main difference between these runs was the 196 
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simulation time: one time step for the sensitivity run, ten days for the medium-range 197 

forecast, and three months for the seasonal forecast. In this way, we could compare the 198 

impact of the three schemes on CAS-ESM 2.0 simulation using different time scales. The 199 

sensitivity runs with the three schemes were carried out by using identical initial 200 

conditions. Also, one-time step duration ensured that the effect of the orographic drag 201 

schemes on the model climate did not drift too far from the initial condition. These 202 

simulations were run under two types of initial conditions: ideal and real-time initial 203 

conditions. The ideal condition, which is globally uniform 10 m/s wind input (from 204 

bottom to top) for the same direction, was used to diagnose the global spatial difference 205 

pattern between the three schemes with the same wind input direction and magnitude on 206 

global grids. The experiments were conducted for 360 members of each of the three 207 

schemes for 360 wind directions (i.e., 0-359 degrees). The real condition, which is the 208 

atmospheric condition (00 UTC 21 January 2016) taken from ERA-Interim reanalysis 209 

[Dee et al., 2011], was employed to see if the difference from ideal condition runs could 210 

be retained using real-time condition (where the wind direction was different for the 211 

global grids) as initial condition inputs. For the medium-range forecast, thirty-one 10-day 212 

weather forecasts were conducted using prescribed sea surface temperature (SST) and sea 213 

ice concentration (SIC) and real-time conditions for every 0000 UTC during January and 214 

July 2016, respectively. The atmospheric initial conditions were forced by the 215 

ERA-interim reanalysis interpolated to the IAP-AGCM grid, while the SST and SIC were 216 

taken from the Hadley center SST and SIC data [Rayner et al., 2006]. For the land initial 217 

condition, the land-atmospheric model was first run for 5 years and then forced with the 218 

ERA-Interim reanalysis for one month up to the forecast date. The seasonal forecasts 219 

followed a similar setup to that of the medium-range forecast except that the simulations 220 

were run for ten ensemble members initialized at 0000 UTC 1
st
 – 10

th
 of November and 221 
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May and were run for 4 months for the boreal winter and summer cases, respectively. 222 

December 2015 to February 2016 and June-August 2016 time periods of the seasonal 223 

forecast were utilized for the analysis. 224 

3. Simulations 225 

In this section, the impact of the orographic drag scheme on the sensitivity run, 226 

medium-range forecast, and seasonal forecast was analyzed. The orographic drag scheme 227 

first affected the surface drag and hence, the wind. Thus, we assessed the model variable 228 

in terms of the surface drag. The impact on wind and temperature were then discussed. 229 

3.1  Sensitivity run 230 

In this section, the sensitivity run initialized with the ideal initial condition was 231 

analyzed to show the difference among the 2-D, 3D-8x, and 3D-AFD under controllable 232 

wind input. for this reason, we chose the simulations using the 23-degree wind input. 233 

This was because while the drag impact for 2-D was the same for all directions, the 234 

3D-AFD was mostly different from 3D-8x near the middle shifting point of the nearby 235 

two representative directions for 3D-8x (e.g., ±22.5°, ±67.5°, ±112.5°, ±157.5°). The 236 

reason was that the 3D-AFD scheme was developed based on the 3D-8x scheme. That is, 237 

this scheme extended from the 8x directions to all flow directions (for further detail, 238 

please refer to Xie et al., 2020). As shown in Figure 2 (a-c), while the 3D-AFD and 239 

3D-8x schemes showed a very similar magnitude (which was expected), the 2-D drag 240 

seemed to be of a lower magnitude. This was confirmed by the difference between 241 

3D-AFD and 3D-8x with the 2-D scheme (Fig. 2d-e) where both schemes showed a 242 

higher drag over the major mountain regions, including Tibetan Plateau, Chersky Range, 243 
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the Rocky Mountains, the Alps, the Andes, Greenland, and Antarctica. The largest 244 

difference was in the north and southern edge of the Tibetan Plateau and the Andes, 245 

where the difference was mostly over 0.5 N/m
2
. The regions with the second-largest 246 

difference were in the Chersky and Greenland, where the drag points ranged from 0.3 to 247 

0.5 N/m
2
. The Rocky Mountain regions were among those that had the smallest 248 

difference, where the range was about 0.1-0.3 N/m
2
. Overall, the drags of the 3D-AFD 249 

and the 3D-8x scheme were approximately 80% larger than that of the 2-D scheme. As 250 

for the difference between 3D-AFD and 3D-8x (Fig. 2f), the pattern was similar to the 251 

aforementioned difference between the two 3D-schemes with the 2-D, although the 252 

difference was much smaller in magnitude and less extended in size. The drags of the 253 

3D-AFD was overall 20% larger than that of the 3D-8x scheme. In summary, for the 254 

representative direction of the 23 degrees, the 3D-AFD predominantly had the largest 255 

drag, then the 3D-8x had the second-largest drag, and the 2-D scheme had the smallest 256 

drag. Consistent with the drag difference pattern, the bottom level wind speed (defined by 257 

the lowest model level of the ideal simulation) for both the 3D schemes was smaller in 258 

the global mountain region than that of the 2D scheme (Fig. 3ab). Also, the 3D-AFD was 259 

smaller than that of the 3D-8x (Fig. 3c).  260 

 To depict a full picture of the drag difference, four points were also chosen to show 261 

their difference as a function of the wind direction (Fig. 4). The first point (71.7E, 40.4N) 262 

was a point in the western border of the Tibetan Plateau (Fig. 4a). For the 2D scheme, the 263 

drag was the same for the whole direction as a result of the isotropic drag. For the 3D 264 

schemes, however, they showed a change with the wind direction as expected. The 3D 265 

schemes were overall larger than the 2D drag for the southerly wind directions while 266 

smaller for the northerly wind directions (Fig. 4a). Between the two 3D schemes, the 267 

3D-AFD had a smoother shift of the drag value than that of the 3D-8x scheme with a 268 
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piecewise function. The largest difference occurred near the middle of the two 269 

representative directions (e.g., ±22.5°, ±67.5°, ±112.5°, ±157.5°). This was not against 270 

our expectation as it was already mentioned and analyzed in Xie et al. (2020). The above 271 

conclusion is mainly focused on the point that set the Alaska edge of the Rocky Mountain 272 

ranges (167.3E, 63.1N) (Fig. 4c), which have a similar topography orientation than that 273 

of the first point. For the points in the Chersky range (167.3E, 63.1N) and the Colorado 274 

Rocky mountain range (239.1E, 67.1N), however, the orientation was more symmetric 275 

and thus, there were two wind direction intervals where the drag was larger than that of 276 

the 2D scheme (Fig. 4b and Fig. 4d). Overall, the 3-D schemes allowed more variables by 277 

considering the topographic orientation in the calculation of the surface drag, and the 278 

result was chiefly larger than that of the 2-D scheme. 279 

In the above section, we compared the drag impact under the ideal situation. In the 280 

following, however, we compare the drag impact under a real situation initialized using 281 

the ECMWF data on Jan 21
st,

 2016 (Fig. 5). In this way, we could find out whether or not 282 

the difference observed in the idealized simulations could be retained when using a 283 

near-real condition. The real condition in this time showed that the wind speed in the 284 

mountain region was near 10 m/s in the northern hemisphere, which was quite typical in 285 

the boreal winter (Fig. 5). This resulted in an overall drag (Fig. 6) that had a similar 286 

magnitude compared to that of the idealized simulations (Figure 3), except for some 287 

regions like the Chersky ranges and the Alps which had a near-zero amplitude because of 288 

the less wind in the real condition. For the other regions, the drag results generally 289 

resembled those of the idealized simulation (Fig. 6). 290 

 The above drag patterns led to an overall similar wind speed difference between the 291 

schemes in the near-real simulation compared to that of the idealized simulation for the 292 
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3D schemes minus the 2D scheme (Fig. 7a and Fig. 7b). For the difference between the 293 

3D schemes (Fig. 7c), however, the differences were not very clear since the wind in the 294 

real condition was not likely to be always in the aforementioned shifting points. Thus, 295 

this contributed to a smaller but still clear difference between the 3D-AFD and the 3D-8x 296 

scheme. All in all, the simulations that used the real condition as initial value still retained 297 

most of the impact of the scheme difference that was apparent in the idealized 298 

simulations. 299 

3.2  Medium-range forecast 300 

Besides the sensitivity run, we also evaluated the medium-range forecasts. Figure 8 301 

shows day 5 of the forecast of the 10-m wind speed difference with the observation and 302 

the difference between schemes. Both forecasts through January and July initial 303 

conditions were compared. Compared to the global ERA-Interim 10-m wind speed in 304 

January and July, the IAP-AGCM with the 2-D scheme showed an overall overestimated 305 

wind on the continent except for the mountain regions of the west and southern-west 306 

border of the Tibetan Plateau and the Chersky ranges (Figs. 8a and 8d). The bias ranged 307 

from 0.5-1.5 m/s, with the largest and elongated pattern in the west and southern border 308 

of the Tibetan Plateau. This pattern also existed in the July forecast with an overall 309 

similar magnitude (Fig. 8d). The 3D-8x and 3D-AFD, however, alleviated this 310 

overestimation bias (Figs. 8bc and 8ef). The 3D scheme alleviated the bias by about 0.5 311 

m/s in the January forecast and 0.15-0.3 m/s in the July forecast. The difference was 312 

larger in the January forecast as the climatological wind speed was larger in boreal winter 313 

for the northern hemisphere, and vice versa for the southern hemisphere. This alleviation 314 

was also shown in the January forecast of the Chersky ranges. 315 

Associated with the change of the wind through drag was the change in the surface 316 
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temperature. It was demonstrated that the 3D schemes alleviated the pan-Tibetan Plateau 317 

cold bias in the January forecast (both schemes showed a similar magnitude of about 318 

0.5-1K (Fig. 9a)). This alleviation also spanned northern regions up to the Siberian region 319 

and the northern part of the Rocky mountain (Fig. 9a). For the July forecast, however, the 320 

impact was much smaller, and the bias still existed (Fig. 9d).  321 

The overall alleviation of the 10-m wind speed and temperature biases were 322 

associated with the enhanced column drag in the mountain regions with the 3D schemes 323 

compared to the 2D scheme in both the January and July forecasts (Fig. 10). This was 324 

shown in the west and eastern border of the Tibetan Plateau and the Chersky ranges. 325 

Enhanced drag in these regions tended to exert a drag on the surface wind, and thus, 326 

decelerated the near-surface wind. The enhanced drag likely came from the 327 

implementation of the enhanced non-linear drag scheme [Xie et al., 2020] as compared to 328 

the original linear drag scheme from McFarlane et al. (1987). This caused a more 329 

near-surface drag and hence, decreased surface wind. Overall, the enhanced drag using 330 

the 3D-schemes decreased the overestimation bias in the medium-range forecast of the 331 

10-m wind speed over most of the mountain regions, including the Tibetan Plateau. 332 

3.3  Seasonal forecast 333 

The outcome in the medium-range forecast was also apparent in the seasonal 334 

simulation (Figs.11), where the overestimated regions were in the western and southern 335 

flank of the Tibetan plateau and Chersky ranges (Fig. 11a) with a magnitude of near 0.3 336 

m/s. However, the 3-D schemes alleviated this bias (Figs. 11b-c). For the forecast in the 337 

summer season (Figs.11e-f), the difference was smaller except for the Andes, where the 338 

drag tended to decelerate large wind in the western flank of the Andes (Fig. 11f). These 339 

effects were generally associated with the enhanced drag due to the implementation of the 340 
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drag scheme (Fig. 13). In general, the enhanced drag provided by the 3D-schemes was 341 

shown to alleviate the excessive 10-m wind speed in the major mountain regions, such as 342 

the Tibetan Plateau, the Rocky Mountains, and the Andes Mountain. 343 

The surface temperature was also changed along with the wind change (Fig. 12) in 344 

the 3D schemes and the 2D scheme, although differences also existed between the two 345 

schemes. In the winter, the 2D scheme forecast generally showed a cold bias in the north 346 

polar region spanning to the Tibetan Plateau, along with a minor warm bias in the 347 

Chersky ranges (Fig. 12a). Compared to the 2-D scheme forecast, the 3D-8x scheme 348 

tended to show a warming that spanned from the Tibetan Plateau up to the Northern 349 

Siberian coast with the warming that focused on the Tibetan and Altai Mountain region 350 

(Figs. 12b). For the 3D-AFD scheme, the warming tended to focus on the northern region 351 

that spanned from the northern Siberian coast to northern Korea. This largely alleviated 352 

the original winter cold bias in the northern Siberian coast. In summer, the model forecast 353 

tended to show a smaller bias than that of the winter forecast, with a cold bias on the 354 

southern border of the Tibetan Plateau and a warm bias on the Altai mountain region (Fig. 355 

12d). Both 3D schemes showed a smaller difference compared to the 2-D scheme in 356 

winter (Fig. 12ef). 357 

In addition to the impact on the near-surface wind, the impact of the 3-D drag scheme 358 

was also evident in the vertical profile shown in Fig.14. Simulation with the original 2-D 359 

drag scheme indicated an overall change of the zonal wind bias as a function of latitude 360 

compared to the ERA-interim data in both winter and summer (Fig. 12a and 12d). For 361 

winter, this included a large underestimation near the 60S, 0, and the 40N, while an 362 

overestimation in the south pole, 20N, and north of 55N (Fig. 12a). For summer, this 363 

included an underestimation in the 60S, 40S, 0, 45N, and north of 80N (Fig. 12d).  364 
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In winter, the 3D-8x scheme tended to alleviate the underestimated zonal wind bias 365 

around 35N and the overestimated zonal wind bias around 60N (Fig. 12b). The 3D-AFD 366 

was similar to that of the 3D-8x scheme except that the alleviation in the northern 367 

hemisphere was smaller, while there was an alleviation of the underestimated wind speed 368 

in the tropics (Fig. 12c). The southern hemisphere zonal wind change in 3D-AFD was 369 

also smaller than that of the 3D-8x scheme. In summer, however, the two 3-D schemes 370 

showed an overall similar change compared to that of the 2-D scheme, except for the 371 

southern hemisphere, where the 3D-8x scheme alleviated more underestimated zonal 372 

wind than that of the 3D-AFD scheme (Figs. 12ef). Overall, the 3D schemes tended to 373 

alleviate part of the vertical wind bias in the seasonal forecast simulation as compared to 374 

the original 2-D scheme in the CAS-ESM. 375 

4. Discussion and conclusion 376 

In this study, an orographic drag scheme that included orographic anisotropy for all 377 

flow direction from Xie et al. (2020) was implemented into the CAS-ESM 2.0 to evaluate 378 

the effect of orographic anisotropy on global climate. We conducted three sets of 379 

experiments (sensitivity run, medium-range forecast, and seasonal forecast) using the 380 

CAS-ESM 2.0 with prescribed SST and SIC data with the three schemes to analyze the 381 

effect of the orographic anisotropy on the global climate. The sensitivity experiment 382 

using idealized globally uniform 10 m/s wind (from bottom to top) with different wind 383 

directions demonstrated that both 3D schemes showed a higher drag than the 2D scheme, 384 

both of which were about 80% larger. Also, the 3D-AFD was about 20% of that of the 385 

3D-8x scheme. The drag resulted in an overall lower speed of over 1 m/s in the global 386 

mountain regions for the 3D schemes than that of the 2-D scheme, while 3D-AFD was 387 
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about 0.5 m/s lower than that of the 3D-8x over the global mountain regions. The 388 

sensitivity runs using near-real-time conditions indicated that this difference still existed 389 

when the model was initialized with real conditions, especially in the northern 390 

high-latitude mountain region (e.g., Chersky ranges and the Alaskan region). Analysis of 391 

the medium-range and the seasonal forecast demonstrated that through enhanced drag, 392 

the new schemes alleviated the overestimated wind bias in the mountain regions, 393 

including the Tibetan Plateau and Chersky ranges. It was shown that the 3-D drag 394 

schemes also helped to alleviate the bias in the surface wind and temperature and part of 395 

the vertical wind profile as compared to the ERA-Interim data in the seasonal forecast 396 

simulations. This included overestimated winter wind and cold bias in the Tibetan Plateau, 397 

and the alleviation of the overestimated boreal winter zonal wind in the northern 398 

hemisphere and overestimated boreal summer zonal wind in the new 3-D schemes 399 

compared to the 2-D scheme forecast. This proved that the orographic drag was important 400 

in climate modeling and should be considered more explicitly in climate simulation. Also, 401 

the enhanced drag could alleviate the surface wind bias in global climate modeling. The 402 

research results have a profound potential for use in future climate simulations. The 403 

enhanced drag scheme may help to improve the dynamic aspects of the simulation. The 404 

transport of the flow including moist is another aspect that may be affected. Such effects 405 

may depend on variables such as snow and precipitation. Studies of the impact of the 3D 406 

schemes on the precipitation and snow may deserve future work. 407 
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 495 

Fig. 1 Coupling of the orographic drag scheme with the CAS-ESM. 496 

  497 



24 

 

 498 

Fig. 2 Representative value (23 degree) for (a) AFD, (b)8x, (c) 2D, and representative 499 

difference (23 degree) of the surface drag (N/m2) for (d) AFD-2D, (e) 8x-2D, (f) 500 

AFD-8x. 501 
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 502 

Fig. 3 Representative difference (23 degree) of the model bottom level (992-hPa) 503 

zonal and meridional wind (m/s) for (ab) AFD-2D, (cd) 8x-2D, (ef) AFD-8x. 504 
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 506 

Fig. 4 Surface drag (N/m2) for the 3 schemes (AFD, 8x, and 2D) for the 4 points (a) 507 

(71.7E, 40.4N), (b) 167.3E,63.1N, (c) (209.5E,68.7N), (d) (239.1E, 67.1N). The lines 508 

correspond to AFD (black), 8x (blue), 2D (red). 509 
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 511 

Fig. 5 The (a) zonal and (b) meridional bottom level wind for ECMWF initial condition 512 

on 2016. Jan 21st. 513 
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 515 

Fig. 6 Surface drag (N/m2) value for (a) AFD, (b)8x, (c) 2D, and the surface drag (N/m2) 516 

difference for (d) AFD-2D, (e) 8x-2D, (f) AFD-8x using ECMWF initial condition 517 

initialized on 2016.Jan 21
st
. 518 

 519 
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Fig. 7 Difference of the model bottom level (a) zonal and (b) meridional wind for AFD 522 

and 8x using ECMWF initial condition initialized on 2016. Jan 21
st
.  523 

 524 

 525 

Fig. 8 Difference in 10-m wind speed (m/s) at forecast day 5 simulated by (ad) the 2-D 526 

scheme and the ERA-interim data, (be) 3D-8x scheme and 2-D scheme, (cf) 3D-AFD and 527 

2-D scheme for January 2016 and for July 2016. 528 
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 530 

Fig. 9 Difference in surface drag (N/m2) at forecast day 5 simulated by (ac) 3D-8x 531 

scheme and 2-D scheme, (bd) 3D-AFD and 2-D scheme for January 2016 and for July 532 

2016. 533 

 534 
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 536 

Fig. 10 Difference in surface drag (N/m2) at forecast day 5 simulated by (ac) 3D-8x 537 

scheme and 2-D scheme, (bd) 3D-AFD and 2-D scheme for January 2016 and for July 538 

2016. 539 

 540 
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 542 

Fig. 11 Difference in DJF and JJA 10m wind speed simulated by (ad) the 2-D scheme and 543 

the ERA-interim data, (be) 3D-8x scheme and 2-D scheme, (cf) 3D-AFD and 2-D 544 

scheme for 2016. 545 
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 547 

Fig. 12 Difference in DJF and JJA 10m wind speed simulated by (ad) the 2-D scheme and 548 

the ERA-interim data, (be) 3D-8x scheme and 2-D scheme, (cf) 3D-AFD and 2-D 549 

scheme for 2016. 550 

 551 
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 553 

Fig. 13 Difference in DJF and JJA surface drag (N/m2) simulated by (ac) 3D-8x scheme 554 

and 2-D scheme, (bd) 3D-AFD and 2-D scheme for 2016. 555 
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 557 

Fig. 14 Difference in global DJF and JJA zonal wind (m/s) simulated by (ad) 2-D scheme 558 

minus observation, (be) 3D-8x minus 2-D, and (cf) 3D-AFD minus 2-D for 2016. The 559 

contour denotes the 2-D zonal wind in DJF and JJA for (abc) and (def), respectively. 560 
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