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Abstract

Large eddy simulation (LES) of the Martian convective boundary layer (CBL) with a Mars-adapted version of the Weather

Research and Forecasting model (MarsWRF) is used to examine aerosol dust radiative-dynamical feedback upon turbulent

mixing. The LES is validated against spacecraft observations and prior modeling. To study dust redistribution by coherent

dynamical structures within the CBL, two radiatively-active dust distribution scenarios are used—one in which the dust dis-

tribution remains fixed and another in which dust is freely transported by CBL motions. In the fixed dust scenario, increasing

atmospheric dust loading shades the surface from sunlight and weakens convection. However, a competing effect emerges in the

free dust scenario, resulting from the lateral concentration of dust in updrafts. The resulting enhancement of dust radiative

heating in upwelling plumes both generates horizontal thermal contrasts in the CBL and also increases buoyancy production,

jointly enhancing CBL convection. We define a dust inhomogeneity index (DII) to quantify how much dust is concentrated in

upwelling plumes. If the DII is large enough, the destabilizing effect of lateral heating contrasts can exceed the stabilizing effect

of surface shading such that the CBL depth increases with increasing dust optical depth. Thus, under certain combinations of

total dust optical depth and the lateral inhomogeneity of dust, a positive feedback may exist among dust optical depth, the

vigor and depth of CBL mixing, and—to the extent that dust lifting is controlled by the depth and vigor of CBL mixing—the

further lifting of dust from the surface.
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Key points: 10 

1. Dust radiative-dynamical feedbacks upon turbulent mixing in the Martian boundary 11 

layer is studied by Large eddy simulation with MarsWRF. 12 

2. The destabilizing effect of dust lateral heating contrasts is found to augment convection 13 

greatly deepening the boundary layer. 14 

3. Under some circumstances a positive feedback may exist among dust radiative heating, 15 

the intensity of boundary layer mixing, and dust lifting. 16 

  17 
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Abstract 1 

Large eddy simulation (LES) of the Martian convective boundary layer (CBL) with a Mars-2 

adapted version of the Weather Research and Forecasting model (MarsWRF) is used to 3 

examine aerosol dust radiative-dynamical feedback upon turbulent mixing. The LES is 4 

validated against spacecraft observations and prior modeling. To study dust redistribution 5 

by coherent dynamical structures within the CBL, two radiatively-active dust distribution 6 

scenarios are used—one in which the dust distribution remains fixed and another in which 7 

dust is freely transported by CBL motions. In the fixed dust scenario, increasing 8 

atmospheric dust loading shades the surface from sunlight and weakens convection. 9 

However, a competing effect emerges in the free dust scenario, resulting from the lateral 10 

concentration of dust in updrafts. The resulting enhancement of dust radiative heating in 11 

upwelling plumes both generates horizontal thermal contrasts in the CBL and also 12 

increases buoyancy production, jointly enhancing CBL convection. We define a dust 13 

inhomogeneity index (DII) to quantify how much dust is concentrated in upwelling plumes. 14 

If the DII is large enough, the destabilizing effect of lateral heating contrasts can exceed 15 

the stabilizing effect of surface shading such that the CBL depth increases with increasing 16 

dust optical depth. Thus, under certain combinations of total dust optical depth and the 17 

lateral inhomogeneity of dust, a positive feedback may exist among dust optical depth, the 18 

vigor and depth of CBL mixing, and—to the extent that dust lifting is controlled by the 19 

depth and vigor of CBL mixing—the further lifting of dust from the surface. 20 

 21 

Plain Language Summary 22 

We use a very high-resolution atmospheric model (MarsWRF) to study the interaction 23 

between dust and turbulent motions at the bottom of the Martian atmosphere. The model 24 

is validated against satellite observations and previously validated model results. Two 25 

types of experiment are conducted to test the effect of the horizontal dust distribution. 26 

With horizontally uniform dust levels, increasing the total dust amount cools the surface 27 
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and weakens convective motions called updrafts, just as pan of water becomes less 1 

turbulent as the stove is turned down. However, if the dust is allowed to move 2 

horizontally in the domain, updrafts tend to concentrate the dust and become dustier than 3 

average. Dust contained in the updrafts is then heated by the Sun and become stronger. If 4 

atmospheric dust is distributed very unevenly, the effect of stronger temperature 5 

differences may exceed the updraft-weakening effect of dust cooling the surface, 6 

resulting in taller updrafts as atmospheric dust increases. Because stronger updrafts and 7 

convection may lead to greater dust lifting, this study shows how weather systems on 8 

Mars can be strengthened and maintained by mobilizing dust from the surface.  9 

 10 

1. Introduction 11 

Suspended mineral aerosol dust provides a significant contribution to the meteorological 12 

and climatological forcing on Mars, due to the widespread availability of dust on the 13 

surface, the frequent occurrence of dust lifting events (due to surface wind stress, dust 14 

devils, or other processes), the relative inefficiency of scavenging processes when little 15 

water is present, and the strong interaction of dust with both visible and thermal infrared 16 

radiation in the thin Martian atmosphere [e.g., Kahre et al., 2017; Martinez et al., 2017]. 17 

The dust thermal forcing and the dynamics of the atmosphere are coupled through the fact 18 

that atmospheric motions both change the distribution of dust in the atmosphere and the 19 

rate of dust injection from the surface, and that the distribution and amount of dust modifies 20 

atmospheric motions through its influence on radiative heating. Some of the atmospheric 21 

transport of dust and all of the lifting of dust from the surface occurs within the planetary 22 

boundary layer (PBL, also known as the convective boundary layer, CBL, in the daytime). 23 

The PBL is the atmospheric layer, typically within 10 km of the surface, where thermally 24 

and mechanically forced turbulence (natural and forced convection, respectively) 25 

dominates atmospheric dynamics [Goody and Belton, 1967; Petrosyan et al., 2011]. Strong 26 

vertical motions within CBL can occur on multiple horizontal scales, ranging from many 27 
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kilometers down to meters. The largest lateral scales of several tens of kilometers 1 

correspond to quasi-cellular thermal convection for the deepest PBL depths and cell aspect 2 

ratios of 1-4 [e.g., Zhou et al., 2014]. These cellular structures approximate idealized 3 

Rayleigh–Bénard convection cells (or simply Bénard cells), especially in the lower CBL, 4 

and are the eponymous “large eddies” that are fully resolved with LES. Strong vertical 5 

motions at meter scales correspond to the updrafts in the cores of small convective vortices, 6 

which, if dusty, are called dust devils [e.g. Toigo et al., 2003; Michaels and Rafkin, 2004; 7 

Colaïtis et al., 2013]. Some fraction of the convective vortex size spectrum may be 8 

captured by LES—but generally not all, depending on the specific LES resolution chosen. 9 

 10 

While the Martian PBL and CBL has been examined in some detailed with LES and to a 11 

more limited degree with observations [e.g., Petrosyan et al., 2011; Spiga, 2019], the LES 12 

studies thus far have used laterally uniform dust heating. However, dust in the lower 13 

martian atmosphere often exhibits lateral structure, from distinct dust devil plumes to 14 

implied convective granularity in dust clouds [e.g., Fisher et al., 2005; Inada et al., 2007; 15 

Määtänen et al .2009; Guzewich et al., 2015]. These observations and the known radiative 16 

properties of dust motivate the question of whether the spatial distribution of dust can feed 17 

back onto the dynamics of dust transport through the radiative effects of dust modifying 18 

the CBL and hence also the injection of dust from the surface into the atmosphere [e.g., 19 

Fuerstenau, 2006; Heavens et al., 2011; Daerden et al., 2015]. Of specific importance are 20 

the questions of whether the radiative heating due to the lateral concentration of dust 21 

modifies: 1) the altitudes to which dust can be transported; 2) the vigor and depth of the 22 

PBL circulation; and, 3) the distribution of surface wind stresses that drive dust lifting from 23 

the surface. Current parameterizations of PBL physics used in global and mesoscale models 24 

do not include the effects of lateral dust variations—and consequent radiative feedback—25 

within CBL circulation structures and thus may incorrectly represent the response of the 26 

PBL, and dust vertical mixing and lifting, to a given vertical atmospheric temperature and 27 
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wind profile, or to atmospheric dust loading. The purpose of this study is to investigate the 1 

degree and nature of the feedback between dust lateral inhomogeneity and PBL convective 2 

motions. Since we focus exclusively on thermally forced PBL motions (i.e., free 3 

convection), we henceforth use the more specific designation CBL. 4 

 5 

In this study, we use the Mars Weather Research and Forecasting (MarsWRF) model 6 

[Richardson et al., 2007; Toigo et al., 2012; Lee et al., 2018] in its large eddy simulation 7 

(LES) configuration in order to directly resolve much of the spectrum of motions in the 8 

CBL. LES is designed to capture the largest scales of motion within the CBL (i.e., motions 9 

on the microscale), but is not designed to represent motions on larger scales such as 10 

mesoscale or synoptic/global scales, which are either ignored or imposed as uniform 11 

boundary conditions. Since real atmospheric motions occur over a continuum size 12 

spectrum scale, it is not possible to perfectly categorize motions into distinct scales. 13 

However, the two dividing lines between the micro-, meso-, and synoptic scales represent 14 

real “clustering” of motions on scales determined on the lower end by the maximum size 15 

of PBL convection (in this paper, we take this to be roughly 10 km) and at the larger end, 16 

by the minimum scale of baroclinic eddies (which is unimportant for this paper, but which 17 

we take to be roughly 500 km). LES is also not designed to represent motions on the 18 

smallest scales of motion (i.e., Kolmogorov scales) that are important for thermal and 19 

mechanical dissipation. This distinguishes LES from Direct Numerical Simulation (DNS) 20 

and means that LES still requires parameterization of eddy diffusion. In practice, the grid 21 

spacing of LES is typically set at 1-100 m, and this is done in order to make LES of 22 

meaningful PBL dynamics computationally tractable. 23 

 24 

In this paper, the MarsWRF LES model is described in Section 2, where we discuss the 25 

model configuration, physics parameterizations including the treatment of aerosols, and 26 

the two specific dust distribution scenarios used in this study. In Section 3, we describe 27 
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LES cases with a fixed dust scenario matching the times and locations of radio science 1 

observations described by Hinson et al. [2008] (specifically their cases a, b, c and i). These 2 

observations have also been simulated with the related LMD-LES model [Spiga et al., 2010] 3 

and we use the comparison to validate the performance of MarsWRF-LES. In Section 4, 4 

we set up several experiments to explore the effects of our two dust distribution scenarios—5 

the fixed dust scenario and the variable scenario—on the CBL evolution. In Section 5, we 6 

examine the effect of dust concentration in the CBL on the distributions of radiative heating 7 

and on the vertical and horizontal winds. We specifically quantify the response of the CBL 8 

in terms of a Dust Inhomogeneity Index (DII). Finally, in Section 6, we summarize the 9 

major findings of this work and provide some discussion. 10 

 11 

2. Model Description 12 

We simulate the Martian CBL using the MarsWRF model [Richardson et al., 2007], a 13 

Mars-adapted version of National Center for Atmospheric Research (NCAR) WRF model 14 

that has been used for terrestrial LES extensively over the last decade [Powers et al., 2017]. 15 

Richardson et al. [2007] showed a limited set of LES using MarsWRF, but the model setup 16 

and the model performance were not described in detail. WRF also functions as the 17 

dynamical core for the Laboratoire de Météorologie Dynamique (LMD) Mars LES but 18 

using independently develeoped physics [Colaïtis et al., 2013; Spiga et al., 2017].  19 

 20 

The MarsWRF model used in this study is based on the WRF release version 3.3.1 (see the 21 

NCAR WRF website http://wrf-model.org for more information on model versioning). The 22 

model is essentially identical to that used most recently for simulating winds and surface 23 

pressure at the Curiosity landing site [Newman et al., 2017; Richardson and Newman, 2018] 24 

and synoptic-scale solstitial pause of high-latitude transient eddy activities [Lee et al., 25 

2018]. The MarsWRF model is capable of simulating atmospheric dynamics with a wide 26 

range of length scales across the micro-, meso- and synoptic scales. The structured “C-grid” 27 

http://wrf-model.org/
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WRF mesh can be configured to cover the whole planet as a traditional General Circulation 1 

Model (GCM) or as limited area mesoscale or microscale (LES) domains. In this study, the 2 

LES mesh is treated as an idealized domain with doubly periodic boundary conditions. 3 

This can be thought of as creating an effectively boundaryless infinite plane, though 4 

motions on scales larger than half the mesh extent are suppressed by the periodicity. 5 

 6 

The model includes a two-stream radiative transfer code that simultaneously provides 7 

atmospheric and surface heating rates due to gases and aerosols in both visible and thermal 8 

infrared wavelengths [Mischna et al., 2012]. The surface temperature and the sensible heat 9 

flux may be either prescribed or prognostically-evolved by the model. The prognostic 10 

scheme treats the surface energy balance and the diffusion of heat within a multi-layer 11 

subsurface model. Topography, surface albedo, thermal emissivity, and subsurface thermal 12 

diffusivity may be set as constants or using maps generated from orbiter data sets. While 13 

in this paper we use laterally uniform surface and subsurface properties, the LES-14 

configured model is currently able to ingest high resolution digital terrain elevation 15 

products. 16 

 17 

While LES is designed to capture the largest scales of CBL motions, it does not resolve all 18 

motions down to the scales of dissipation (i.e., it is not direct numerical simulation, DNS, 19 

which is too computationally expensive for practical use in CBL modeling). Instead, a Sub-20 

Grid Scale (SGS) (often also referred to as Sub-Filter Scale, SFS) parameterization is used, 21 

which in the simulations described in this paper is implemented as a diffusion of heat, 22 

momentum, and tracers. The scheme calculates the diffusivity and viscosity based on a 23 

prognostic value of turbulence kinetic energy (TKE) evolved using resolved variables. The 24 

SGS/SFS TKE scheme is discussed in more detail in Appendix A, as is its relationship to 25 

the other widely used SGS/SFS in WRF, the three-dimensional Smagorinsky scheme. 26 

 27 
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2.1 Fixed and Variable Atmospheric Dust 1 

The atmospheric radiative transfer code requires information on the spatial distribution, the 2 

composition, and the size distribution of aerosols in the atmosphere. This information can 3 

be either prescribed or prognostically-evolved in the model. In this work, we use a 4 

prescribed “fixed dust scenario” to provide control cases, and a prognostic simulation in 5 

order to examine the importance of spatial variation of dust, the “variable dust scenario”. 6 

In both cases, the optical properties of dust remain fixed in the simulations. They are 7 

calculated using Mie scattering and assuming a fixed dust size distribution employing a 8 

modified gamma size distribution with effective radius, reff=1.7m, and effective variance, 9 

eff =0.4, and using indices of refraction from Wolff and Clancy [2003]. The reference 10 

wavelength used for optical depth is 0.67m and thus in this paper we refer to visible 11 

optical depths. 12 

 13 

In the “fixed dust” (FD) cases, dust is prescribed to vary in the vertical according to a 14 

modified Conrath distribution [Conrath, 1975; Montmessin et al., 2004] which corresponds 15 

to constant dust mass mixing ratio up to a capping altitude, and with the dust uniformly 16 

distributed in the horizontal and not varying with time. Since in this study, the LES model 17 

top is generally placed at 12-15 km, the Conrath profile yields an almost uniform vertical 18 

dust mass mixing ratio profile. While the dynamical model top is placed at 12-15 km, the 19 

radiative transfer scheme treats absorption, scattering, and (for the infrared) emission 20 

through the full column depth. However, dust opacity is only present within the depth 21 

covered by the dynamical model, and thus the optical depths reported here correspond to 22 

the cumulative optical depths between the surface and the dynamical model top at 12-15km.  23 

 24 

The “variable dust” (VD) cases allows the dust distribution to evolve spatio-temporally by 25 

parameterizing dust lifting, transport, and sedimentation. For this scenario, a single dust 26 

tracer bin is used to perform sedimentation, transport by resolved winds, and diffusion by 27 
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subgrid scale turbulence [Newman and Richardson, 2015]. A representative size of 2m 1 

radius is chosen for the dust particles for the purposes of sedimentation (the size is 2 

unimportant for the other physical and dynamical processes). The simulations are 3 

initialized with a modified Conrath profile of dust, which except where stated, corresponds 4 

to a column optical depth of 0.3. In these simulations, microphysical interactions with 5 

water are not used (the LES cases described here are dry, i.e., there is no water ice or water 6 

vapor in the model). At the surface, resolved winds are used to lift dust via the wind stress 7 

lifting parameterization described in Newman and Richardson [2015], in which dust is 8 

injected into the lowest model layer whenever the wind stress exceeds a constant threshold. 9 

The rate of dust injection, Qs, is determined following Newman and Richardson [2015] as: 10 

 11 

𝑄𝑠 = 𝑚𝑎𝑥 [0, (𝛼𝑁

𝜌

𝑔
𝑢𝑑𝑟𝑎𝑔

3 (1 −
𝑢𝑑𝑟𝑎𝑔

𝑡

𝑢𝑑𝑟𝑎𝑔
) (1 +

𝑢𝑑𝑟𝑎𝑔
𝑡

𝑢𝑑𝑟𝑎𝑔
)

2

)] 12 

(1) 13 

Where  is the near-surface air density, g is acceleration due to gravity, udrag is the frictional 14 

velocity, and ut
drag is the threshold fractional velocity; and where 𝑢𝑑𝑟𝑎𝑔 = (𝜏 𝜌⁄ )1/2, with 15 

 being the atmospheric shear stress at the surface. For our experiments, we chose the value 16 

of t, the threshold wind stress, and use it in the frictional velocity equation to determine 17 

the 𝑢𝑑𝑟𝑎𝑔
𝑡  value then used in Eqn. 1. The lifting rate parameter, N, is a free parameter that 18 

we chose and then hold constant for a given simulation. For simplicity, we do not include 19 

any parameterization for lifting of dust associated with the rapid change of surface pressure 20 

within convective vortices [e.g., Neakrase et al, 2006]. As with the FD cases, there is no 21 

dust optical depth above the dynamical model top in the VD cases. 22 

 23 

3. Model Consistency and Observational Validation 24 

High vertical resolution measurements covering the entire vertical extent of the CBL are 25 

rare on Mars, which limits efforts to directly validate LES. In situ near surface and tower 26 
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observations, which are crucial for LES validation on Earth, are very limited or non-1 

existent, respectively, on Mars. Of the remotely sounded observations from orbit, radio 2 

occultation measurements of thermal structure provide one of the best constraints due to 3 

the relatively high vertical resolution (roughly 100m), albeit with extremely long lateral 4 

sampling lengths through the limb (roughly 400km) [e.g., Hinson et al. 2008]. Hinson et 5 

al. [2008] use Mars Express radio occultation measurements, isolating profiles that 6 

provided good coverage of the well-developed CBL in tropical latitudes and located 7 

sufficiently far from large topographic relief that the profiles could be taken as 8 

representative of a relatively uniform CBL over the long lateral observational path. Based 9 

on these observations, Hinson et al. [2008] investigated the depth of the CBL in the low-10 

latitude regions. Specifically, the observations highlighted a dependence of the CBL depth 11 

on the background thermal structure, the surface temperature, and the surface air density 12 

that is extremely useful for our purposes as the dependence can be used to quantitatively 13 

validate (or invalidate) the performance of the LES. Indeed, Spiga et al. [2010] conducted 14 

an extensive analysis of these radio occultation profiles with the LMD-LES model—which 15 

also uses the WRF dynamical core but is forced with a completely different set of physics—16 

and thus the combination of the Hinson et al. [2008] observations and the Spiga et al. [2010] 17 

profile simulations and derived model quantities provide a very convient means of testing 18 

both the degree to which MarsWRF LES can reproduce observations and the degree to 19 

which MarsWRF LES is consistent with other published LES performance. 20 

 21 

In this section, we describe simulations undertaken with fixed dust scenarios and with the 22 

physical parameterizations as described in Section 2, including the prognostic treatment of 23 

ground temperature and surface layer mixing. We specifically describe simulations 24 

designed to replicate the times and locations labeled cases a, b, c and i by Hinson et al. 25 

[2008] and as also used by Spiga et al. [2010]. For ease of comparison with those prior 26 
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works, the location and forcing information for the four cases are given in Table 1 along 1 

with a limited sample of prognostic summary information from our LES. 2 

 3 

The default LES numerical mesh use 145×145×100 grid points (the two horizonal 4 

directions and finally the vertical direction) with 100 m horizontal resolution and a 15 km 5 

model top, similar to that used by Spiga et al. [2010]. The mesh lateral and vertical extents 6 

were chosen to accomodate the largest expected convective cell sizes based on the radio 7 

science estimates of the CBL depth [Hinson et al., 2008] and expected aspect ratios of 1-4 8 

for Rayleigh-Bénard-like convection. In the vertical, we adopted an increasingly stretched 9 

grid with each layer 3.5% thicker than the one below it so that the grid depth near the 10 

surface is on the order of 10m to ensure high enough vertical resolution for the simulation 11 

of the shallow surface layer. The timestep dt is 1s. Table 1 shows the solar longitude (Ls), 12 

latitude, longitude, thermal inertia, albedo, and surface roughness the four cases, and these 13 

were chosen to be the same as those used by Spiga et al. [2010]. The LES was set up with 14 

doubly periodic lateral boundary conditions, no externally imposed wind was applied (i.e., 15 

the background wind was zero), and the dust was set up such that the visible (0.67 micron) 16 

dust optical depth was 0.3. The model was initialized using the Mars Express radio 17 

occultation pressure-temperature profiles as retrieved by Hinson et al. [2008]. Each run 18 

was initialized at 5 PM local time (henceforth we will use 24 hour clock designation and 19 

the LT acronym for local time, e.g., 5 PM is 1700 LT, note also that both the MarsWRF 20 

LES and LMD-LES models used true local solar time, which was also employed for the 21 

radio science observations). In order to seed the model with some initial turbulence, slight 22 

random perturbations were added to the temperature (with a maximum amplitude of 0.2% 23 

of the full temperature). Each simulation was then allowed to run overnight to allow the 24 

LES to ‘spin up’ and we examined output from the following simulated Sol.  25 

 26 
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To determine the CBL height from the model thermal profile, we follow the method used 1 

in Hinson et al. [2008] and Spiga et al. [2010]. The static stability, S, is defined as: 2 

𝑆(𝑧) =
𝜕𝑇

𝜕𝑧
+

𝑔

𝑐𝑝
 3 

 (2) 4 

Where T is the air temperature, z is the vertical height, g is the acceleration due to gravity 5 

and cp is the specific heat capacity of air at constant pressure. Using Eqn. 2, S is calculated 6 

from the mean atmospheric temperature profiles. The CBL height zi is defined as the 7 

altitude above the surface where S first reaches 1.5 K/km. The evolution of the CBL height 8 

with local time during the four cases is shown in Figure 1a. All four cases exhibit typical 9 

CBL daytime growth. The CBL height grows very slowly before 0900LT as the overlaying 10 

nocturnal stable layer is progressively eroded and overcome. After that, the CBL begins to 11 

entrain the residual layer and grows rapidly until about 1500LT, after which time it 12 

maintains a reasonably constant maximum depth until the observation (or “forecast”) time 13 

at 1700LT.  14 

 15 

The CBL top heights (or “CBL depths,” the two terms mean the same thing in this context) 16 

of cases a, b, c and i predicted by MarsWRF at 1700LT are about 6.1km, 5.7km, 7.9km 17 

and 7.3km, respectively (Table 2). These compare with Hinson et al. [2008] observational 18 

estimates of 5.1km, 4.2km, 8.2km, and 10km, respectively, for the real atmospheric 19 

profiles. We can see dramatic variations of CBL height in different locations (cases c and 20 

i much higher than cases a and b) which was even more dramatically indicated in Hinson 21 

et al. [2008]. This site-to-site variability is caused the very different elevations of the two 22 

groups of sites, with a and b at much lower elevation than c and i [Hinson et al., 2008]. 23 

The elevation has two primary effects: 1) A site at higher elevation means a lower surface 24 

pressure (the surface pressure in our case c is only about 55% of that in our case a), and 25 

hence a similar amounts of sensible heat flux into a much thinner atmosphere would lead 26 



 14 

to a much larger heating rate, and hence a deeper CBL than a low elevation site; 2) The 1 

atmosphere a few kilometers above the surface into which the CBL is expanding will 2 

generally be cooler at the higher geopotential over a high elevation surface than it will at 3 

the same relative altitude over a low elevation surface (see Figure 5A from Hinson et al. 4 

[2008]). As a result of these effects, the convective available potential energy of CBL 5 

thermals is larger over higher elevation surfaces which means convection can reach a 6 

higher altitude and produce a deeper CBL at these sites.  7 

 8 

Despite similar trends, LES predicts a more limited range of CBL depths than is inferred 9 

from the observations (Table 2). The observations suggest an almost 6 km difference in 10 

depth between the minimum and maximum cases (b and i, respectively), with the i case 11 

observationally inferred to be almost 2.4 times deeper than the b case, while MarsWRF 12 

suggests it is only 1.8km or 30% deeper. However, this under-prediction of the influence 13 

of surface elevation on the CBL depth is also present in the LMD-LES results presented 14 

by Spiga et al. [2010] and included for reference in Table 2. Spiga et al. [2010] find the 15 

case a, b, c, and i CBL to be 5.9km, 5.3km, 7.8km and 7.4km, respectively. MarsWRF thus 16 

is in much better agreement with the LMD-LES (showing only a 100-400m discrepancy 17 

between the models) than either LES is with the observational inference (discrepancies of 18 

300m-2.7km); though it should be noted that both models show the same sign of the 19 

behavior as the observations (i.e., lower elevation surfaces have shallower CBL depths).  20 

 21 

The similar model behavior regarding CBL depth is also reflected directly in the thermal 22 

predictions: the maximum surface temperatures of the four MarsWRF cases shown in 23 

Table 1 are close to those predicted by Spiga et al. [2010] (within 4 – 9 K), and the mixed 24 

layer potential temperatures at 1700LT are similar to those in Spiga et al. [2010] except for 25 

case c. Modest discrepancies between the models may result from several factors. First, 26 

while a dust optical depth, =0.3, was used both here and by Spiga et al. [2010], the 27 



 15 

radiative transfer schemes, the dust optical properties, and the specific details of the vertical 1 

distribution of dust were slightly different between the LMD-LES and MarsWRF. The 2 

daytime maximum ground temperature is especially sensitive to the amount of sunlight 3 

reflected by the atmospheric dust. Second, we have used the Mars Express radio occultation 4 

profiles for the initial model thermal structure while Spiga et al. [2010] used output from 5 

a GCM, and our simulations are started in the late afternoon, and thus have a longer spin-6 

up period that covers the whole night. While the evening collapse of the CBL and the 7 

subsequent reestablishment after dawn mean that the MarsWRF case is likely less 8 

dependent upon the initialization, this may or may not be an advantage depending on a 9 

number of factors, including the degree to which the model mean state drifts away from 10 

the observed state.  11 

 12 

Despite very minor differences, our results reveal essentially the same qualitative and 13 

quantitative behavior when the two models simulate the four cases. The CBL depth trends 14 

shown in Figure 1a for the MarsWRF LES compare well with those from the LMD-LES 15 

shown in Figure 2 from Spiga et al. [2010]. Picking one case as an illustrative example, 16 

the increase of the CBL height in case i is slower than the other cases in the morning, but 17 

faster at noon and in the early afternoon. This is consistent with the evolution of surface 18 

temperatures shown in Figure 1b, which supports the Spiga et al. [2010] suggestion that 19 

the slower growth of the CBL for case i before 1400LT is due to the larger surface thermal 20 

inertia at this site. We also compared the MarsWRF and LMD-LES turbulent kinetic 21 

energy, vertical eddy heat flux, and the updraft maximum vertical velocities for cases 22 

where plots were available in Spiga et al. [2010], with the models agreeing well (detailed 23 

comparison is not shown here for brevity). From a purely modeling perspective, we 24 

conclude that MarsWRF and the LMD-LES produce very similar simulations of the CBL 25 

under similar conditions. This similarity in performance likely results from 1) the use of a 26 

nearly identical dynamical core, and 2) the use of a physics suite that while wholly different 27 



 16 

at a codebase level has, akin with the LMD Mars physics, been developed to well simulate 1 

available observations of Mars.  2 

 3 

The quantitative differences between the CBL depths produced by either LES model and 4 

the observations suggests a consistent error in one or more of: 1) the estimated surface 5 

properties (albedo, thermal inertia, etc.), 2) the specification of aerosol atmospheric 6 

radiative heating (or other radiative heating rate errors), 3) the representation of the surface 7 

layer fluxes into the lowest model layer, or 4) the fidelity of the WRF dynamical core 8 

and/or SGS/SFS parameterization in simulating large PBL eddies in the Martian 9 

atmosphere. The second and third sources of error would require correlated errors between 10 

the separate MarsWRF and LMD physics, which may seem less likely, but might result 11 

from the “herd effect” that can influence physics package development as groups tend not 12 

to want to be the “outlier” group in intercomparison efforts. The fourth source of error 13 

seems the least likely of the four due to the extensive testing of the dynamical core by the 14 

terrestrial community (but we cannot rule out a consistent misapplication of the core to 15 

Mars in terms of choice of grid setup, etc.) Notwithstanding these concerns, we agree with 16 

the Spiga et al. [2010] conclusion that, given the uncertainty in the observations of both 17 

the atmospheric state and forcing, LES does an acceptably good job quantitatively 18 

representing the CBL, and a much better job qualitatively, and that we can thus reasonably 19 

use the MarsWRF LES as a calibrated tool with which to gain quantitative insight into the 20 

behavior of the CBL. 21 

 22 

3.1 Sensitivity of LES to Mesh Extent and Spacing 23 

To evaluate the effect of different model grid setups on the LES, we used the Hinson/Spiga 24 

case i to carry out a sensitivity study for MarsWRF using seven numerical mesh definitions 25 

shown in Table 3. Using zi, the predicted thickness of the 1700LT CBL as the primary 26 

diagnostic (see the last column of the table), Table 3 allows us to draw several conclusions 27 
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regarding the sensitivities of the model to the mesh setup. Firstly, the results are insensitive 1 

to the horizontal resolution within a range between 10m to 100 m (see meshes 1 and 2) and 2 

to the model top height as long as the model top is sufficiently higher than the CBL depth 3 

(see meshes 2 and 3). Secondly, while meshes 2 and 4 share similar horizontal resolution, 4 

the CBL depth of mesh 4 is ~300 m lower than mesh 2, which results from the horizontal 5 

domain extent being smaller than the maximum CBL height. Since the width-to-depth 6 

aspect ratio of the largest CBL eddies (which are hence the CBL maximum scale setting 7 

eddies) is expected to be about 1-4, this tells us the horizontal domain extent should be 8 

more than four times larger than (or at the very minimum, comparable to) the maximum 9 

CBL height in order to ensure that the CBL is not being numerically compressed (see 10 

meshes for which x ≥ zi). Note that while this might paradoxically seem to suggest that the 11 

maximum CBL height needs to be known before the domain extent can be chosen, the 12 

minimum domain extent can in fact be found by increasing the domain extent until the 13 

maximum CBL depth no longer increases with increasing domain extent. Thirdly, too 14 

coarse vertical resolution will lower the CBL height (compare meshes 4 and 6). The above 15 

findings are in agreement with the sensitivity study of different extent and resolution of the 16 

LES grid by Spiga et al. [2010]. As a result, we use numerical mesh 3 as the default 17 

configuration for the rest of this work to obtain accurate results with the lowest 18 

computational cost. For our implementation of the Hinson/Spiga case i using numerical 19 

mesh 3, the dynamical model top pressure, ptop=142.889 Pa. 20 

 21 

4. CBL Development as a Function of Optical Depth in Fixed and Variable Dust LES 22 

The primary question motivating this paper is whether lateral heterogeneity of dust within 23 

the CBL during active dust lifting causes any changes in the strength and/or depth of the 24 

CBL from that which would occur if the dust were uniform. Such differences in behavior 25 

might provide a better guide into how deep into the atmosphere dust is lofted from the 26 

surface, and into potential radiative-dynamical feedback processes involving dust lifting 27 



 18 

and the CBL. In order to address this question, in this section we devise two sets of LES 1 

experiments, one in which dust is uniformly distributed, and one in which the dust is 2 

injected at the surface and the dust distributions are allowed to freely evolve based on 3 

model resolved winds and SGS/SFS diffusion (see Section 2). In the fixed dust cases, the 4 

total dust optical depth is the only free parameter, with all remaining parameters being set 5 

following the Hinson/Spiga case i settings described in Section 3 (Tables 1 and 2) and 6 

using numerical mesh 3 (Table 3). In the variable dust cases, only the injection rate constant 7 

used in the stress lifting scheme is used as a free parameter (see Section 4.2), again with 8 

all other parameters being held fixed at values from Hinson/Spiga case i and numerical 9 

mesh 3. The injection rate parameter is also held constant with time in each variable dust 10 

simulation. For comparison between fixed and variable dust cases, we select the variable 11 

dust LES case from an ensemble that has the desired total column optical depth at a given 12 

local time in order to compare with a given fixed dust case. 13 

 14 

4.1 Fixed Dust Cases 15 

For fixed dust LES, we vary only the prescribed and non-time varying abundance of 16 

atmospheric dust, which modifies the total column dust optical depth at all wavelengths. 17 

The six-member “fixed dust” ensemble comprises cases yielding visible optical depth 18 

values of 0 (i.e., clear or “dust free”), 0.1, 0.2, 0.3, 0.4 and 0.5. We label these cases FD0, 19 

FD1, FD2, FD3, FD4, and FD5, respectively. In Figure 2, we show the diurnal variation of 20 

the domain average values of the CBL height (Fig. 2a), the surface temperature (Fig. 2d), 21 

the CBL or mixed layer average potential temperature (Fig. 2g), and the difference between 22 

the ground temperature and the kinematic air temperature at 10m altitude (Fig. 2j). 23 

 24 

Fig. 2a and 2c show that the net effect of increasing the dust loading is to significantly 25 

decrease the depth of the mature CBL. At 1700 LT, the clear atmosphere CBL is just over 26 

9.5km deep, with each increment of 0.1 of optical depth, the 1700 LT CBL depth decreases 27 
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to 9.0km, 7.8km, 7.3km, 6.3km, and 5.7km, respectively. Thus, the CBL depth decreases 1 

by about 40% when the visible optical depth is increased from 0 to 0.5 (Fig. 2c).  2 

 3 

As shown in Fig. 2d and 2g, the surface temperature decreases while the mixed layer 4 

potential temperature increases with dust optical depth (Fig. 2f and 2i). Thus, the decrease 5 

in the mature CBL depth results from the rather straightforward combined effect of: 1) 6 

increased atmospheric dust radiative heating of the atmosphere due to the increased 7 

atmospheric absorption of sunlight, and 2) cooling of the surface due to the increased 8 

shading of the ground from solar insolation by atmospheric dust scattering and absorption. 9 

These related effects act to increase the static stability of the atmosphere and decrease the 10 

sensible heat flux from the ground as optical depth increases (Fig. 2l), and hence decrease 11 

the buoyant production of turbulence.  12 

 13 

Fig. 3a shows that the peak vigor of CBL mixing (at about 1330-1400 LT) is also decreased 14 

as a result of increased optical depth (i.e., the increased optical depth does more than simply 15 

decrease the depth of the CBL). Fig. 3a shows a decrease in the average strength of updrafts 16 

in the CBL of over 25% (from a little over 6.5 m/s to below 4.75 m/s) as the optical depth 17 

increases from 0 to 0.5. Following the method discussed in Couvreux et al. [2009], we 18 

define a model grid box to be in an updraft whenever the vertical wind speed is more than 19 

1 standard deviation above the layer mean vertical wind speed. Note that the lateral domain 20 

average vertical wind speed is small at all levels in the model since there is only a very 21 

modest net upward motion due to thermal expansion as the domain average atmosphere 22 

warms during the day. By 1700LT, there is a very strong decrease of updraft speed with 23 

optical depth, falling by about 80% as the optical depth increases from 0 to 0.5 (Fig. 3c). 24 

 25 



 20 

The energy involved in CBL turbulent motions is quantified as the turbulence kinetic 1 

energy (TKE). The resolved TKE is calculated from the resolved perturbation velocity 2 

components, u’, v’, and w’ as:   3 

𝑇𝐾𝐸𝑟𝑒𝑠𝑜𝑙𝑣𝑒𝑑 = 0.5 × (〈𝑢′2〉 + 〈𝑣′2〉 + 〈𝑤′2〉) 4 

(3) 5 

The turbulent component is calculated by 𝜑′ = φ − 〈𝜑〉 at each altitude for each local 6 

time, where ‘〈 〉’ indicates horizontal domain averaging and 𝜑 can be wind fields u, v, w, 7 

pressure, p, and potential temperature, .  The number of lateral model grid points used in 8 

the analysis in this paper is large enough to satisfy the ergodic principle that time and spatial 9 

averaging yield similar statistical results [Stull, 1988]. The TKE used in our analysis is the 10 

sum of the resolved TKE (Eqn. 3) and the prognostic unresolved TKE from the SGS/SFS 11 

parameterization (see Appendix A). Also note that TKE is defined as an intensive property 12 

such that it is not actually an energy but an energy per unit mass of air (units of m2/s2 are 13 

the same as J/kg). 14 

  15 

Fig. 3d shows the mass-weighted average TKE over the CBL depth as a function of local 16 

time, while Fig. 3f shows the mass-weighted average TKE at 1700LT as a function of 17 

model optical depth. These figures show that the TKE decreases with dust optical depth, 18 

similar to the updraft speeds. The maximum TKE value (between 1400LT and 1500LT) 19 

decreases by more than a factor of 2 as the optical depth increases from 0 to 0.5. At 1700LT 20 

the decline is nearer 90%. This is a much larger fractional decrease than for either the CBL 21 

depth or the updraft speed, suggesting that the CBL becomes much less turbulent as the 22 

optical depth increases (which is also reflected in the vertical eddy heat flux, not shown). 23 

The total turbulent kinetic energy in the CBL can be obtained as the mass integrated TKE 24 

in units of Joules per square meter within the CBL, which we shall henceforth refer to as 25 

the TTKE. The TTKE also dramatically decreases with increasing optical depth, reflecting 26 

the much lower convective mixing due to the reduced surface-atmosphere temperature 27 
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contrast. This marked negative feedback of dust on CBL convection suggests a significant 1 

negative feedback between atmospheric dust optical depth and dust lifting from the surface 2 

at PBL / CBL length scales, and its effect is noted in numerical models that parameterize 3 

the PBL [Newman et al., 2002]. 4 

 5 

Fig. 3g and 3i show the evolution of the surface wind drag velocity with local time and 6 

optical depth, where the drag velocity, u*, is related to the shear stress, stress, of the wind 7 

acting on the surface by: 8 

𝜎𝑠𝑡𝑟𝑒𝑠𝑠 = 𝜌𝑢∗2 9 

(4) 10 

Where  is the air density at the surface. The plots show that the mean, standard deviation 11 

and maximum wind all decrease with the increasing optical depth. Since the wind stress is 12 

an important contributor to dust lifting, the decrease again suggests a negative feedback 13 

between increased optical depth and dust lifting. 14 

 15 

4.2 Variable Dust Cases 16 

In order to examine the impact of radiatively-active dust heterogeneity within the CBL 17 

while dust is being lifted, we conducted four LES experiments with a single, fixed value 18 

of the wind stress lifting threshold (t) but with different lifting rate parameters (N) (see 19 

Section 2.1 and Eqn. 1). As with the fixed dust cases, all other settings were those from 20 

Hinson/Spiga case i, (see Section 3 and Table 1) and numerical mesh 3 (Table 3). The dust 21 

mass mixing ratio was initialized such that the total visible column depth =0.3. The dust 22 

was uniformly distributed in the horizontal, and in the vertical the dust was distributed 23 

using a Conrath profile (see Section 2). The lifting threshold was tuned so as to allow dust 24 

lifting activity to commence as soon as the CBL began to grow at 0800LT. The dust lifting 25 

rate parameters for the four simulations were tuned such that the peak dust optical depth in 26 

the late afternoon during the simulations fell within increments comparable to those of the 27 
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fixed dust cases (=0.3–0.4 for the case labeled VD3, =0.4–0.5 for case VD4, =0.5–0.6 1 

for case VD5 and =0.6–0.7 for case VD6). Summary results for the four variable dust 2 

cases, are presented in Fig. 2b, 2e, 2h, 2k, 3b, 3e, and 3h. The evolution of the dust optical 3 

depth is shown in Figure 4. 4 

 5 

Fig. 2b shows the evolution of CBL heights for the four variable dust cases. The CBL 6 

heights of all the cases are roughly the same before about 1150 LT but start to differ 7 

thereafter. Fig. 2b shows that the maximum CBL height for the VD cases increases with 8 

increasing dust optical depth, the opposite of the trend shown in Fig. 2a for the FD cases. 9 

Indeed, Fig. 2c shows that between =0.3 and =0.6, the maximum CBL depth increases 10 

from about 7.25 km to about 8.75 km (or about a 20% increase in depth). Directly 11 

comparing the FD and VD cases for =0.3 and =0.5, while the FD cases showed a 22% 12 

decrease in CBL depth for the 0.2 increase in increasing optical depth, the VD cases 13 

showed an increase in optical depth of about 7% (Fig. 2c). 14 

 15 

Fig. 2e and 2h show that the VD cases have a very slightly reduced sensitivity of the surface 16 

temperature and the mixed layer potential temperature to the total dust optical depth as 17 

compared to the FD cases (also Fig. 2f and 2i). For the ground temperature, the increased 18 

optical depth from =0.3 to 0.5 produced less than 1 K decrease for the VD case, while for 19 

the FD case ground temperature decreased by about 1.5 K (Fig. 2f). For the mixed layer 20 

potential temperature, decreased sensitivity to optical depth increase is also apparent (Fig. 21 

2i). Thus, the dramatic change in the magnitude and sign of the change of the CBL depth 22 

for a given change of optical depth between FD and VD cases is not controlled by a 23 

significant change in the spatial average boundary forcing (i.e., the surface-atmosphere 24 

temperature contrast) nor the mean atmospheric static stability (Fig. 2j, 2k, and 2l). While 25 

the surface-atmosphere temperature contrasts are larger in the VD cases (Fig. 2l), they do 26 

not change with optical depth with the same sign as does the CBL height (Fig. 2c). 27 
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 1 

Fig. 3b and 3e show the domain average updraft velocity and the mass-weighted TKE 2 

within the mixed layer, respectively, for the VD cases. Throughout the development of the 3 

CBL, from roughly 0800LT to about 1430LT, both the updraft velocity and the TKE show 4 

a weak trend with increasing optical depth. While by 1430 LT, the CBL depth is already 1 5 

km higher for VD6 than for VD3 (7.5 km vs. 6.5 km: an increase of 15% for a doubling of 6 

optical depth). In the mature CBL after 1430LT, both the updraft speeds and TKE fall 7 

rapidly with local time. By late afternoon (1700LT), the updraft speeds and TKE both also 8 

fall rapidly with optical depth (Fig. 3c and 3f). The trends before 1430LT suggest that 9 

unlike for the FD cases (c.f., Fig. 3a vs. Fig. 3b and Fig. 3d vs. Fig. 3e), the vigor of CBL 10 

turbulence is largely insensitive to the dust optical depth (for the intermediate optical 11 

depths examined) during the period of free convection onset and the strongest thermal 12 

forcing. Since the TKE is nearly insensitive to the optical depth and the CBL depth 13 

increases significantly with increasing optical depth, more TTKE is involved in thermal 14 

turbulence as the optical depth increases. The insensitivity of the updraft speed and TKE 15 

to optical depth, and the increase in total CBL TTKE with increasing optical depth suggest 16 

that the inhomogeneous dust cases have more energy flowing into CBL turbulence as the 17 

dust optical depth increases, whereas the energy flowing into CBL turbulence strongly 18 

decreases with increasing optical depth in the FD cases. This in turn suggests that the dust 19 

inhomogeneity has an impact that is sufficient to more than offset the effect of shading of 20 

the surface.  21 

 22 

Before examining variable dust in the LES in more detail, it is useful to take a closer look 23 

at how the dust optical depth is changing in these simulations and to provide a 24 

quantification for the inhomogeneity of the dust. As described in Section 2, dust is injected 25 

at the surface based on the surface wind stress, transported/mixed by resolved winds and 26 

diffusively mixed by the SGS/SFS eddy parameterization, and it is. As such, the dust 27 
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optical depth changes over time in the simulations. The evolution of the domain average 1 

optical depth is shown in Fig. 4 as the solid lines. For all cases, the average optical depth 2 

increases over the course of the day. Also shown in Fig. 4 as the dotted lines are the domain 3 

minimum and maximum optical depth in any given column. For VD6, the differences in 4 

column optical depth can be quite dramatic: e.g., at 1400LT the minimum optical depth is 5 

less then 0.4 while the maximum is almost 0.7. The differences between the maximum and 6 

minimum column dust opacity for the four cases (VD3, VD4, VD5, and VD6) are ~0.04, 7 

~0.15, ~0.25 and ~0.4 at 1430LT. In all cases, the homogeneity increases after about 8 

1430LT as the TKE and updraft speeds decrease (c.f., Fig. 3b and 3e). In order to more 9 

conveniently compare cases with different lateral dust inhomogeneity, we have defined a 10 

Dust Inhomogeneity Index (DII): 11 

𝐷𝐼𝐼 =
𝜎

𝜏𝑎𝑣𝑔
 12 

(5) 13 

Where  is the standard deviation of the column dust optical depth over the whole domain 14 

at a given time, and avg is the corresponding average optical depth. The DII is shown as 15 

the dashed lines in Fig. 4 (but note the offset of 0.3 in order to use the same y-axis as the 16 

optical depth). The DII grows as the CBL TKE increases and as the CBL develops stronger 17 

vertical plumes, reaching peak values of 0.02, 0.05, 0.08 and 0.1 at 1400LT. The DII then 18 

falls as CBL mixing strength and the rate of dust lifting from the surface (not shown) 19 

decrease. This trend reflects the increasing concentration of freshly mixed dust into 20 

increasingly strong plumes during the morning and early afternoon development of the 21 

CBL followed by the lateral mixing and diffusion of this dust in the latter afternoon.  22 

 23 

5. Feedback Between Dust Inhomogeneity and CBL Dynamics 24 

 25 

The simulations described in Section 4 show that the presence of laterally inhomogeneous 26 

dust significantly modifies the CBL compared to simulations with similar total optical 27 
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depths but with the dust uniformly distributed. In this section, we take a closer look at one 1 

of these cases to examine how the dust is distributed in the variable dust cases relative to 2 

CBL dynamical structures, how the CBL large eddy structures are modified, how the 3 

presence of the variable dust changes the radiative heating rates, and how these radiative 4 

heating rate changes modify the CBL TKE budgets.  5 

 6 

In order to more closely compare the fixed and variable dust LES, in this section we show 7 

results from the fixed dust scenario case FD5 and the variable dust scenario case VD6 at 8 

1330 LT. At this local time, both simulations have the same total optical depth (and the 9 

same top-of-atmosphere insolation), and the DII for the variable dust scenario is at its 10 

maximum (Fig. 4). This specific example pairing is shown for illustrative purposes, but 11 

similarly controlled comparisons at different local times during CBL development and for 12 

different total optical depths exhibit similar qualitative behavior to that described here. 13 

 14 

5.1 CBL Large Eddy Structures in Fixed and Variable Dust Cases 15 

Figure 5 shows the full lateral extent of the LES domains for the FD5 and VD6 cases, with 16 

Fig. 5a and b showing the perturbation pressure at about 70m above the surface. The 17 

relatively thin, green-to-blue regions in these plots indicate the convergence zones at the 18 

base of the CBL quasi-cellular convection, while the redder areas indicate higher pressure. 19 

The black vectors illustrate the lateral wind field at 70 m altitude, showing flow converging 20 

toward these low-pressure lines and diverging away from the high-pressure centers. The 21 

black contours on these plots show the coincident locations of the cellular updrafts above 22 

the low-pressure lines (the contours in Fig. 5 are the vertical updraft speeds at 2 km). The 23 

significantly larger range of the perturbation pressure values in Fig. 5b vs. 5a, the generally 24 

larger wind vectors (whose length indicates wind speed), and the tighter definition of the 25 

updraft speed contours, all suggest the large eddy cellular convection is significantly more 26 

vigorous in VD6 vs. FD5. This more vigorous convection is also associated with a larger 27 
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scale of the Bénard-like convection cell structures (illustrated by the greater depth of the 1 

CBL). 2 

 3 

The increased vigor of the cellular convection apparent in Fig. 5b vs. 5a is directly related 4 

to the higher perturbation potential temperatures within the low-pressure regions of the 5 

cells. The perturbation potential temperatures at roughly 70m (Fig. 5c and 5d) show a 6 

greater fraction of the low-pressure cell boundary having higher perturbation potential 7 

temperatures and a larger area of peak values in the VD6 case vs. FD5. In turn, the higher 8 

peak potential temperatures are associated with high total column optical depths (Fig. 5e 9 

and 5f). While both cases have the same domain average optical depth (0.5), the VD6 case 10 

has peak dust optical depths aligned along the convergent, upwelling walls of the cellular 11 

convection, with peak values up to 0.7, while in the broader downwelling and divergent 12 

high-pressure cellular centers, the atmosphere is relatively clearer with optical depths as 13 

low as 0.35. 14 

 15 

The effect of the cellular convection in concentrating dust into the upwelling walls of the 16 

cell is even better illustrated in Figure 6, which shows lateral (x-z axis) slices from FD5 17 

and VD6 along the white lines indicated on Figure 5. In Fig. 6a, the imposed incremental 18 

optical depth is by definition uncorrelated with the vertical cellular motions, which are 19 

illustrated with the black vectors. The significant concentration of the incremental dust 20 

optical depth in the large eddy convection cell in the VD6 is very clearly evident in Fig. 21 

6b. An instantaneous snapshot of the dust mass mixing ratio behind the optical depth 22 

distribution provides an even clearer indication of the connection between the convection 23 

cell and the dust (Fig. 6c). Near the surface, the wind both lifts dust into the atmosphere 24 

(due to the wind stress lifting parameterization, Section 2) and concentrates this dust into 25 

the base of the upwelling plumes along the convergence zones of the cells. The dust then 26 

rises with the thermals in the updraft areas. Indeed, at this local time, the mean CBL depth 27 
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in VD6 is 6.5km, and thus Fig. 6c shows that some of the dust can rise all the way up to 1 

the top of the CBL and overshoot into the free atmosphere above. In reaching the upper 2 

part of the CBL, the air begins to diverge and then to subside. The dust is laterally spread 3 

in the upper CBL by these divergent winds and is mixed with the air in the subsiding 4 

portion of the CBL under the influence of smaller scale resolved and SGS/SFS unresolved 5 

turbulence. During the period of strongest development of the CBL, the lofting and 6 

entrainment of dust within the upwelling zones is more efficient than the lateral mixing, 7 

and very significant (factor of 4-5) lateral contrasts of dust mass mixing ratio can develop 8 

within the lowest few 100m of the CBL (Fig. 6c).  9 

 10 

The degree of dust concentration within the large eddy updrafts can be statistically 11 

evaluated by performing a correlation analysis between perturbation dust mass mixing ratio 12 

and the perturbation vertical wind speed for each point in the horizontal domain, at each 13 

altitude, and for each local time. Figure 7 shows the variation of this correlation index with 14 

local time and altitude for the VD6 case. We can see that the correlation region with index 15 

values larger than 0.5 grows with the CBL height until 1500 LT, after which it begins to 16 

decrease. This corresponds to the evolution of the DII shown in Figure 4, which also starts 17 

to fall after 1500 LT. Figure 7 demonstrates that throughout the domain dust tends to 18 

concentrate in the updrafts during the entire growth period of the CBL. 19 

 20 

5.2 Direct Radiative-Dynamical Feedback Associated with Inhomogeneous Dust 21 

Radiative Heating 22 

The Martian CBL is a radiatively dominated environment due to the low atmospheric 23 

density and heat capacity [Gierasch and Goody, 1968; Micheals and Rafkin, 2004; Spiga 24 

et al., 2010]. Unlike the Earth, the sensible heat flux from the surface and the latent heat 25 

due to water exchange are negligible compared to the radiative heating in the energy budget 26 
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of the Martian CBL. Hence, radiative-dynamical feedbacks due to the kind of dynamical 1 

concentration of dust described in Section 5.1 could be significant in the CBL. 2 

 3 

In order to quantitatively illustrate the importance of radiative heating due to dust 4 

inhomogeneity, Figure 8 shows the total visible heating rate at roughly 1 km above the 5 

surface and at 1330 LT for both the FD5 and VD6 cases. Since the visible heating is due 6 

almost exclusively to dust absorption, the FD5 case (Fig. 8a) shows essentially no lateral 7 

variations, with a heating rate of about 1.75K/h. The VD6 case (Fig. 8b), on the other hand, 8 

shows significant variations in the heating rate consistent with the large variations in optical 9 

depth (Fig. 5f). The heating rate varies from about 1.6K/h to about 3.5K/h, thus yielding a 10 

peak heating rate in the domain at this level and local time that is about a factor of 3 higher 11 

than the minimum heating rate (i.e., these exists a maximum lateral horizontal heating 12 

contrast of about 2K/h or a factor of 3 in total magnitude). The heating maxima and minima 13 

occur in close association with the perturbation potential temperatures in Fig. 8b, again 14 

showing that the lateral dust distribution (which controls the visible heating rate) is strongly 15 

correlated with the warm upwelling plumes/sheets of the large eddy CBL convection.  16 

 17 

Cross sections of the visible, infrared, and total heating rates through the domains shown 18 

in Figure 9 (these cross sections are at the locations indicated on Figure 8 by the white 19 

horizontal lines). The FD5 case illustrates some general features of the lower atmospheric 20 

energy budget. With a nearly uniform horizontal and vertical distribution of dust opacity, 21 

and only a very minimal amount of solar absorption by atmospheric gases, the visible 22 

heating rate is also rather uniform. By contrast, the infrared heating rate is dominated by 23 

the strong net absorption of the upwelling infrared radiation from the surface by the cooler 24 

atmospheric CO2 in the lowest reaches of the CBL [Geirasch and Goody, 1968; Savijarvi, 25 

1999; 2004]. During this portion of the day (1330 LT), the net heating rate shows the 26 

rapidly vertically decaying signature of the infrared heating by absorption of surface 27 



 29 

radiation within the lowest 1-2 km, superposed on the much more vertically uniform and 1 

weaker solar heating of suspended dust (Figs. 9a, 9c, and 9e). 2 

 3 

The presence of dust concentration in the plumes is illustrated by the structure in the visible 4 

heating rate from the VD6 case (Fig. 9b). The visible heating rate also dominates the total 5 

heating rate above about 500m-1km (Fig. 9f). Here, there is significant enhanced solar 6 

heating within the thermal plumes, generating the factor of 3 difference between the 7 

upwelling thermal plume core and the downwelling zone mentioned previously at the 8 

roughly 1km level. As with the horizontal slices through the model (comparing Fig. 8b and 9 

Fig. 5f), the large values of the visible heating rate are highly correlated with large values 10 

of the dust mass mixing ratio in vertical cross section, and vice versa (Fig. 9b vs. Fig. 6c). 11 

 12 

The lateral differences in heating rates are only of consequence if they generate a 13 

significant augmentation of the potential temperature differences between the upwelling 14 

versus the downwelling portions of the convection cells. This efficacy depends not only on 15 

the heating rate but also the length of time that the air spends in the region experiencing 16 

the excess heating, which in turn depends upon the overturning timescales of the large 17 

eddies. We can estimate the uplift timescale from the CBL vertical scale, W*, modified 18 

from its traditional form [e.g., Stull, 1988] by Spiga et al. [2010] (this is the modified 19 

Deardorff velocity):  20 

 21 

𝑊∗ = [𝑔𝑧𝑡

〈𝑤′𝜃′〉𝑚𝑎𝑥

〈𝜃〉
]

1 3⁄

 22 

(6) 23 

Where zt is the CBL top height, w’’max is the maximum buoyancy flux (where primes 24 

indicate the perturbation from the horizontal average), and  is the domain average mixed 25 

layer potential temperature. Taking the Spiga et al. [2010] value of 4-6.5m/s, the time it 26 
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takes for air to cycle from the surface to the top of the CBL (about 6km in this case) is 1 

about 20 minutes. For a heating rate contrast between the warm and cool branches of the 2 

large eddy cell of about 2K/h, this yields about a 0.67K lateral contrast due solely to the 3 

differences in visible radiative heating rates in the upwelling and downwelling thermals. 4 

The 0.67K can be compared against the observed potential temperatures in Fig. 5d and Fig. 5 

9b, 9d, and 9f. Above about 1km, most of the positive potential temperature perturbation 6 

is clearly associated with the visible dust heating. The reduction of the thermal contrasts in 7 

the upper portion of the plumes is due to mixing (entrainment) between air in the thermal 8 

plume and the background atmosphere. 9 

 10 

The warming of the updrafts increases their positive buoyancy which leads to a 11 

strengthening of the vertical motions in the CBL. Figure 10 shows the vertical wind speed 12 

distribution (the number of grid cells at a given level within a given vertical wind speed 13 

bin) as a function of altitude and vertical wind speed bin. The vertical discretization in Fig. 14 

10 corresponds to the model vertical mesh, while the vertical wind speed binning has a bin 15 

size of 1m/s. Both the FD5 (Fig. 10a) and VD6 (Fig. 10b) cases are shown for 1330LT. 16 

Both panels show that the vertical wind is generally small near the surface, where buoyancy 17 

has not yet had chance to vertically accelerate the air, and in the free atmosphere above the 18 

CBL top. Within the interior of the CBL, the vertical wind speed extremes correspond to 19 

the upwelling plumes and the downwelling zones of the convection cells. The largest 20 

vertical wind speed magnitudes appear within the upwelling plumes in the upper part of 21 

the CBL. In Fig. 10, the maximum values are 17 m/s for FD5 and 18 m/s for VD6.  22 

 23 

Fig. 10c shows the relative difference between the two simulations and demonstrates a 24 

greater occurrence of higher wind speed magnitudes of both signs in the VD6 case versus 25 

the fixed dust FD5 case. Specifically, wind speeds larger than +10 m/s (upward) and less 26 

than -5m/s (downwards) are more prevalent in VD6 than FD5 at most altitudes, suggesting 27 
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that both the updraft and downdraft are stronger in the variable dust case. Specifically, we 1 

can see a significant difference in the upward wind between 1-2km altitude, corresponding 2 

to the maximum VD6 dust visible heating rates in the updrafts shown in Fig. 9b. The large 3 

difference at 4-6km, however, is due to the difference of the CBL heights between the two 4 

cases (~6km for VD6 but ~5 km for FD5). The lateral domain average vertical wind speed 5 

of the updrafts for VD6 is also much larger than that for FD5 at all altitudes.  6 

 7 

Stronger vertical motion in the VD6 up- and downdrafts must be supported by more rapid 8 

horizontal motions near the base and tops of the large eddies. This is indeed illustrated by 9 

the frequency spectrum of horizontal wind speed shown in Figure 11. The larger horizontal 10 

wind speeds for VD6 suggests that the whole Bénard-like convection cell circulation is 11 

enhanced. The higher frequency of occurrence of large horizontal wind speeds near the 12 

surface (8–13m/s as shown in Fig. 11c) suggests that more dust maybe lifted and 13 

concentrated into updrafts when radiatively-interactive dust is treated. This would create a 14 

positive feedback for the dust lifting process, but it is strictly the wind stress at the surface 15 

that is important for dust lifting rather than just the wind speed, and we will return to this 16 

issue in the discussion section. It should also be noted that as a background wind is applied, 17 

the convection tends to change from polygonal Bénard cells into convective roll (or street) 18 

structures. These rolls have greater anisotropy than Bénard cells and hence high rates of 19 

turbulent mixing [e.g., Stull 1988], and thus the feedback on dust lifting may have even 20 

greater potential when there is a background wind in which the convection is embedded. 21 

 22 

5.3 Indirect Radiative-Dynamical Feedback Associated with Surface Shading 23 

Figure 12 shows the lateral distribution of the ground and lowest layer air potential 24 

temperatures in the FD5 and VD6 cases at 1330LT. While the lateral average ground 25 

temperature is very slightly cooler in FD5 (268.1K) versus VD6 (268.4K), comparison of 26 

Fig. 12a and 12b shows that there is a much greater variation within VD6 (about 1.4K 27 
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variation versus about 0.8K for FD5). Specifically, the areas of enhanced ground 1 

temperature in VD6 are under the downwelling regions of the open cellular convection. 2 

The excess thermal emission from the surface in the downwelling regions of VD6 versus 3 

FD5 is thus about 1% and given that most of the atmospheric heating in the lowest ~500m 4 

of the atmosphere is due to thermal infrared radiative exchange with the surface, this 5 

corresponds to an augmentation of lowest layer atmospheric heating by this same factor. 6 

Within the convection cell, this corresponds to augmented surface-to-atmosphere exchange 7 

of heat in VD6 versus FD5, despite the fact that the lateral domain average dust optical 8 

depths and the resulting lateral domain average ground temperatures are nearly identical. 9 

 10 

The reason that augmented ground temperatures occur under the downwelling centers of 11 

the convection cells in VD6 (vs. FD5) is that these regions are relatively clear of dust (Fig. 12 

5f). The relative concentration of dust in the upwelling plumes means that for the domain 13 

average optical depth in VD6 to equal that in FD5 (=0.5), there must be a lower dust 14 

optical depth in the downwelling regions. Indeed, above the area of maximum ground 15 

temperature, the optical depth is as low as 0.35. Since the clearer downwelling regions have 16 

higher ground temperature and hence higher rates of near-surface atmospheric heating, the 17 

dust inhomogeneity generates a separate, secondary means of augmenting the thermal 18 

forcing of convection (in addition to direct heating of the dusty upwelling plumes, Section 19 

5.2). The reason that the heating augments the circulation despite being under the 20 

downwelling regions is due to the fact that surface-atmosphere thermal infrared heat 21 

exchange is predominantly short range, and thus only significantly heats the lowest portion 22 

of the CBL (e.g., Fig. 9d). Within this very lowest portion of the atmosphere, the air is 23 

strongly divergent away from the downwelling zones and convergent into the upwelling 24 

cellular edge sheets and plumes. The extra buoyancy deposited into the air due to the 25 

heating is thus advected into the upwelling zones where it enhances the cellular overturning. 26 

This lateral advection of buoyancy happens sufficiently quickly that vertical propagation 27 
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of the buoyancy within the downwelling zone is overwhelmed, otherwise the heating 1 

distribution would instead act to slow the downwelling. 2 

 3 

5.4 Efficiency of Surface-Atmosphere Heat Transfer 4 

The lowest atmospheric layer domain average potential temperature in the FD5 is 5 

significantly higher (235.5K) versus that in the VD6 case (232.2K) at 1330LT (Fig. 12c 6 

and 12d, respectively), despite VD6 having a very slightly higher ground temperature (the 7 

potential temperature difference is +3.3K while the ground temperature difference is -0.3K; 8 

Note also that potential temperature is calculated using P0=610Pa in this paper). The 9 

relative coolness of the VD6 near surface air is qualitatively what one would expect given 10 

the stronger convective motions (more vigorous overturning and faster near surface winds) 11 

in the variable dust case (i.e., VD6 is less stable than FD5). With more vigorous motion, 12 

the VD6 Bénard-like cells are able to more effectively ventilate cool air down into the near 13 

surface divergence zones, and the air spends less time traveling horizontally within the near 14 

surface portion of the cell and thus has less time to absorb heat (mostly in the form of 15 

infrared heating) from the surface.  16 

 17 

The difference between the surface temperature and the kinetic temperature of the lowest 18 

layer of the model is thus larger the VD6 case (34.3K vs. 30.7K for FD5, note that the 19 

Exner function value in the lowest model layer for Hinson/Spiga case i simulations like 20 

FD5 and VD6 is 1.008098—where the Exner function, , is defined such that T=, 21 

where T is the kinetic temperature and  is the potential temperature). This is about a 12% 22 

larger surface/atmosphere temperature contrast in the VD6 case than in FD5. The 23 

surface/atmosphere heat exchange is dominated by sensible and infrared heat exchange 24 

between these layers and for a given pressure, composition, and mean temperature, both 25 

depend strongly on the temperature difference. As such, the enhanced overturning of the 26 

cell driven by the direct heating of concentrated dust in the upwelling plumes (Section 5.2) 27 
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and secondarily by the greater ground temperatures beneath the downwelling portions of 1 

the cell (Section 5.3), leads to cooler air over the surface and thus allows the cell to extract 2 

more energy from the surface. To be precise, the same energy is emitted from the surface 3 

(over the course of the simulations, the domain mean ground temperatures do not diverge 4 

significantly between FD5 and VD6), but more of this energy is deposited into the cellular 5 

motion in VD6. Inhomogeneous dust thus allows the CBL to convert more of the surface 6 

emission into turbulent kinetic energy. 7 

 8 

The domain average modified Deardorff velocity, W* (see Eqn. 6 and Section 5.2) for all 9 

the FD and VD cases is shown in Fig. 13a and b as a function of local time, and in Fig. 13c 10 

as a function of optical depth at 1700LT. These can be referenced to the difference between 11 

the surface temperature and the kinetic temperature of the lowest model layer shown in Fig. 12 

2j, 2k, and 2l. In these simulations, the surface-atmosphere temperature contrast is a good 13 

proxy for the net heat exchange between the surface and the atmosphere, dominated as it 14 

is by infrared heating of the atmosphere by surface emission. Since all of the VD cases 15 

begin from an initial =0.3 state and that significant differences in optical depth do not 16 

develop until the late morning (after lifting has progressed), there are no differences in the 17 

surface/atmosphere temperature contrast evolution until just before noon (Fig. 2k). This 18 

differs from the FD cases where optical depth differences through the night and morning 19 

yield a steady-state shift of the diurnal surface temperature cycle to a lower mean value 20 

and hence decreases the surface/atmosphere temperature contrast throughout the interval 21 

shown in Fig. 2j. Once the increased optical depths start to influence the VD 22 

surface/atmosphere temperature contrasts after noon, the sign of the dependence on optical 23 

depth is the same of that as for FD, namely that the contrast decreases as the optical depth 24 

increases (Fig. 2l).  25 

 26 
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The CBL velocity scale, W*, decreases as the surface/atmosphere temperature contrast 1 

decreases for the FD cases (Fig. 13a and 13c, vs. Fig. 2j and 2l). This suggests that as the 2 

near-surface forcing decreases the vigor of convection also decreases, as we might expect. 3 

Comparing with Fig. 2a, both the modified Deardorff velocity, W*, and the CBL height 4 

decrease with increasing optical depth (and hence decreasing surface/atmosphere 5 

temperature contrast). This is consistent with the idea that stronger forcing for thermal 6 

turbulence (in this case, near surface forcing) should lead to stronger vertical CBL motions 7 

and a deeper CBL.  8 

 9 

However, Fig. 13b shows a striking lack of sensitivity of the modified Deardorff velocity 10 

to the optical depth in the VD cases until early afternoon. A significant part of this seems 11 

likely traceable to the similarly striking insensitivity of the surface/atmosphere temperature 12 

contrast to dust optical depth for the VD cases (Fig. 2k). In turn, part of this is due to the 13 

fact that the optical depth only begins to differ between the VD cases in the mid-to-late 14 

morning. However, W* remains insensitive to the optical differences into the mid-15 

afternoon (1430-1500LT), at which time it starts to show the same sign of sensitivity as the 16 

FD cases, namely decreasing W* with increasing optical depth (and decreasing 17 

surface/atmosphere temperature contrast). The fact that W* has nearly identical trends with 18 

local time in the VD cases up to about 1500LT despite differences in the total optical depth 19 

suggests that increasing optical depth (i.e., the lifting of dust at increasing rates) does not 20 

actually increase the vigor of the turbulence despite increasing the CBL depth. However, 21 

it must be cautioned that even the modified Deardorff velocity is defined assuming that the 22 

total heat input into the turbulence is based on heat transfer from the surface (the 23 

modification simply relaxes the traditional assumption that this heat is predominated 24 

injected by the sensible heat flux from the surface). When significant buoyancy is being 25 

added through visible radiative heating of the suspended dust in laterally inhomogeneous 26 

plumes, even the modified Deardorff velocity would decreasingly capture the true vigor of 27 



 36 

CBL turbulence. In this case, the turbulence is no longer free thermal convection, but has 1 

a forced component (the differential heating due to the dust) which becomes analogous in 2 

some ways—at least in terms of it not being pure, free thermal convection—to moist 3 

convection. 4 

 5 

5.5 Vertical Dust Distribution Differences Associated with Active Dust Lifting 6 

The evolution of the domain average vertical potential temperature structure as a function 7 

of local time is shown for FD5 and VD6 in Figure 14. Comparing the two panels, Fig. 14 8 

clearly demonstrates the deeper extent and more rapid growth of the CBL in VD6. In both 9 

cases, the CBL depth can be estimated by finding the point in altitude where the isentropes 10 

are no longer nearly vertical (very near the surface, the isentropes transition to being nearly 11 

vertical from being nearly horizontal—this altitude, which illustrates the top of the 12 

superadiabatic layer, should not be confused with the higher-altitude CBL top). The 13 

thermal structure signatures of the CBL top are the basis for the FD5 and VD6 CBL depth 14 

curves in Fig. 2a and 3a, respectively.  15 

 16 

As well as being deeper than the FD5 CBL, the VD6 CBL is also cooler throughout its 17 

depth. This is consistent with the cooler near surface air temperatures discussed in Section 18 

5.4. Despite the mean potential temperature in the CBL being slightly cooler in VD6, the 19 

difference between the updraft and downdraft potential temperatures in each simulation are 20 

quite similar (Figure 15).  21 

 22 

At levels above the CBL, FD5 is warmer than VD6. This is attributable to the fact that the 23 

vertical distribution of dust prescribed in FD5 is more nearly vertically uniform than in 24 

VD6 (Fig. 6a and 6b), which means that the heating of the atmosphere (primarily due to 25 

solar absorption by dust) is also greater above the CBL top in FD5 vs. VD6 (Fig. 9a and 26 

9b). The difference in heating rates above the CBL at 1330LT is about 0.7K/h (Fig. 9e vs. 27 

f).  28 
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 1 

5.6 Dependence of CBL Turbulence on Optical Depth and Local Time 2 

Figure 16 shows the dependence of the surface-air temperature contrast, the CBL height, 3 

the surface drag velocity, the modified Deardorff velocity, and the average CBL TKE upon 4 

the domain-average optical depth at 1330LT and 1500LT. These plots complement Fig. 2l, 5 

2c, 3i, 13c, and 3f, respectively, which show these values at 1700LT. The DII for the VD 6 

cases decreases from a maximum at 1330LT to nearly zero for all the VD cases at 1700LT 7 

(see Fig. 4). 8 

 9 

The surface-atmosphere temperature dependences upon optical depth at 1330LT and 10 

1500LT (Fig. 16a and 16b) both show the same sign of trend as at 1700LT (Fig. 2l), with 11 

an increasing optical depth yielding a decreasing thermal contrast for both the FD and VD 12 

cases. However, the offset of the VD curves towards higher thermal contrast values for VD 13 

versus FD for the same optical depths is largest at the earliest local time and smallest at the 14 

latest local time. This is consistent with the difference in surface-atmosphere temperature 15 

being due to the dust inhomogeneity discussed in Section 5.3 and 5.4, given that the DII 16 

decreases with time after 1330LT (Fig. 4). The residual differences between FD and VD 17 

contrasts at 1700LT result from the differences in the time history of heating in the two 18 

sets of cases.  19 

 20 

The CBL height trend with optical depth is consistent at all three local times (Fig. 16c, 16d, 21 

and 2c). While across the FD cases, CBL depth decreases significantly with increasing 22 

optical depth, a strongly opposite trend is apparent at all three local times for the VD cases. 23 

The trend at 1700LT cannot be explained as a purely historical signature of earlier gains in 24 

CBL depth as the CBL is clearly still growing through to the end of this period, at least in 25 

the VD5 and VD6 cases. 26 

 27 
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While the drag velocity (u*) appears to have no difference in behavior with increasing 1 

optical depth in the VD and FD cases at 1700LT (Fig. 3i), this is not the case at the earlier 2 

local times. In the midafternoon (1500LT, Fig. 16f), while the mean drag velocity shows 3 

no difference between FD and VD, there is a very slight separation of trend in the one 4 

sigma deviation winds, and a noticeably higher maximum drag velocity in the VD versus 5 

the FD cases. At the time of peak DII (1330LT, Fig. 16e), all three measures of the drag 6 

velocity are higher for the VD cases versus the FD cases. Thus, for the same domain 7 

average optical depth, dust inhomogeneity significantly increases both the mean and 8 

extremum values of the drag velocity. The VD cases also do not show any meaningful 9 

trend with optical depth at this earlier local time, unlike the FD cases at this local time and 10 

the FD and VD cases at the later local times. This suggests that the negative feedback of 11 

increasing dust optical depth upon free convective wind stress generated dust lifting 12 

apparent in the FD cases is not active when dust is most inhomogeneously distributed. 13 

 14 

The modified Deardorff velocity (W*) shows a change in trend with optical depth for the 15 

three local times examined (Fig. 16g, 16h, and 13c). At the earliest local time, while for 16 

the FD cases W* decreases as the optical depth increases, consistent with the surface 17 

shading resulting in a reduction in vigor of the CBL turbulence, the VD cases show a 5% 18 

increase in W* with optical depth increasing from 0.3 to 0.5. At 1500LT, the trend for the 19 

FD case is similar to that at 1330LT, but the VD cases are nearly independent of total 20 

optical depth (W* arguably increases very slightly to about 0.5 optical depth and the 21 

decreases slightly above that). By 1700LT, the VD case W* decreases with increasing 22 

optical depth, though at a slightly lower rate than the FD cases. These results suggest that 23 

when the DII is largest (and solar forcing the strongest), the vigor of CBL turbulence as 24 

diagnosed by W* increases as more dust is placed in the atmosphere. 25 

 26 

5.7 Modification of the TKE Budget Due to Inhomogeneous Dust Radiative Heating 27 
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The evolution of TKE is expected to follow the TKE tendency equation (written here 1 

following Eqn. 5.1b from Stull [1988]):  2 

 3 

𝜕(〈𝑇𝐾𝐸〉)

𝜕𝑡
=

𝑔

〈𝜃〉
〈𝑤′𝜃′〉 − 〈𝑢′𝑤′〉

𝜕〈𝑈〉

𝜕𝑧
−

𝜕〈𝑤′. 𝑇𝐾𝐸〉

𝜕𝑧
−

1

〈𝜌〉

𝜕〈𝑤′𝑝′〉

𝜕𝑧
− 𝜀 4 

(7) 5 

The tendency equation says that the TKE at any level ought to evolve following the five 6 

terms on the right hand side of Eqn. 7, which are respectively, along with one letter labels 7 

we will use for these terms: (B) The buoyant production/consumption term (which 8 

depending on whether the vertical heat flux  〈𝑤′𝜃′〉  is positive or negative); (S) The 9 

mechanical or shear production term; (T) The turbulent transport of TKE term; and, (P) 10 

The pressure correlation term. As we are interested in the mechanisms by which TKE is 11 

generated, we have not calculated the dissipation, , which is the rate at which TKE is 12 

converted into thermal energy. Indeed, for steady state LES,  is usually calculated as the 13 

residual of the other terms necessary to have no net trend in TKE. With an evolving CBL 14 

(as in our simulations), it would be calculated from the model evolution of total TKE minus 15 

the sum B+S+T+P. It should be noted, however, that the functional form of turbulent 16 

dissipation is related to the deformation of the turbulent wind field and hence is inversely 17 

proportional to the length scale of the turbulent motions.  18 

 19 

Figure 17 shows the vertical structure of the terms B, S, T, and P for FD5 and VD6 20 

calculated over the period of growth of the CBL. The relative trends and values of the terms 21 

compares very well with LES, convection tanks, and terrestrial field observations for 22 

strongly buoyantly driven turbulence (free convection), which can be seen by comparing 23 

Fig. 16 with (e.g.) Figure 5 from Moeng and Wyngaard [1989] and Figure 11 from Moeng 24 

and Sullivan [1994]. Specifically, Fig. 17 shows that TKE in the lower CBL is generated 25 

by a combination of buoyancy generation (B) and the pressure correlation term (P), with 26 

the turbulent transport term (T) acting to reduce the TKE (i.e., by upward transport of the 27 
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TKE). In the upper half of the CBL (i.e., for z/ztop>0.5), B continues to decrease and 1 

becomes negative in the overshoot region just above the CBL top. Through the depth of 2 

the CBL, the T and P terms are anticorrelated, with the zero crossing of both occurring at 3 

about the z/ztop=0.5 level. Thus, the vertical variation of TKE shows a significant net source 4 

of TKE in the lower CBL both from B and P, a net upward vertical transport of TKE by 5 

eddy motions (T), and finally a net sink of TKE in the upper CBL due to P as eddies are 6 

damped through interaction with the overlaying statically stable free atmosphere. Fig. 17 7 

shows that both the fixed and variable dust simulations are in the limit regime of free 8 

convection regime during the daytime (output were averaged from 0900-1600LT), since 9 

the shear term (S) is negligible compared to the other terms. It also shows that the TKE 10 

vertical budgets, in both cases, have no major differences from those observed and modeled 11 

for the Earth during free convection [Moeng and Wyngaard, 1989; Moeng and Sullivan, 12 

1994]. 13 

 14 

The value of TKE as a function of depth in the CBL is shown for both FD5 and VD6 at 15 

1330LT in Figure 18a. In both cases, the TKE is nearly constant with height up to about 16 

z/ztop=0.8 (due to the efficiency of turbulent mixing, term T, Fig. 17), above which it 17 

decreases rapidly (due to the damping influence of the P term, Fig. 17). However, Fig. 18a 18 

shows that the absolute value of the TKE is much larger in the variable dust, VD6 case, 19 

with a peak value of about 16 m2/s2, while the fixed dust, FD5, exhibits a peak value nearer 20 

11 m2/s2. There is thus about 45% more TKE within the VD6 CBL, and the factor is even 21 

higher when the influence of the higher CBL top in VD6 is also considered (i.e., when the 22 

TTKE in Joules/m2 is considered rather than intensive TKE in Joules/kg = m2/s2). This 23 

confirms the analysis from Sections 5.2-5.4 that shows that more total energy is introduced 24 

into CBL motions when the dust distribution is inhomogeneous, even while the total dust 25 

optical depth remains similar.  26 

 27 
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Fig.18b shows the vertical heat flux for both FD5 and VD6 at 1330LT. While VD6 has a 1 

larger maximum to minimum range of heat flux (a change of 2.4Km/s vs. 1.2Km/s) the 2 

depth of the CBL is also significantly deeper for VD6 such that the dynamical heating rate 3 

(due to the vertical flux divergence in K/s) is much more similar in the two cases. It should 4 

be noted that since the VD6 CBL contains more total mass than the FD5 CBL, the total 5 

dynamical cooling rate in terms of energy is larger for VD6. Thus, the more vigorous VD6 6 

CBL turbulence (in terms of total TKE) indeed yields a more effective CBL dynamical 7 

cooling (in terms of energy per unit column of atmosphere per unit time). The relative vigor 8 

of the VD6 CBL versus that of FD5 is also illustrated in Fig. 18c, which shows the average 9 

updraft speeds in VD6 are as much as 27% larger than in FD5.  10 

 11 

The individual terms of the TKE budget Eqn. 13 are shown in Figure 19, which is 12 

analogous to Fig. 17 except in Fig. 19 only output from 1330LT is shown, and the 13 

components are rescaled on their own panels for clarity. As in Fig. 17, we see that the 14 

buoyant production (B), pressure correlation (P), and the turbulent transport (T) are 15 

comparable in magnitude, while the shear or mechanical production (S) term is always 16 

negligible and thus at 1330LT both cases are in the free convective regime. Fig. 18a shows 17 

that for VD6 the buoyant production of TKE is much larger than that in FD5 in the lower 18 

half of the CBL. The difference between the two cases is very similar to that of the vertical 19 

eddy heat flux (Fig. 18b). This is not surprising as the buoyant production can be obtained 20 

from the vertical eddy heat flux by multiplying by g/〈〉, and where 〈〉 (the lateral domain 21 

average potential temperature) differs by less than 2% between the two cases. Therefore, 22 

the difference in the CBL energy budget between the variable and the fixed dust cases is 23 

mainly driven by the difference in 〈w'θ'〉, which is the quantification of the extra 24 

buoyancy introduced by the inhomogeneity of dust when it is allowed to be lifted and 25 

self-concentrates into the upwelling plumes. The 〈w'θ'〉 is increased in the variable dust 26 

case because of the simultaneous enhancement of potential temperature θ due to the extra 27 
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visible heating by airborne dust concentrated into the upwelling plumes, and the 1 

enhancement of the upwelling wind speed, w, of these plumes due to their increased 2 

buoyancy. 3 

 4 

6. Discussion 5 

 6 

6.1 Lateral Dust Inhomogeneity and the Boosting of the Height of Dust Lifting 7 

The most dramatic signature in the VD cases presented in this paper is the strong growth 8 

of CBL depth with increasing optical depth and DII (Figure 2). The increase occurs due to 9 

the visible radiative heating of dust concentrated into the upwelling sheets and plumes of 10 

CBL Bénard-like open cellular convection. These results suggest a significant difference 11 

in the behavior of the CBL depth, and specifically the vertical extent of dust mixing when 12 

dust is being actively lifted. When dust is being lifted within the “feeding zone” of a CBL 13 

Bénard cell (defining a lateral scale of a few kilometers to at most 40km), the cell will take 14 

on the character of the VD cases in this paper, where there is a strong positive feedback 15 

between dust lifting (increasing dust optical depth and DII) and the depth of vertical mixing 16 

of the dust. Conversely, when there is no active dust lifting within a cell, an increase of 17 

dust optical depth (due to lateral advection of dust) tends to decrease the CBL depth and 18 

hence the depth of dust mixing. Even for moderate optical depths and the same average 19 

optical depth over the cell, the difference in the mixing depth between active lifting and no 20 

active lifting can be several kilometers. 21 

 22 

In reality, the difference is likely to be even larger. As the upwelling plumes ascend, the 23 

structure of the vertical motion field becomes increasingly dominated by the strongest 24 

plumes, usually those plumes originating from near surface “triple junctions” where 25 

cellular walls meet. As a result of the concentration of the upwelling into focused plumes, 26 

the plumes generally ascend significantly higher even than the average CBL top. For 27 
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example, at 1330LT in VD6, the CBL top is diagnosed to be at 6.4km altitude, while the 1 

deepest plumes have injected dust almost up to 8km altitude (or about 1.6km or 25% 2 

overshoot, see Fig. 6c and Fig. 16a). The FD case at the same optical depth and local time 3 

has a CBL top at 4.9km, thus the plume overshoot is about 65% (or 3.1km) higher than the 4 

CBL top with no dust lifting. 5 

 6 

These simulations suggest that global models using radiatively and dynamically interactive 7 

dust that allow inline PBL schemes to vertically mix the dust are likely substantially 8 

underestimating the vertical depth to which surface-lofted dust can be spread [e.g., 9 

Newman and Richardson, 2015]. Indeed, models using such an approach generally yield 10 

vertical thermal profiles that are excessively stable and vertical profiles of dust that exhibit 11 

too great of a decline with height compared with observations [e.g., Lee et al., 2011]. The 12 

observed transport of dust to high altitudes also includes features with maxima of dust mass 13 

mixing ratio away from the surface [Heavens et al., 2010]. The difference of maximum 14 

dust penetration heights between active dust lifting and non-active lifting area provides a 15 

mechanism for creating layers of dust since the CBL above active areas emplace dust to 16 

levels that cannot then be mixed down in later sols when the lifting has stopped, or when 17 

the dust has advected into surrounding non-active regions. While the typical CBL depth 18 

are not high enough in themselves to explain the observed altitude range of dust layers, 19 

when combined with variations in topography and with the “solar escalator” mechanism 20 

[Daerden et al., 2015] the proposed mechanism for the creation of layers may be important. 21 

 22 

6.2 The Sensitivity of CBL Depth and Surface Frictional Velocity to DII 23 

The competing factors damping and augmenting CBL turbulence in the FD and VD 24 

simulations are 1) the shading of the surface by increasing dust optical depth causing the 25 

surface-atmosphere temperature to decline, and 2) lateral differences in the heating of the 26 

surface and atmosphere as dust is concentrated into CBL plumes. In the absence of the 27 
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latter, an increase of optical depth leads to a rapid decrease in CBL depth and the energy 1 

contained in CBL turbulence. However, this paper has shown that inhomogeneity of dust 2 

causes both a significant increase in the depth of CBL mixing and in the vigor of CBL 3 

mixing.  4 

 5 

It will be important in future work to further explore how the CBL responds to a range of 6 

DII and optical depth combinations, which have not been exhaustively explored in this 7 

paper due to time and page length limitations. However, an initial pilot exploration of the 8 

sensitivity of CBL height and surface frictional velocity is shown in Figure 20. For this 9 

pilot, we performed dozens of LES cases with different initial dust optical depths and lifting 10 

rate parameters. Even though only a limit range of modest DII values were examined, the 11 

CBL depth shows a very clear dependence on DII. Significantly, the importance of the DII 12 

increases as the dust optical depth increases, with the CBL depth doubling for a change of 13 

DII from 0 to 0.15 when the total domain average visible dust optical depth is 0.5. This 14 

suggests that the inhomogeneity feedback becomes increasingly potent as the dust optical 15 

depth increases, which has a compounding effect on the feedback. The compounding effect 16 

in these simulations occurs after the DII exceeds about 0.125, after which increasing dust 17 

optical depth and increasing DII each separately lead to increasing CBL depth. 18 

 19 

For the range of dust optical depth and DII considered in this pilot study, the feedback of 20 

dust optical depth and DII on frictional velocity (and hence surface wind shear stress) is 21 

more muted (Fig. 20b, 20c, and 20d). For DII=0, the frictional velocity dependence on 22 

optical depth is intuitive, with the value decreasing with increasing optical depth. However, 23 

for all but the smallest optical depths, there is a slight positive trend of mean, one-sigma, 24 

and maximum frictional velocity with DII. Above DII=0.15, there is also the hint of a 25 

reversal of the dependence of maximum frictional velocity upon total dust optical depth, 26 

such that increasing optical depth might begin to yield increased wind stresses. If real, this 27 
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would be important as it would suggest that above certain thresholds of optical depth and 1 

DII, there might exist a positive feedback for wind stress dust lifting that is intrinsic to the 2 

CBL. There is clearly insufficient signal-to-noise in the pilot study output to address this 3 

suggestion, and thus here we simply note a tantalizing question that needs to be addressed 4 

in a future work. 5 

 6 

6.3 Uncertainties Associated with the Vertical Distribution of Dust and Time Evolution 7 

Controlling for differences in the dust vertical structure and hence in heating above the 8 

CBL is a tradeoff from the perspectives of both model implementation and the underlying 9 

physics one is trying to simulate. From the perspective of model implementation, one must 10 

choose between comparing similar total optical depths versus comparing similar free 11 

atmosphere visible dust heating. Since the variable dust cases unavoidably involve active 12 

dust lifting from the surface, their dust distribution will always tend to be centered lower 13 

in the atmosphere than a “steady state” fixed dust case. If the experiments were to be 14 

designed in order to obtain similar heating in the free atmosphere, the dust column optical 15 

depth in a variable dust case would always be higher. In our comparisons, we have decided 16 

to emphasize similar optical depths since these then correspond to similar dust shading of 17 

the surface and to similar total visible dust heating of the atmosphere. 18 

 19 

Moreover, since dust lifting is always from the surface, it is a real physical effect that the 20 

vertical dust distribution will always be more steeply concentrated at the surface in this 21 

case rather than in an atmosphere where no lifting occurs. When no lifting is ongoing, dust 22 

will be well mixed to the daytime maximum CBL top or will even increase in layers well 23 

above the area average CBL top [Heavens et al., 2011]. Therefore, the unavoidable 24 

differences in the vertical gradients of visible dust heating evident in Fig. 9a and 9b are an 25 

additional way in which the processes responsible for laterally inhomogeneous dust (i.e., 26 

dust lifting and entrainment in CBL plumes) augment the strength of the CBL compared 27 
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to a fixed dust case. The more bottom-heavy dust distribution in a CBL where dust is being 1 

actively lifted generates more heating in the lower portion of the CBL and less heating in 2 

the free atmosphere into which the CBL grows, and thus increases buoyancy relative to the 3 

fixed dust case.   4 

 5 

6.4 Parameterization of PBL Properties for GCM and Mesoscale Models 6 

Most of our focus in the discussion section so far has been on how inhomogeneous dust 7 

impacts the dust vertical distribution and dust lifting. However, these facets of the 8 

discussion rely on the primary result of this paper that the CBL dynamics are fundamentally 9 

modified by the dust inhomogeneity radiative effects compared to cases with uniform dust. 10 

The inhomogeneity is only important in areas of active dust lifting. While the area of the 11 

planet involved in active dust lifting at any given time associated with local dust storms 12 

and dust devil activity is likely to be small [e.g., Cantor et al., 2001; Fisher et al., 2005], 13 

it is possible that the significant differences in the CBL in these locations might influence 14 

globally integrated heat, momentum, and water exchange with the atmosphere. Current 15 

PBL parameterizations in models that do not resolve the PBL do not include any 16 

representation of the effects of dust inhomogeneity on the CBL. Indeed, the influence of 17 

dust inhomogeneity upon predicted CBL heights suggests that there is likely need to revisit 18 

modeling of radio occultation-derived CBL height [Hinson et al., 2008; Spiga et al., 2010]. 19 

Specifically, for the Hinson/Spiga case i, when using uniform dust both the present model 20 

and the Spiga et al., [2010] LES underpredicted the observationally estimated CBL depth 21 

by about 2.5km (see Table 2). However, for different combinations of dust loading and DII, 22 

the MarsWRF LES can plausibly match the observationally estimated CBL depth (Fig. 2a 23 

and 20a). A more focused study looking specifically at the plausible optical depths and DII 24 

for each radio occultation profile would be needed to fully explore the DII effect in 25 

resolving discrepancies between extant LES predictions and radio occultation retrievals. 26 

 27 
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The LES output from this study will provide a resource from which a PBL parameterization 1 

that includes dust inhomogeneity could be developed. An attractive method of 2 

parameterization is the Eddy Diffusion / Mass Flux (EDMF) approach [Siebesma 3 

and Teixeira, 2000; Siebesma et al., 2007] in which the PBL motions are described in terms 4 

of the simultaneous effects of a local background eddy diffusion (ED) and a nonlocal 5 

mixing by deep plumes using a mass flux (MF) representation. The parameterizations are 6 

built by constraining the relationship between the mass and heat tendencies output from 7 

the MF scheme and the input resolved thermal and wind structure using the plume 8 

behaviors from LES [e.g., Witek et al., 2011]. For the dry PBL, this approach has already 9 

been applied to Mars by Colaïtis et al. [2013]. However, EDMF approaches are amenable 10 

to treating both “dry” and “moist” convection, where “dry” refers to the case of free 11 

convection resulting purely from heating of the atmospheric column at its base, and “moist” 12 

refers to the contribution of heat within the interior of the fluid in upwelling plumes and 13 

where the heating rate depends upon the vigor of that upwelling [e.g., Han and Bretherton, 14 

2019]. Moist convection is the process behind convective cloud formation, with the 15 

additional heating resulting from latent heating as atmospheric gases condense—on Earth 16 

this is water vapor, but it can also be methane (on Titan and the gas giant planets) and 17 

carbon dioxide (in the Martian atmosphere), etc.  18 

 19 

However, the DII effect presented in this paper demonstrates an additional form of interior 20 

heating that unlike moist convection is not due to latent heating, it instead being due to 21 

visible radiative heating of suspended dust. In order to capture the combined effect of “dry” 22 

and “dusty” forcing upon convection, an MF scheme will need to be developed from LES, 23 

such as that presented, in this paper to be able to link large-scale forcing variables in order 24 

to properly predict the depth and vigor of CBL mixing when dust lifting is ongoing. 25 

Similarly, the close and bidirectional relationship between DII and dust lifting suggests 26 
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that current separate dust lifting and PBL schemes in Mars GCM and mesoscale models 1 

would be improved with a unified model of PBL dynamics, mixing, and surface dust lifting. 2 

 3 

6.5 Dust Devil Dust Lifting 4 

While LES is capable of modeling convective vortices and dust devils, the model mesh 5 

chosen for the bulk of this project would not capture most of the dust devil spectrum (e.g., 6 

from the table of large dust devils in Amazonis measured from high resolution images by 7 

Fisher et al. [2005], only the very widest—at 459m—could even barely be resolved with 8 

our 100m mesh spacing). As such, there is a need to examine dust devil statistics within 9 

the context of a LES with radiatively and dynamically interactive dust in the future. 10 

However, we can examine what the implications of the inhomogeneous dust in the present 11 

CBL simulations using the thermodynamic efficiency theory of Renno et al. [1998]. 12 

 13 

Renno et al. [1998] provided a means of quantifying the level of dust devil activity based 14 

on the fact that “the flux of mechanical energy made available by the convective heat 15 

engine is equal to the flux of energy mechanically dissipated by friction.” The Renno et al. 16 

[1998] dust devil activity (the energy available for convective vortices, ) is found to be: 17 

 18 

Λ = (1 − 𝑏)𝐹𝑠 19 

(8) 20 

and: 21 

𝑏 ≡
𝑃𝑠

𝜅+1 − 𝑃𝑡𝑜𝑝
𝜅+1

(𝑃𝑠 − 𝑃𝑡𝑜𝑝)(𝜅 + 1)𝑃𝑠
𝜅
 22 

(9) 23 

Where Fs is the heat input to the CBL at the base, Ps is the surface pressure, Ptop is the CBL 24 

top pressure, and  is the ratio of the specific gas constant and the specific heat at constant 25 

pressure. Fs is properly taken to be the sum of the sensible heat flux from the surface and 26 
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the thermal infrared radiative heat flux between the surface and the lowest portion of the 1 

atmosphere (from Fig. 9c and 9d we take this depth to be 1km).  2 

 3 

Figure 21 shows the sensible and infrared heating terms (Fig. 21a and 21b, respectively), 4 

the parameter (1-b) (Fig. 21c), and the dust devil activity,  (Fig. 21d), for the FD cases. 5 

These results show the roughly comparable contributions of the sensible and radiative heat 6 

flux to the heating of the bottom of the CBL, with the sensible heating peaking slightly 7 

later in local time than the radiative heating, and with the former also moving to 8 

progressively earlier local times as the optical depth increases. Both the sensible and 9 

radiative heating decreases with increasing optical depth, but the sensible heat decreases 10 

far more significantly, consistent with the dramatic decrease in CBL convection (c.f., Fig. 11 

2). The (1-b) parameter (Fig. 21c) depends significantly upon the CBL depth, and thus it 12 

also decreases with optical depth increase and should be compared with Fig. 2b. Also 13 

consistent with the CBL depth, (1-b) attains its greatest value in the late afternoon. As the 14 

linear product of (1-b) and the sum of the sensible and radiative heating, the dust devil 15 

activity, , peaks in the early afternoon and then falls to near zero by the late afternoon 16 

(Fig. 21d). Peak  decreases by about a factor of 2 as the dust optical depth increases from 17 

0 to 0.5. Thus, there is a very strong negative feedback between increases in optical depth 18 

and  in the FD cases. This is reflected in the negative feedback for dust devil dust lifting 19 

reported in GCM simulations [e.g., Newman et al., 2002; Basu et al., 2004; Newman and 20 

Richardson, 2015; Kahre et al., 2017].  21 

 22 

Figure 22 shows the same parameters as Fig. 21, but instead for the VD cases. For these 23 

cases, the relative insensitivity of the result to dust optical depth is noticeable, even though 24 

the optical depth differences between the cases is large by 1700LT (see Fig. 4). The reasons 25 

for the reduced sensitivity of the surface-atmosphere temperature contrast to changing 26 

optical depth when dust is inhomogeneous are mentioned in Section 5 (the sensible and 27 
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radiative heat fluxes are largely controlled by the surface-atmosphere temperature contrast). 1 

The control of the (1-b) parameter by the CBL height is illustrated in Fig. 22c, which shows 2 

an opposite trend with increasing dust optical depth compared to the FD cases (Fig. 21c). 3 

Specifically (1-b) now increases significantly as the optical depth is increased in the mid- 4 

and late afternoon. Indeed, the (1-b) parameter shows a larger sensitivity to changing 5 

optical depths than the lower CBL heating (Fig. 22a and 22b), and thus the output suggest 6 

a slight positive feedback between increasing optical depth and increasing peak dust devil 7 

activity, , for the VD cases (Fig. 22d). If this positive feedback does exist—or even the 8 

relative lack of sensitivity of  to total dust optical depth compared to the traditional strong 9 

negative feedback exhibited in Fig. 21d for the FD cases—this suggests that there might 10 

be very significant implications for GCM simulations of the global dust cycle, in which 11 

dust devils are thought to play a substantial role in maintaining the background haze of 12 

dust and in which the strong negative feedback of optical depth upon dust devil lifting is a 13 

feature of existing dust devil lifting parameterization [Newman et al., 2002; Basu et al., 14 

2004; Kahre et al., 2017]. 15 

 16 

The LES cases shown in Fig. 22 were not optimized to study dust devil activity. The noise 17 

apparent in the Figure, especially as regarding the weak positive feedback of dust optical 18 

depth upon , could be rectified by generating much more frequent output from the LES 19 

cases thereby generating more data points at comparable local times (in this initial paper 20 

we had to balance the number of cases run against the volume of output needed for storage 21 

and processing). However, it would probably be more useful to undertake specific LES 22 

experiments designed to explicitly resolve a much larger fraction of the dust devil spectrum 23 

and to test the relationship between the simulated dust devil populations, the  diagnostic, 24 

and the influence of total optical depth and DII on both. Such LES experiments would need 25 

between a factor of 10 and 100 decrease in the grid spacing compared to the VD cases in 26 

this study, and thus is deferred to a subsequent study. 27 
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  1 

6.6 Reasonableness of DII Values Examined 2 

Almost all of the VD cases conducted in this study were designed so as to obtain a range 3 

of moderate total optical depths which to compare with the FD cases. These simulations 4 

yielded visible optical depths in the range of about 0.3-0.6 over an area of about 14 km 5 

were examined (with peaks in plumes up to about 0.8). In terms of the DII, the main 6 

ensemble of VD cases yielded a peak value of DII< 0.1. In order to initially probe the effect 7 

of larger amounts of dust inhomogeneity, dust lifting was modified in simulations required 8 

to generate Fig. 20 such that a maximum value of DII=0.23 at =0.3 was simulated. It is 9 

thus natural to ask how representative of real dust lifting situations on Mars these cases 10 

represent. 11 

 12 

There are few observations of opacity within dust storms at resolutions close enough to 13 

LES for good comparison, but those that do exist find significant dust inhomogeneities at 14 

the low end of the mesoscale (thus at the scales of the whole extent of the LES domains 15 

considered in this study). Määtänen et al. [2009] observed a local dust storm with OMEGA 16 

that appeared to consist of at least “rounded plumes” of dust with >6 that were 5-10 km 17 

in diameter, and that alternated with areas of much clearer air of similar scale. This yields 18 

an equivalent DII>0.5. Heavens [2017] describes large local dust storms in the northern 19 

mid-latitudes in Mars Orbiter Camera (MOC) and Mars Color Imager (MARCI) [Malin et 20 

al., 1992, 2001] images that consist of alternating bands of dustier and clear air of 15-50 21 

km thickness with opacities ranging from 0.4-1.4, implying a DII of ~0.4. On somewhat 22 

shorter length scales, the dust lifting plumes capture in THEMIS visible images and shown 23 

by Inada et al. [2007] yield sharp optical depth variations on scales as a short as 650m. 24 

While the optical depths were not retrieved from these images, the dust clouds obscure the 25 

surface below the convective roll plumes, suggesting DII values at least as large at the 26 

OMEGA, MOC, and MARCI images. The THEMIS images also suggest that the primary 27 
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mechanism causing dust inhomogeneity—namely concentration of dust into upwelling 1 

plumes and sheets—is actually at play in the real atmosphere. An example of the structure 2 

of dust lifted in convective rolls from THEMIS imagery is shown in Figure 23a. 3 

 4 

The very much higher values of DII implied by the observations and for large values of 5 

optical depth suggest that the strength of positive dust feedback on the augmentation of 6 

CBL turbulence and the lifting of dust may be underestimated in this study, although it is 7 

possible that at very large dust optical depths the shadowing of the surface—or indeed, the 8 

self-shadowing of much of the thermals—may come to dominate over the augmenting 9 

differential heating. This is an interesting question that requires further study in more 10 

extreme dust injection rate LES cases designed to simulate very small-scale dust storms 11 

and dust lifting plumes, such as those shown in Fig. 23a. However, the observations also 12 

suggest that the simulations and the DII values reported in this paper are not probably 13 

excessive for moderate dust lifting, such as might be associated with modest dust devil 14 

activity and/or putative wind gust dust lifting that does not lead to distinct local storms 15 

identifiable in imagery. 16 

 17 

6.7 The Dust Opacity / Dust Lifting Feedback on Larger Scales 18 

This study has examined dust lifting and dust concentration in isolation at the microscale 19 

(i.e., on scales equal to and shorter than that of the largest CBL convection cells). However, 20 

spacecraft imagery provides ample evidence of various types of “textures” on the topside 21 

of dust storms at scales that extend continuously from hundreds of meters to hundreds of 22 

kilometers (Fig. 23). Texture elements within dust storms are common in MOC and 23 

MARCI wide-angle camera images (a few km/pix) and are also corroborated by 24 

opportunistic narrow-angle camera images (down to a few m/pix) [Inada et al., 2007; 25 

Määtänen et al., 2009; Guzewich et al., 2017; Kulowski et al., 2017; Toigo et al., 2018].  26 

 27 
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These observed textures at micro- and mesoscales are potentially indicative of the 1 

dynamics operating within dust storms from the very smallest of scales. The LES examined 2 

in this work suggest that even at relatively low optical depths and relatively modest DII, 3 

positive feedback exists between optical depth and vertical dust mixing and potentially dust 4 

lifting from the surface. Ultimately, larger scale storm systems are initially composed of 5 

individual PBL plumes, cells, and rolls, as visually exemplified in Fig. 23a, where the 6 

growth from small scale plumes to larger consolidated dust clouds can be seen from image 7 

right to image left (which is almost certainly the downstream wind direction). Thus, an 8 

important question for future work is how the microscale feedbacks demonstrated here 9 

might influence the mesoscale and larger dust clouds observed in the atmosphere. Are such 10 

feedbacks important at the tops and/or at the periphery of local storm systems and are they 11 

involved in storm growth? And to what degree are the microscale mechanisms of storm 12 

growth responsible for the growth of dust up to the extent where distinct mesoscale modes 13 

of growth become important? Are there mechanisms of storm expansion that involve 14 

individual dusty cells / plumes causing the excitation of neighboring cells through the 15 

lateral leakage of momentum and/or dust? The existence of some feedback at microscales 16 

demonstrated in this paper suggests that further LES experiments with larger domains that 17 

cross the micro/mesoscale boundary are warranted. 18 

 19 

7. Summary 20 

In this work we employed a validated version of the MarsWRF in LES mode to examine 21 

the differences in convective boundary layer (CBL) dynamics between: 1) idealized 22 

uniform distributions of radiatively active dust (the fixed dust or FD cases in this paper) 23 

and 2) more realistic dust distributions that would occur when dust lifting is ongoing in 24 

which the dust is self-consistently concentrated into upwelling plumes (the variable dust or 25 

VD cases in this paper). The FD cases are also likely to be valid in cases where no active 26 
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dust lifting is occurring, and the dust distribution has been largely homogenized by CBL 1 

mixing over several prior sols.  2 

 3 

The CBL behavior for the FD cases was found to agree with expectations based upon the 4 

effect of atmospheric dust in shading the surface. With increasing optical depth, the 5 

surface-atmosphere temperature decreases and hence the heat flux (which both sensible 6 

and radiative) from the surface into the lower portion of the CBL also decreases. This 7 

causes a decrease in the energy injected into the CBL (a reduction in the TKE), a reduction 8 

in both the Deardorff (convection) velocity scale and maximum vertical plume speeds, a 9 

reduction of the surface layer wind stresses associated with the turbulent motions, and a 10 

reduction in the depth of the CBL. This influence of dust optical depth upon the CBL 11 

dynamics has previously been widely noted, and if it represented the whole story as applied 12 

to dust lifting would produce a negative feedback [e.g., Newman et al., 2002; Kahre et al., 13 

2006]. Specifically, increased dust optical depth would decrease CBL wind stresses 14 

(reducing lifting due to gusts in the CBL) and would also decrease the thermodynamic 15 

efficiency of the convective vortices that form dust devils [Renno et al., 1998]. In both 16 

cases, dust lifting potential would decrease as the optical depth increases, and the depth of 17 

the dust lifting would become shallower as dust optical depth increases. 18 

 19 

With fully interactive dust (the VD cases) the CBL exhibits quite difference behavior 20 

relative to the FD cases. Comparing FD and VD cases at similar total optical depths in the 21 

mid-afternoon, the differences in the dust distribution are twofold: 1) there are significant 22 

lateral differences in dust optical depth, which can be characterized with a Dust 23 

Inhomogeneity Index, DII=/avg (see also Eqn. 10), where  is the lateral standard 24 

variation of the dust opacity and avg is the lateral average, and 2) there are differences in 25 

the vertical dust distribution where the process of active dust lifting tends to have more of 26 

the dust near the surface in the VD cases versus FD cases for the same total optical depth. 27 
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Both aspects of the dust distribution tend to influence the CBL dynamics when comparing 1 

FD and VD cases. Specifically, for the same mid-afternoon optical depth, the VD cases 2 

exhibit larger surface/atmosphere temperature contrasts, larger heat fluxes into the CBL, 3 

larger TKE in the CBL, larger Deardorff and updraft plume speeds, larger near-surface 4 

wind stresses, and deeper CBL. The mechanisms of augmentation of the VD cases are 5 

found to be threefold: 1) the laterally inhomogeneous dust distribution causes visible 6 

radiative heating to be preferentially concentrated within the upwelling plumes, injecting 7 

additional buoyancy and hence TKE directly into CBL convection, 2) relatively smaller 8 

total dust optical depth within CBL downwelling regions allows higher surface 9 

temperatures, higher surface/atmosphere temperature contrasts, and hence greater 10 

surface/atmosphere exchange of heat, and 3) the relatively clearer atmosphere above the 11 

CBL top in the VD versus the FD cases means slightly cooler free atmospheric 12 

temperatures and hence greater ease of vertical penetration of the CBL as it grows. 13 

 14 

The impact of dust lifting rates on the DII and on the CBL dynamics were also examined 15 

within the VD ensemble of runs. As the lifting rate—and hence afternoon optical depths—16 

increase, the surface temperature does decrease, but does to a much lesser degree than for 17 

comparable changes of opacity between FD runs. This reduced efficacy of shading appears 18 

to be due to the concentration of the dust optical depth into the plumes, leaving relatively 19 

clear air over much of the surface. With the surface-atmosphere temperature contrast 20 

response to increased domain-average opacity very much muted compared to similar 21 

changes within the FD ensemble, the surface/atmosphere heat flux is little changed and 22 

hence the expected CBL vigor, in terms of the modified Deardorff vertical velocity is also 23 

muted. Indeed, until the later afternoon, the Deardorff vertical velocity, the vertical 24 

maximum plume speeds, the surface frictional velocities, and the TKE per unit mass of air 25 

are insensitive to the optical depth, such that there appears to be no negative feedback of 26 

optical depth on the CBL vigor. However, there is a notable increase in the CBL depth with 27 
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the rate of dust injection / total optical depth. If one were to use the Renno et al. [1998] 1 

heat engine scaling to assess the activity of dust devil dust lifting [e.g., Newman et al., 2 

2002], the insensitivity of the surface/atmosphere heat flux to increased optical depth and 3 

the significant positive feedback of CBL depth with optical depth would suggests that there 4 

will be in fact be a positive feedback for dust devil lifting when the dust is not uniformly 5 

distributed. The increased CBL height also suggests that even for moderate lifting rates 6 

and moderate DII values, dust is lifted several kilometers deeper into the atmosphere than 7 

predicted based upon models using uniform dust. 8 

 9 

Appendix A. The Sub Grid Scale / Sub Filter Scale Parameterization 10 

 11 

A significant difference between the microscale LES and the meso- and synoptic-scale 12 

application of MarsWRF is in the treatment of sub grid scale (SGS) mixing and dissipation. 13 

In meso-/synoptic-scale application, the SGS parameterization provides a representation of 14 

the mixing of heat, momentum, and tracers due to all microscale motions (i.e., the full 15 

spectrum of PBL eddies) from the largest Bénard cell down to dissipation length scales. 16 

The numerical mesh for meso/synoptic scale modeling is always at least an order of 17 

magnitude more tightly spaced vertically than it is horizontally (i.e., x>10z). The reason 18 

for this is that atmospheric motions are approximately hydrostatic at synoptic- and the 19 

larger mesoscales, with the characteristic horizontal wavelength being much longer than 20 

the vertical wavelength. Thus, for synoptic and hydrostatic mesoscale models, a simple 21 

local model of diffusion in the horizontal is always paired with a more complex model of 22 

vertical PBL mixing that often involves nonlocal contributions. For nonhydrostatic 23 

motions that are much more important at the microscales of the CBL, the horizontal scale 24 

becomes comparable with vertical scale. Thus, for LES the model mesh is more similarly 25 

spaced in the horizontal and the vertical, and unresolved mixing and dissipation is treated 26 
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with 3D parameterization. Since the dominant PBL eddies are resolved by design in LES, 1 

the PBL parameterization is deactivated. 2 

 3 

The reason that any SGS parameterization is needed in LES is that while LES captures 4 

most of the microscale dynamical length scales, it is not Direct Numerical Simulation 5 

(DNS) and thus does not capture the motions all the way down to the length scales of 6 

dissipation (i.e., the Kolmogorov length scale) at about 0.1-10 mm [e.g., Stull, 1988]. In 7 

practice, for reasons of computational efficiency, LES is generally implemented with a 8 

mesh spacing of roughly 1-100 m. As such, LES still requires SGS parameterization of 9 

eddy diffusion for scales between the grid scale and the dissipation scale (it should be noted 10 

that the term sub filter scale (SFS) parameterization is often more accurately used instead 11 

of SGS since representation of motions on scales below those fully resolved by the model 12 

is actually what is required, and that the effective numerical filter scale of the mesh is 13 

always larger than the grid scale due to numerical discretization error.)  14 

 15 

WRF contains several different SGS/SFS parameterizations, with some significantly more 16 

complex than others. The two least complex and most widely used SGS/SFS 17 

parameterizations available within WRF are three-dimensional local eddy diffusivity 18 

models in which the diffusivity/viscosity is calculated from either 1) the resolved wind 19 

field deformation and static stability (in the “Smagorinsky scheme”), or 2) the prognostic 20 

SGS/SFS turbulence kinetic energy (TKE, in the “SGS/SFS TKE scheme”). In this study, 21 

we specifically use the SGS/SFS TKE scheme. 22 

 23 

In this appendix, we describe the relationship between the calculation of 24 

diffusivity/viscosity in the Smagorinsky and SGS/SFS TKE schemes [Lilly 1966; Moeng 25 

1984]. We also provide a formulation for diagnosing the subgrid scale TKE from the 26 

Smagorinsky scheme. 27 
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 1 

A.1 Relationship Between Diffusivity/Viscosity and TKE Within the Smagorinsky and 2 

TKE SGS/SFS Parameterizations 3 

 4 

For understanding the evolution of the PBL (and for many approaches to parameterizing 5 

PBL mixing) an understanding of the total budget of TKE is required. In LES, the total 6 

PBL TKE must be constructed as the sum of the resolved-scale TKE and the SGS/SFS 7 

parameterized TKE. In the case of the widely used “3D Smagorinsky” scheme 8 

[Smagorinsky, 1963], and unlike the SGS/SFS TKE scheme, the TKE on unresolved scales 9 

is not prognostic and must be diagnosed from the model. In the remainder of this section, 10 

we provide a discussion of what processes influence the SGS/SFS TKE budget and how 11 

the subgrid scale TKE, the 3D flow deformation, and the static stability are related; and 12 

how each relates to the viscosity/diffusivity. 13 

 14 

The formulation of both the Smagorinsky and TKE SGS/SFS schemes is based on the 15 

assumption that subgrid scale eddies act analogously to molecular viscosity [Lilly, 1966]. 16 

As such, subgrid-scale stresses can be treated as a viscous response to the deformation of 17 

the model-resolved motion. The deformation is given by the strain rate tensor calculated 18 

from the model-resolved winds [Lilly 1966, Moeng 1984]: 19 

 20 

𝑆𝑖𝑗 =
1

2
(

𝜕𝑢𝑖

𝜕𝑥𝑗
+

𝜕𝑢𝑗

𝜕𝑥𝑖
) 21 

(A1) 22 

where the indices i,j refer to orthogonal coordinate directions and may have values 1, 2, or 23 

3, with the distance in each of these directions given by xi, and the components of the 24 

resolved wind field in each of these directions by ui. The strain rate itself can be visualized 25 

as being composed of two parts, a component of net radial expansion or compression of 26 
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the flow, and a component of volume conservative shearing of the flow. The subgrid-scale 1 

stresses, which build up within the fluid as a result of this resolved strain and act to oppose 2 

the strain, depend on the eddy viscosity of the fluid. Within a completely inviscid fluid, no 3 

stress would develop at all. In general, the eddy viscous stress (or more accurately, the 4 

stress per unit fluid density) is given by: 5 

 6 

𝜏𝑖𝑗 = −2𝜈𝑆𝑖𝑗 7 

(A2) 8 

where ij is the stress acting upon the resolved flow due to the subgrid scale eddies, and  9 

is the kinematic eddy viscosity. Once calculated, the stresses are used within the model to 10 

calculate resolved wind field tendencies: 11 

(
𝜕𝑢𝑖

𝜕𝑡
)

𝑒𝑑𝑑𝑦 𝑣𝑖𝑠𝑐
= − ∑

𝜕𝜏𝑖𝑗

𝜕𝑥𝑗
𝑗

 12 

(A3) 13 

The two schemes differ in their estimate of eddy viscosity. The 3D Smagorinsky scheme 14 

[Smagorinsky, 1963; Lilly, 1966] determines the viscosity from the strain rate tensor and 15 

from the static stability: 16 

𝜈𝑠𝑚𝑎𝑔 = (𝑐𝑠𝑙)2 (√(∑ 𝑆𝑖𝑗𝑆𝑖𝑗

𝑖,𝑗

) −
𝑁2

𝑃𝑟
) 17 

(A4) 18 

where cs is a constant (taken to be 0.25), l is a length scale set by the model grid spacing, 19 

with l=(xixjxk)
1/3, N is the Brunt–Väisälä frequency: 20 

𝑁 = √
𝑔

𝜃

𝜕𝜃

𝜕𝑧
 21 

(A5) 22 

with g being the acceleration due to gravity,  being the potential temperature, and z being 23 

the vertical distance (z=xk by convention) and Pr is the turbulent Prandtl number—the 24 
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unitless ratio of the momentum diffusivity (i.e., the viscosity, ) and the thermal diffusivity, 1 

, Pr/, which is taken to have a constant value of 1/3 (i.e., once the viscosity, , is 2 

calculated for either the Smagorinsky or SGS/SFS TKE scheme, the diffusivity is then 3 

simply the viscosity divided by the Prandtl number). The square root in Eqn. A4 is only 4 

taken when the value would not result in an imaginary number, otherwise it is set to zero. 5 

In order to maintain computational stability, a lower limit of 10-6 m2/s is imposed for smag 6 

when modeling the atmospheres of Earth and Mars. 7 

 8 

The formulation of Eqn. A4 suggests that the eddy viscosity has two sources. The first 9 

source is the mechanical generation of turbulence due to the resolved fluid deformation 10 

and captured by the first term in the square toot in Eqn. A4. The second source corresponds 11 

to the thermal generation of turbulence and is due to buoyancy, which we identify as -N2 12 

in Eqn. A4. Note that the buoyancy can be negative (i.e., if the Brunt–Väisälä frequency is 13 

a real number and hence N2 is positive), in this case the static stability of the air tends to 14 

damp turbulence. In the limit of strong static stability (strongly negative buoyancy), smag 15 

is limited to its minimum value given in the prior paragraph. 16 

 17 

The SGS/SFS TKE scheme is similar in its closure approach to 1.5 order (also known as 18 

2.5 level closure) TKE PBL schemes used in meso- and synoptic scale modeling, except 19 

that diffusion is applied in all three spatial dimensions in the SGS/SFS scheme. The TKE 20 

SGS/SFS scheme carries a prognostic subgrid scale TKE (i.e., the value of the unresolved 21 

component of the total TKE) but the scheme does not prognose any other 2nd order subgrid 22 

variables (the subgrid TKE is second order as it is the product of the subgrid scale wind 23 

perturbations with themselves, i.e. ui’ui’ for i=1,2,3). The viscosity is estimated from the 24 

subgrid scale TKE as [Lilly, 1966; Klemp and Wilhelmson, 1978]: 25 

 26 

𝜈𝑡𝑘𝑒 = 𝑐𝑒𝑙 (√(𝑇𝐾𝐸𝑆𝐺𝑆)) 27 
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(A6) 1 

where ce is a constant taken to be 0.15. The TKESGS is prognosed by calculation of TKESGS 2 

generation due to buoyancy and flow deformation, through local vertical and horizontal 3 

diffusion, and dissipative loss to heat. The TKESGS is advected by the resolved three-4 

dimensional wind field. The TKESGS tendency is calculated as [Klemp and Wilhelmson, 5 

1978]: 6 

 7 

𝜕(𝑇𝐾𝐸𝑆𝐺𝑆)

𝜕𝑡
= [−𝜈𝑡𝑘𝑒𝑁2 +

𝑔

𝜃

(𝐻𝐹𝑋)

𝜌𝑐𝑝
] + [𝜈𝑡𝑘𝑒 (∑ 𝑆𝑖𝑗𝑆𝑖𝑗

𝑖,𝑗

) −
𝑢∗

2

𝑈
(∑ 𝑢𝑖𝑆𝑖3

2

𝑖=1

)]8 

+ [∑
𝜕

𝜕𝑥𝑖
(𝜈𝑡𝑘𝑒

𝜕(𝑇𝐾𝐸𝑆𝐺𝑆)

𝜕𝑥𝑖
)

3

𝑖=1

] −
𝑐𝑒

𝑙
(𝑇𝐾𝐸𝑆𝐺𝑆)

3
2 9 

(A7) 10 

where HFX is the heat flux from the surface into the atmosphere, which is either prescribed 11 

or calculated from the model surface layer parameterization (HFX is a two dimensional 12 

field representing the flux at the bottom boundary of the atmosphere),  is the air density, 13 

cp is the atmospheric specific heat capacity at constant pressure, u* is the frictional or drag 14 

velocity, which is either prescribed or calculated from the surface layer parameterization 15 

(like HFX, u* is zero in all but the lowest model layer), and U is the magnitude of the total 16 

resolved horizontal wind speed. The surface layer scheme used in the microscale/LES 17 

simulations in this paper is the same one used when the MarsWRF mesoscale or global 18 

model is run (i.e., the MRF/YSU PBL scheme [Hong et al., 2006; Toigo et al., 2012]). For 19 

LES, we only use the surface layer component [Jimenez et al., 2012], with the rest of the 20 

PBL scheme inactive. 21 

 22 

Diffusion of tracers is assumed to operate with the same diffusivity as heat. TKESGS is a 23 

useful metric of the subgrid scale turbulence and although it is not explicitly used in the 24 

3D Smagorinsky scheme, it can be inferred for the 3D Smagorinsky scheme from the 25 
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viscosity, and hence from the deformation and static stability due to the equivalency of 1 

Eqn. A3 and A5 (note again that this is the inferred SGS/SFS TKE): 2 

 3 

𝑇𝐾𝐸𝑖𝑛𝑓𝑒𝑟 = (
𝜈𝑠𝑚𝑎𝑔

𝑐𝑒𝑙
)

2

= (
𝑐𝑠

2𝑙

𝑐𝑒
)

2

[(∑ 𝑆𝑖𝑗𝑆𝑖𝑗

𝑖,𝑗

) −
𝑁2

𝑃𝑟
] 4 

(A8) 5 

 6 

 7 
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Table 1. Four LES simulations (cases a, b, c and i in Hinson et al. [2008]) carried out for 1 

comparison with Spiga et al. [2010] 2 

 Ls 

(°) 

Lat 

(°N) 

Long 

(°E) 

Thc 

(tiu) 

Albedo 

 

Znt 

（m） 

Ts,max 

(K) 

𝛉mix 

(K) 

Ps 

(Pa) 

a 

b 

c 

i 

47.1 

51.2 

52.1 

47.8 

21.8 

13.7 

12.3 

20.6 

205.0 

204.6 

237.2 

74.0 

55 

50 

60 

300 

0.27 

0.30 

0.30 

0.13 

0.01 

0.01 

0.01 

0.01 

278 

275 

275 

270 

221 

220 

250 

233 

868 

854 

482 

630 

Ls is the areocentric longitude, Lat is the north latitude, Long is the east longitude, Thc is the thermal inertia 3 

(1 tiu= 1 J m-2 K-1 s-1/2), Znt is the surface roughness, Ts,max  is the maximum surface temperature in the 4 

daytime (between roughly 12 to 13 pm), 𝛉mix is the potential temperature in the mixed layer at 5 pm and Ps 5 

is the surface pressure. 6 

 7 

 8 
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Table 2. CBL depths in kilometers predicted by MarsWRF, estimated from radio science 1 

occultation retrievals by Hinson et al. [2008]), and predicted by the LMD-LES by Spiga 2 

et al. [2010] for the profile cases a, b, c and i as defined by Hinson et al. [2008].  3 

Case MarsWRF Observations LMD-LES 

a 

b 

c 

i 

6.1 (19.6%) 

5.7 (35.7%) 

7.9 (-3.66%) 

7.3 (-27%) 

5.1 

4.2 

8.2 

10 

5.9 (15.7%) 

5.3 (26.2%) 

7.8 (-4.88%) 

7.4 (-26%) 

The error of the MarsWRF and LMD-LES estimates compared to the observations is shown as a 4 

percentage of the observationally inferred CBL depth in parenthesis for both models, i.e., error = (model-5 

observation) / observation.  6 
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Table 3. Sensitivity of the modelled Martian boundary layer depth zi (average value 1 

between 1700 and 1730 LT) to the LES resolution, domain size, and model top. 2 

Mesh 

Name 

Grid 

Nx×Ny×Nz 

dx 

(m) 

dz1 

(m) 

dzt 

(m) 

x 

(km) 

z 

(km) 

zi 

(km) 

1 

2 

3* 

4 

5 

6 

7 

290×290×100 

145×145×100 

145×145×100 

50×50×75 

125×125×75 

50×50×50 

200×200×100 

50 

100 

100 

100 

100 

100 

100 

8 

8 

10 

25 

25 

66 

10 

242 

242 

247 

260 

268 

327 

247 

14.5 

14.5 

14.5 

5 

12.5 

5 

20 

12 

12 

15 

15 

15 

15 

15 

7.29 

7.23 

7.27 

6.91 

7.18 

6.72 

7.31 

Nx, Ny, and Nz are the number of grid points in the mesh in the two horizontal (x and y) and vertical (z) 3 

directions.  4 

dx is the horizontal grid spacing (which always equals dy in all LES presented in this paper).  5 

dz1 is the model layer thickness at the base of the column (i.e., the layer closest to the surface).  6 

zi, is the predicted height of the top of the CBL at the forecast time (1700-1730 LT).  7 

dzt is model layer thickness at zi. 8 

x is the total domain extent in both the x and y (horizontal) directions.  9 

z is the total domain extent in the vertical. 10 

* indicates that mesh 3 is the selected default mesh used in most experiments described in this paper. 11 
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 2 

 3 

Figure 1. Evolutions of (a) CBL height (km) and (b) surface temperature (K) with time in 4 

the Martian daytime for the four Hinson cases. Dashed lines in (a) are the corresponding 5 

time derivatives of the CBL heights (km/h) with time. 6 

 7 
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 1 

 2 

Figure 2. The evolution of (top row) the CBL height, (second row) the surface temperature, 3 

(third row) the mixed layer average potential temperature, and (bottom row) the difference 4 

between the surface temperature and the (kinetic) air temperature at 10m. All plots in the 5 

left-hand column show output as a function of local time for the Fixed Dust (FD) cases 6 

(see key for the meaning of line color), in the central column are for the Variable Dust (VD) 7 

cases as a function of local time, and in the right-hand column show both the FD and VD 8 

cases at 1700LT (labeled as 17.0LT) as a function of the instantaneous optical depth. In all 9 

cases, lateral domain averages are shown. See text for meaning of the FD and VD labels. 10 

The time varying domain mean optical depths for the VD cases is shown in Figure 4. 11 

 12 

 13 

  14 
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 1 
 2 

Figure 3. The evolution of (top row) updraft wind speeds, (second row) the ML average 3 

TKE, (third row) the mean (dashed line), maximum (dotted line), and standard deviation 4 

(solid line) of the surface frictional velocity (u*). The meaning of the columns and of the 5 

line colors is otherwise the same as for Figure 2. 6 
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 1 

Figure 4. The variation of the mean (solid lines), minimum (lower dotted lines), and 2 

maximum (upper dotted lines) dust optical depth in the variable dust (VD) cases as a 3 

function of local time. For reference, the domain average total visible column optical 4 

depth at 1430 LT for cases VD3, VD4, VD5, and VD6 is roughly 0.3, 0.4, 0.5, and 0.6, 5 

respectively. The optical depth is not constant in time due to the interactive injection of 6 

dust into the atmosphere from the surface. The dashed lines indicate the Dust 7 

Inhomogeneity Index (DII), which we define as the standard deviation of dust optical 8 

depth for the domain divided by the averaged dust optical depth. Note that the DII value 9 

has been translated by a value of 0.3 so it can be plotted with the same y axis (i.e., the DII 10 

shown = actual DII + 0.3). 11 

12 
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 1 

Figure 5. Comparison of LES output at 1330LT from (left column) the fixed dust “FD5” 2 

case and (right column) variable dust “VD6” case (see text for the case label definitions), 3 

both with domain average =0.5 optical depth. Panels (a) and (b) show the perturbation 4 

pressure at ~70 m above the surface, (c) and (d) show the perturbation potential temperature 5 

Fixed Dust Case Variable Dust Case 
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at ~2 km above the surface, and (e) and (f) show the column-integrated dust optical depth. 1 

In all cases, the black vectors indicate the horizontal wind at ~70 m above the surface. The 2 

black contour lines show areas of strong updrafts at ~2 km above the surface, with the outer 3 

contours showing areas with >5m/s upwelling (inner contours are at >10 and >15m/s) . The 4 

horizontal white lines across each plot indicate the location of the cross sections through 5 

each LES shown in Figure 6. 6 

7 
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 1 

Figure 6. Cross sections of (a) and (b) the incremental dust optical depth (i.e., the value in 2 

each plot indicates the total visible optical depth of dust from the top of the atmosphere 3 

down to that point in the atmosphere), and (c) the dust mass mixing ratio. Panel (a) is for 4 

the fixed dust FD5 case while panels (b) and (c) are for the variable dust VD6 case. The 5 

mass mixing ratio is not shown for the fixed dust case since it is by definition laterally 6 

uniform and nearly uniform in the vertical. The black vectors in each plot represent the 7 

horizontal and vertical (x-z) wind field. The cases shown are from the same LES at the 8 

same local time as Figure 5. The location of the cross sections are indicated in Figure 5 by 9 

the white horizontal lines.  10 

Fixed Dust Case Variable Dust Case 
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 1 

 2 
Figure 7. The correlation index between the vertical wind speed and the dust mass mixing 3 

ratio for the VD6 case as a function of local time and altitude. 4 

  5 
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 1 
Figure 8. Visible heating rate in units of Kelvin per hour (K/h) (color shading) and 2 

perturbation potential temperature (contour) at roughly 1 km above the surface from (a) the 3 

fixed dust FD5 case and (b) the variable dust VD6 case at 1330LT. For the potential 4 

temperature, dotted, dashed and solid lines indicate negative, 0, and positive values, 5 

respectively. The white horizontal lines indicate the location of the cross sections displayed 6 

in Figure 9.  7 

Fixed Dust Case Variable Dust Case 
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 1 

Fixed Dust Case Variable Dust Case 
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Figure 9. Cross sections of the (a and b) visible, (c and d) infrared, and total (e and f) 1 

heating rates for the FD5 (left column) and VD6 (right column) cases. For all plots, the 2 

contours show the perturbation potential temperature, with dotted, dashed and solid lines 3 

indicating negative, 0, and positive values, respectively. The profiles are located within the 4 

domains shown in Figure 8 and their locations are indicated by the white horizontal lines.  5 
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3 

 4 

Figure 10. Variation of the vertical wind speed frequency of occurrence with altitude and 5 

vertical wind speed at local time 1330 LT, using a bin size of 1m/s. (a) fixed dust scenario 6 

with dust optical depth of 0.5, (b) variable dust scenario with averaged dust optical depth 7 

of ~0.5 and (c) the relative variable minus fixed case difference in percentage normalized 8 

by the variable dust case. The vertical wind speed frequency of occurrence is simply the 9 

number of grid cells at each level that have vertical wind within a given speed bin, plotted 10 

on a log10 scale (there are 21,025 total grid cells at each model level). The speed is binned 11 

with an increment of 1m/s. 12 
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2 

 3 

Figure 11. Same as Figure 10 but for the horizontal wind. 4 

  5 
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 1 
Figure 12. Surface temperatures (top row) and lowest layer air potential temperature 2 

(bottom row) at 1330LT for the FD5 (left column) and VD6 (right column) cases.  3 
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 2 

Figure 13. The evolution of (top row) the modified Deardorff velocity, W*, and (bottom 3 

row) the maximum vertical turbulent heat flux. The meaning of the columns and of the line 4 

colors is otherwise the same as for Figure 2. W* is a measure of the vertical turbulent wind 5 

scale, as defined by Eqn. 11 in Section 5.2.  6 
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 1 

 2 

Figure 14. Domain average potential temperature as a function of altitude and local time 3 

for the (a) FD5 and (b) VD6 cases. Dashed lines and dotted lines indicate the super-4 

adiabatic layer near the surface and the CBL top respectively. 5 
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Figure 15. The potential temperature within (red) updrafts and (blue) downdrafts at 1330LT 2 

in the (a) FD5 fixed dust case and (b) the VD6 variable dust case. Updrafts are defined here 3 

as grid cells with updraft speeds exceeding 2.5 the standard deviation and downdrafts for 4 

which the downdraft speed excessed 0.5 the standard deviation. In both cases, only winds 5 

with the selected areas, indicated by white circles in panels (c) and (d), are included. The 6 

colored fields in panels (c) and (d) are the 2km potential temperature with the black arrows 7 

indicating the horizontal wind at 70m (these panels are the same as Fig. 5 c and d except 8 

for the updraft / downdraft labeling). 9 
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 1 

 2 
Figure 16. The dependence of various CBL parameters upon optical depth for the FD and 3 

VD cases at (left column) 1330LT (labeled as 13.5LT) and (right column) 1500LT 4 
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(labeled 15.0LT). The parameters shown are (top row) the surface-atmosphere 1 

temperature contrast, (second row) the CBL height, (third row) the drag velocity, and 2 

(bottom row) the modified Deardorff velocity. Values for these parameters and with the 3 

same plot style are shown for 1700LT in Figures 2 and 3.  4 

 5 

 6 

 7 

Figure 17. The four normalized TKE budget terms. Solid lines for variable dust case and 8 

dashed lines for fixed dust case. All profiles are averaged between 0900 and 1600 LT 9 

(output every 30 minutes). 10 
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Figure 18. Variations of horizontally averaged (a) TKE (m2/s2), (b) total vertical eddy 2 

heat flux (Km/s), (c) averaged vertical wind speed in the updraft (m/s) with altitude at 3 

local time 1330 LT for fixed (red line) and variable (black line) dust cases. Updrafts are 4 

defined as locations where the vertical wind speed exceeds one standard deviation (or 5 

“sigma” as noted on the label to panel (c)). 6 
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 1 

Figure 19. Same as Figure 18 but for the four TKE budget terms. 2 

 3 

  4 
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 1 

Figure 20. Variation of (a) CBL heights (km) at ~17 LT, and (b) maximum, (c) mean, (d) 2 

standard error of the friction velocity u* at 1300-1500 LT, with maximum dust 3 

inhomogeneity index values for different initial dust optical depth. 4 

 5 

  6 
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 1 

Figure 21. The evolution of (a) sensible heat flux (W/m2), (b) the infrared heating of the 2 

lowest 1km of the CBL (W/m2), (c) the thermodynamic efficiency parameter for dust 3 

devils following Renno et al. [1998], and (d) the dust devil activity factor generated from 4 

the product [Newman et al., 2002] of the thermodynamic efficiency parameter and the 5 

sum of the sensible and radiative heating of the lower CBL (the sum of the quantities in 6 

panels (a) and (b)). The cases shown are from the fixed dust (FD) ensemble. 7 
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Figure 22. Same as Figure 21 but for the variable dust (VD) ensemble. 2 

 3 
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 2 

Figure 23. Images of lateral dust inhomogeneity in the Martian atmosphere on various 3 

scales. (top) THEMIS visible image of dust lifting in the high southern latitudes. Plume 4 

structures on scales from several km down to a few 100m are visible. THEMIS image 5 

number V00874006. (bottom left) Color composite image derived from MARCI image 6 

G06_020693_2052_MA_00N029W showing dust lifting on 10-100km scale at Ls=205.2 7 

MY=30. (bottom right) Color composite created from MARCI image 8 

B16_015883_0243_MA_00N109W (Ls=24.3 MY=30). 9 


