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Abstract

Subtle elastic rock deformation during aquifer testing may bear hydraulic parameter (permeability and compressibility) infor-

mation owing to the poroelastic hydromechanical coupling effect. Here we report that such in situ rock deformations (˜50

με) during an aquifer pumping test are successfully measured along a vertical well by a high-resolution fiber optic distributed

strain sensing (DSS) tool with an accuracy of 0.5 με. We investigate the feasibility of hydraulic parameter estimation at meter

scale using DSS data through a coupled hydromechanical model. Both synthetic and field cases are tested with sensitivity

analysis. The results indicate that the simultaneous estimation of permeability and compressibility using DSS data is possible

at low noise levels. However, only non-global near-optimal solutions can be obtained using the applied gradient-based inversion

algorithm, because of parameter crosstalk and sensitivity problems when the data contain large noise. In particular, estimation

is difficult for zones with relatively low permeability due to the low sensitivity to the strain changes. The estimated permeabil-

ity/compressibility structures for the field test are largely consistent with other geological information from well logs. Our study

suggests that DSS data can be quite useful in aquifer characterization and fluid flow profiling in addition to geomechanical

monitoring. The obtained hydraulic information is beneficial for the optimized reservoir management of water and oil/gas

storage.
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Key Points:

 Small poroelastic deformation during aquifer testing was monitored using a high-
resolution distributed strain sensing (DSS) tool.

 DSS data are used to inversely estimate the vertical profiles of permeability and 
compressibility through a coupled hydromechanical model.

 DSS and inverse modeling are useful for subsurface reservoir characterization and 
management.
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Abstract

Subtle elastic rock deformation during aquifer testing may bear hydraulic parameter (permeability

and compressibility) information owing to the poroelastic hydromechanical coupling effect. Here 

we report that such in situ rock deformations (~50 µε) during an aquifer pumping test are 

successfully measured along a vertical well by a high-resolution fiber optic distributed strain 

sensing (DSS) tool with an accuracy of 0.5 µε. We investigate the feasibility of hydraulic 

parameter estimation at meter scale using DSS data through a coupled hydromechanical model. 

Both synthetic and field cases are tested with sensitivity analysis. The results indicate that the 

simultaneous estimation of permeability and compressibility using DSS data is possible at low 

noise levels. However, only non-global near-optimal solutions can be obtained using the applied 

gradient-based inversion algorithm, because of parameter crosstalk and sensitivity problems when

the data contain large noise. In particular, estimation is difficult for zones with relatively low 

permeability due to the low sensitivity to the strain changes. The estimated 

permeability/compressibility structures for the field test are largely consistent with other 

geological information from well logs. Our study suggests that DSS data can be quite useful in 

aquifer characterization and fluid flow profiling in addition to geomechanical monitoring. The 

obtained hydraulic information is beneficial for the optimized reservoir management of water and 

oil/gas storage.

Plain Language Summary

Permeability and compressibility are the two most important hydraulic parameters used in 

reservoir models for understanding fluid flow behavior. The parameters control the evolution of 

pore pressure, fluid flow, and coupled deformation in the reservoir. The resultant strain records 

may contain the information of pore pressure and fluid flow. In this study, we tested the 

feasibility of simultaneously estimating permeability and compressibility of a multi-layered 
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aquifer using the distributed strain data and a hydromechanically coupled model. The results 

show that the compressibility and permeability of zones with high permeability can be generally 

well resolved in the estimation, for they have higher sensitivity to the strain changes, whereas the 

permeability of zones with relatively lower permeability cannot be well constrained because of 

the low sensitivity to strain changes. Using the high-fidelity field records of distributed strain data

(with an accuracy of 0.5 µε) in the aquifer pumping test, we constructed the profiles of 

permeability and compressibility, which are largely consistent with other geological information. 

Our study provides a new method for reservoir characterization and is useful for optimized 

reservoir management. 

1 Introduction

Permeability and compressibility (or hydraulic conductivity and specific storage) are two 

of the most important hydraulic parameters for modeling fluid flow behavior in underground 

reservoirs (Anderson et al., 2015; Bear & Verruijt, 2012). A better understanding of the spatial 

distribution of hydraulic parameters can facilitate more manageable and optimized operations for 

these utilizations (Miller et al., 2017). Moreover, the parameters are essential for understanding 

the scale of hydromechanical responses and its role in fluid injection induced seismicity 

(Guglielmi et al., 2020; Jiang et al., 2020; Shirzaei et al., 2016; Verdon et al., 2015; Keranen et 

al., 2014; Lei et al., 2020). Hydrogeologists have long pursued an understanding of the spatial 

structure of hydraulic parameters in aquifer formation. These efforts can be classified into three 

categories: (1) hydraulic methods; (2) geophysical methods; and (3) geodetic deformation-based 

methods. 

The first category includes hydraulic pumping, slug, tracer, and hydraulic tomographic 

testing methods (Istok & Dawson, 2014; Yeh & Liu, 2000). Among the methods, the pumping 
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test is suggested to be the most reliable method for determining aquifer permeability and 

compressibility. However, usually only a pair of permeability and compressibility values of the 

entire aquifer section can be obtained. Beside purposed pumping tests, even natural tidal force 

induced hydraulic response can be used for parameter estimation (e.g. Hsieh et al., 1987; Wang et

al., 2018). The hydraulic tomography (HT) method is a tomographic approach that inversely 

reconstructs parameter fields using information from multiple hydraulic head (or pressure) 

records. The promising performance of HT has been documented in many studies even for 

heterogeneous aquifers (Gottlieb & Dietrich, 1995; Hochstetler et al., 2016; Jiménez et al., 2015; 

Vasco, 2018; Vasco et al., 2019). However, the method performance greatly depends on data 

acquisition and the quality of the assumed geostatistical priors (Kitanidis, 1997). Because of the 

spatial limitation in hydraulic head measurements, the inverted parameter field is often overly 

smoothed and the model assessment for determining model resolution is required (Aster et al., 

2018; Menke, 2018; Vasco et al., 1997). The second category of methods indirectly provides 

permeability or compressibility data from geophysical parameters, such as electrical resistivity, 

temperature, or acoustic velocity that are obtained from well logging, cross-well or surface 

geophysical surveys (Huntley, 1986; Yamamoto et al., 1995). These geophysical parameters 

usually have a relatively weak physical-constrained relationship with hydraulic parameters. The 

estimation might be less quantitative compared with the first category. A joint inversion of multi-

physical data has been used to give a better parameter characterization (e.g. Commer et al., 2020; 

Jardani & Revil 2009; Liang et al., 2016). 

With the advance of space observation technologies, a third category of methods, based on

the geodetic observations of earth surface deformations, have been developed to constrain or 

estimate hydraulic parameters on a large scale. For example, the interferometric synthetic-

aperture radar (InSAR) technique and Global Navigation Satellite System (GNSS) method have 

been applied to monitor the surface deformation caused by underground fluid extractions or 
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injections and obtain the lateral permeability distribution of underground reservoirs over a large 

area (Alghamdi et al., 2020; Bohloli et al., 2018; Comola et al., 2016; Shirzaei et al., 2019; Vasco 

et al., 2008, 2010). Despite the progress made, to date, it remains a challenge to characterize fine-

scale hydraulic parameters in the vertical direction. A fine-scale characterization of hydraulic 

parameters is essential for the manageable and optimized utilization of subsurface reservoirs 

through numerical modeling.

The feasibility and performance of DSS for reservoir formation deformation monitoring 

have been shown in several recent field studies (Lei et al., 2019; Sun et al., 2019). Using a high-

resolution DSS tool, Zhang et al. (2019) and Zhang & Xue (2019) conducted laboratory tests to 

demonstrate that quasi-static deformation field accompanying fluid injection and pore pressure 

changes in reservoir rocks can be deployed to monitor fluid plume migration and gain information

on rock permeability and compressibility. More recently, Becker et al. (2020) reported successful 

field experiments using DSS to monitor the displacement in fractured formation due to hydraulic 

pressure stimulation. 

In this paper, we investigate the feasibility of using distributed strain data to estimate the 

distributed hydraulic parameters with a coupled poroelastic model and a gradient-based inversion 

algorithm. We first present a set of high-fidelity strain records from successful DSS application in

the monitoring of a field-scale aquifer pumping test. Then we provide the methods of the forward 

and inverse modeling. Finally, we apply the methods to the synthetic and field studies and present

the one-dimensional meter-scale profiles of permeability and compressibility obtained using the 

proposed inversion method. We also discussed the limitation of the method due to parameter 

crosstalk and noise.
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2. Aquifer pumping test with distributed strain sensing 

2.1 Test site and operations

We conducted an aquifer pumping test in the rural area of Mobara City, Chiba, Japan. 

Pressure drawdown-induced in situ formation deformation was monitored by a downhole-

installed high-resolution fiber optic DSS system. The target aquifer of the site was shallow at 

approximately ~300 m deep. The aquifer had a simple hydrostratigraphic setting with alternation 

strata of sandstone, mud and siltstone (Figure S1), which were formed in a shelf-margin delta 

environment. In the past, the overexploitation of groundwater to extract dissolved natural gas and 

iodine, agricultural irrigation, and other industrial utilizations have caused ground subsidence in 

Chiba (Horiguchi, 1998). Since the 1970s, because of more severe regulations and reinjection, 

subsidence has been largely mitigated. In this study, the water extraction depths (approximately 

161–240 m) were fully perforated and belong to the Chonan Formation (Middle Pleistocene). 

There is no evidence of existing fractures in the formation. In a previous study, Lei et al. (2019) 

estimated the permeability of the entire formation to be approximately 470 mD. However, 

permeability remains unclear for each depth. Aquifer water resources are frequently exploited 

during spring and summer for agricultural irrigation. To avoid interference, the water pumping 

test was performed in November. An existing agricultural well (Well1) was used for water 

pumping. A monitoring well (Well2) equipped with optical fiber cables was located 175.1 m 

away from the pumping well. Optical fiber cables were installed behind the well casing and 

grouted in the cement annulus between the casing and aquifer formation. Another well (Well3) 

located 5.5 m away from the monitoring well was perforated between depths of 186.8 and 193.6 

m, which was used to monitor water head change. 
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Figure 1. Recorded field data of water pumping rate and changes in water head.

Water extraction was conducted for approximately 7 days within the depth range of the 

Chonan formation (Figure 1). There were two main pumping operation steps: (1) the initial 

pumping (460 L/min) with the drawdown of the water head (lasting approximately 1.2 days), 

which involved a temporary pause with the partial recovery of water head (approximately 0.8 

days), and pumping (450 L/min) with the drawdown of water head (approximately 5 days), and 

(2) the end of pumping and subsequent final recovery. In this study, we focused only on the 

pumping stage. The fiber optic acquisition was performed using the Neubrescope NBX-8000 

device and the Tunable Wavelength Coherent Optical Time Domain Reflectometry (TW-

COTDR) method (Kishida et al., 2014; Zhang et al., 2020). Continuous and distributed strain data

with an accuracy of 0.5 µε, spatial resolution of 5 cm and a time resolution of approximately 1.1 

hour was obtained during the entire pumping operation.

2.2 Distributed strain data

The distributed strain data obtained using DSS during the aquifer pumping test were 

plotted as a time–depth–value image, depth–value profiles, and time–value trend curves (Figure 

2a–c). In Figure 2, the spatiotemporal changes in strain responses during water extraction at the 

well location with the installed optical fiber cable can be observed. The strain changes are 

indicative of the impacted zones with aquifer pressure changes. The formation showed 
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compressive deformations during the water extraction stages due to a reduction in the pore fluid 

pressure and effective stress, whereas it showed a temporal recovery (i.e., expansion deformation)

during the extraction pause between the first and second operation days. With continued water 

extraction, the formation showed compressive deformations with gradually increasing 

magnitudes. The largest compressive strain developed in the final stage and was approximately 50

µε, which is still considerably small. Along the vertical direction, variations in strain magnitude 

appear in different depths, which may indicate depth-dependent heterogeneities in permeability 

and compressibility. Particularly, large variations at several depths may indicate changes in the 

lithological structure (sandstone-mudstone alternations). Two sections (from 160 to 212 m and 

from 212 to 240 m) in the strain profile are distinguishable.
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Figure 2. Vertical strain records at the observation well using distributed strain sensing during the

aquifer test by water extraction. The data are presented in the forms of (a) image, (b) depth 

profiles, (c) time trends, and (d) cross plot with respect to water head. In (b), days 2 to 7 

correspond to the x-axis of (a). In (d), only the depths between 170 and 230 m are plotted; linear 

trends are shown. 

Most of the strain data (at each depth) exhibit trends that are similar to the water head 

(Figure 2c) with a nearly linear relationship (Figure 2d), which suggests linear poroelastic 

deformation in the aquifer formation. The strain changes monitored by DSS are representative of 

the deformation of aquifer formation due to a reduction in pressure. However, the depths near the 

top and bottom boundaries show a nonlinear trend (Figure S2), which could be related to the 

geomechanical effect. Most of the raw strain data (Figure S3) has smooth changes, which 

suggests high quality data with a good signal/noise ratio; a few data points have error spikes 

caused by incorrectly matching Rayleigh scattering power spectra using the cross-correlation 

method. We used a median filter to remove these spikes when preparing the data for the 

estimation of hydraulic parameters. 

2.3 The benefits of DSS for reservoir geomechanics

The observations from DSS provide important constraints on the deformation in the 

vertical direction and are complementary to surface-based observations (e.g., InSAR), which have

been used to monitor fluid migration and estimate lateral permeability distribution at large scales 

(Bohloli et al., 2018; Jha et al., 2015; Vasco et al., 2008). As shown by the data, even a small 

induced strain (~1 µε) in the aquifer formation can be detected. This indicates that DSS should be 

useful for more detailed geomechanical studies, such as for tracking, evaluating, and managing 

aquifer deformation and understanding the role of underground deformation to surface 

subsidence. For instance, the extent of aquifer deformation due to seasonal massive agricultural 

irrigation can be evaluated in situ and in real time. The contribution of formation heterogeneity of 
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each interval to total surface displacement and the mainly deforming parts can be understood by 

examining the local strain. Whether the aquifer has recovered to a normal state can be determined 

by checking the strain changes, by which the proper management of ground water resources is 

possible (Gleeson et al., 2012). Similar functionality could be utilized for CO2 or natural gas 

storage in underground reservoirs. The real-time DSS data can offer accurate information to 

understand geomechanical deformation state as well as to evaluate geomechanical risk; it is also 

useful for tracking pressure and plume migrations (Zhang et al., 2019; Zhang & Xue, 2019; 

Murdoch et al., 2020). 

3 From strain to hydraulic parameters: forward and inverse models

Beyond the above direct application of DSS related to geomechanical phenomena, the 

induced poroelastic deformation by formation pressure change may carry the information of 

hydraulic parameters. According to Biot’s poroelastic theory, the hydromechanical coupling 

problems can be categorized as solid-to-fluid and fluid-to-solid (Wang, 2017). For example, 

consolidation induced excess fluid pressure and earthquake-driven fluid migration are solid-to-

fluid coupling. Alternatively, fluid-to-solid coupling is usually used to describe changes in fluid 

pressure (due to injection or extraction) modifying the effective stress and deforming the rock. In 

the latter coupling, permeability and compressibility together control the evolution of pressure 

and strain. Inversely, by monitoring the strain changes of an aquifer, the fluid-to-solid coupling 

may provide an opportunity to characterize the two hydraulic parameters.

3.1 Forward model for poroelastic strain calculation

We employed a coupled hydromechanical model based on the poroelastic theory (Biot, 

1941) to calculate strain due to hydraulic activities, e.g., aquifer pumping test. The main equations

refer to those classic literatures (Biot, 1941; Cheng, 2016; Rice & Cleary, 1976; Wang, 2017). 

Through the forward problem solving the coupled hydromechanical equations with setting 
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hydraulic and mechanical parameters, the spatial changes in stress, strain and pore pressure of the 

formation induced by water pumping can be calculated.  

We constructed an axisymmetric cylinder two-dimensional model with Cartesian 

geometry (Figure 3), with the vertical axis representing the location of the pumping well to 

approximate the aquifer setting. To avoid possible impacts of boundary effects on strain changes 

in the testing region, which is the region of interest (ROI), we set a much larger modeling domain 

(500 × 500 m) than the ROI size (200 × 100 m) and set the boundary remote from the ROI. We 

used dense Cartesian mesh gridding (10 × 1 m) within the ROI and nearby regions and sparse 

gridding in outside regions. There were total 9,200 elements and approximately 28,000 of degree 

of freedom in the model. The injection section was between 161 and 240 m (80 m thick). The 

normal component of the displacements at the outer side and bottom of the model was set to 0. A 

Dirichlet constant pore pressure condition was set at the outer side. The water extraction source 

condition was  set at the well boundary with time-dependent flux. The forward model starts from 

an initial hydrostatic equilibrium state; only the latter changes in pore pressure, stress and strain 

caused by water pumping were considered. 
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Figure 3. Schematic of the forward model.

In the hydromechanical model, we set one-dimensional layered variations (with a length 

interval of 1 m) of permeability (k) and compressibility (Cα), which are considered as the 

reciprocal of bulk modulus, within the ROI along the vertical direction. Following Lei et al., 

(2019), we applied uniform porosity (ϕ = 0.43), Biot’s coefficient (α = 1), water compressibility (

C f  = 4.5×10-10 1/Pa), and Poisson’s ratio (υ= 0.29) for all modeling. Only isotropic permeability 

and compressibility were considered. An observation well was located 175.1 m away from the 

pumping well. The same pumping rate in the field study was set. In this study, we only consider 

the vertical strain component, which is related to the DSS measurement. We have limited our 

study to the small and linear poroelastic deformation mechanism. We applied the open source 

finite element modeling framework MOOSE to solve the forward poroelastic model (Wilkins et 

al., 2020). 

3.2 Inverse models for hydraulic parameter estimation from strain

The inverse problem is formulated by minimizing the objective function f(x) accounting 

for the difference between the measured and modeled strain values:

minimize f (x)=∑
i=1

n

¿ εi(x)−εi(x )∨¿         (1)

where ε iand ε i represent the measured and modeled strain values, respectively. There is a total of 

n = 80 × 2 unknowns (x) of permeability and compressibility for each layer (1 m thick) within the 

80 m thickness formation. We provided an initial guess values (10 mD for the permeability and 

1×10-9 1/Pa for the compressibility) and bound constraints for the parameter ranges. 

We used a nonlinear least-squares method with the trust region reflective algorithm 

(Branch et al., 1999) to solve the minimization problem (Virtanen et al., 2020). In the algorithm, 

the subset of the region of the nonlinear objective function (referred to as the trust region) can be 
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approximated using a quadratic model function. The algorithm iteratively solves subspace 

problems in trust regions by the approximate Gauss–Newton method, with trust region shape and 

size determined by the distance from the bounds and the gradient direction. The algorithm 

considers search directions reflected from the bounds using a reflective transformation technique 

to improve convergence for problems with bound constraints; moreover it can properly handle 

bound constraints for large-scale nonlinear least-squares problems. For the method, it is necessary

to calculate the objective function gradient (i.e. Jacobian matrix) and the Hessian matrix 

approximation. For the significant spatial heterogeneity and coupling nature in the model, the 

forward modeling by a single CPU is slow (~10 min). Accordingly, we used a supercomputer 

system (Oakbridge-CX Supercomputer System, University of Tokyo) to accelerate the Jacobian 

computation in parallel. We also used the Tikhonov regularization technique to condition the 

problem (e.g. by minimizing the sum of parameter gradient) and stabilize the estimation. 

In principle, the inversion of hydraulic parameters using distributed strain data is similar 

to those used in the inversion of flow rate and permeability using distributed temperature sensing 

data (Becker et al., 2004; Maldaner et al., 2019; Medina et al., 2020). However, there are some 

inherent difficulties in the current inverse problem. The unknown parameters, permeability and 

compressibility, both influence the strain. They may have different sensitivities and numerical 

ranges that affect the strain changes; they may also have the parameter crosstalk (or trade-off) 

problem (Aster et al., 2018; Menke, 2018). 

4 Hydraulic parameter estimation

4.1 Synthetic tests

We conducted numerical synthetic studies both with and without noise to examine the 

feasibility of the proposed method for inversely estimating hydraulic parameters using distributed 

strain data. In the synthetic model, the settings were the same as the latter modeling for the field 

                                                                                                                                                                                  

37
38

256

257

258

259

260

261

262

263

264

265

266

267

268

269

270

271

272

273

274

275

276

277

278

279

39



study, but we set the synthetic model with assumed permeability and compressibility values 

(Figure 4a–b). By running the forward modeling once, we obtained synthetic transient strain 

records at each depth of the virtual observation well. For the case with noise, we added Gaussian 

random noise with a standard deviation (σ) of 0.5 (which corresponds to the measurement 

accuracy of the DSS tool in the field test), 2 and 5 µε (approximately 10% of the average strain 

for the record at the zone with lowest strain). Permeability and compressibility were then set in 

the formation as unknowns and estimated inversely by reducing the difference between the 

modeled and synthetic strain data. The assumed permeability and compressibility were given 

arbitrarily. To generate abundant variations, a Gaussian correlation distribution model with a 

correlation length of 1 m was used. Uncorrelated distributions were realized for the permeability 

and compressibility fields. The distributions included some sharp spikes (e.g. 1 m), which were 

used to understand the spatial resolution of the inverse model. 
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Figure 4. (a–d) Inversely estimated permeability and (e-h) compressibility profiles compared 

with the assumed true model parameters in the synthetic model. In the estimation of (a) and (e),  

the synthetic strain data without noise was used; for (b) and (f), (c) and (g), and (d) and (h), the 

synthetic strain data were used with added Gaussian random noise and standard deviations of 0.5, 

2, and 5 µε, respectively.     
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Figure 5. (a-c) Strain change with respect to permeability and (d-f) compressibility for locations 

A, B and C in Figure 4a.
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Figure 6. Normalized sensitivity of the residual of the objective function with respect to (a-c) 

permeability, (d-f) compressibility, and (g-i) the process of finding the best solution in the solution

space for locations A, B and C in Figure 4a.

Figure 7. Approximate Hessian matrix of the objective function near the optimal solution of the 

synthetic study.

The sensitivities of changes in strain and the objective function (expressed by the residual 

between assumed and calculated strains) with respect to permeability and compressibility at 

several locations (Figure 4) were investigated (Figures 5 and 6 and Figure S4). The local strain 

change generally shows a reducing trend with an increase in permeability and an increasing trend 

to with an increase in compressibility. The strain sensitivity has a significant change in the higher 

permeability range, e.g. > 10-13 m2, whereas it shows only slight variations in the lower 

permeability range. In contrast, the local strain shows more gradual changes in the entire range of 

10-10 –10-8 Pa-1. The changes in strain magnitude are different and they depend on the spatial 

combination of the heterogeneity in permeability and compressibility. For example, for the points 
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A and B (Figure 4a), the largest strain is smaller than 70 µε, whereas, for point C, the strain 

reaches approximately 210 µε (Figure S4). However, after normalization by the maximum strain 

change, these points show similar trends (Figure S4a–f). 

Next, we identify the global minimum of the objective function in the parameter ranges 

(Figure 6a–i). Corresponding to the strain sensitivity, in the solution space with higher 

permeability in the range, the path of residual reduction to the global minimum is more distinct. 

However, the residual has only slight changes in the range where the permeability is not high, e.g.

< 10-13 m2 (Figure 6a). The global minimum is less visible in the range. By constrast, the residual 

has obvious changes in the entire range of 10-10–10-8 Pa-1 in the space of compressibility for the 

permeability of < 10-12 m2 and the global minimum is also easily identifiable. Overall, Figures 5 

and 6 indicate that the minimum for permeability is not stable with respect to the addition of 

errors when k < 10-13 m2. For sensitivity changes, it should be more difficult to estimate 

permeability for layers with low permeability values.

When simultaneously estimating both permeability and compressibility, one concern is 

that the parameter crosstalk problem may affect the iterative process in finding the true optimal 

solution. We can observe large changes in the off-diagonal values in the permeability or 

compressibility block and the crosstalk blocks in the calculated approximate Hessian matrix 

(Figure 7). Because the two types of unknown parameters both influence the strain, permeability 

and compressibility both affect each other. Moreover, the effect can propagate from one location 

to another. Because the total water pumping rate is constrained, in the modeling, a change in the 

permeability of a location will not only change the local flow rate but also the flow rate at other 

locations, which affects the parameter estimation. 

Despite these difficulties, an optimal solution for simultaneously estimating both 

permeability and compressibility can be obtained through inverse modeling insofar as strain data 
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are free from noise. Figure 4a and e show the final best estimated compressibility and 

permeability with the assumed distribution. Most parts of the permeability structure are recovered

except some local parts with small values, whereas the inversely estimated compressibility almost

overlaps the assumed distribution. Particularly, because of the spatially dense coverage of strain 

records, even the values for very narrow spikes can be correctly estimated. The results show that 

the majority permeability and compressibility structures can be inversely estimated with errors of 

<2%. The errors in low-permeability parts can be understood from the low sensitivity of the 

permeability values to the objective function (see Figure 6a–c), which makes it difficult for the 

gradient-based optimization algorithm to find the global minimum. Figure 6g–i shows the 

iterative process for finding the best solution. 

By contrast, if the strain data contain noise (e.g.σ = 0.5 µε, in Figure 4b and f), it is 

difficult to obtain the global optimal solution at some locations using the current gradient-based 

algorithm (Figure 4c and d). Because of the integrated effect of parameter crosstalk and noise, the

solution may be entrapped into some local minimums near the global solution and cannot further 

reach the residual corresponding to the global solution. The influence becomes more severe when 

the noise level increases (e.g. 2 and 5 µε in Figure 4e and f). This has a large impact on the 

permeability estimation as indicated by the distinct sensitivity changes in Figures 5 and 6. The 

minimum in the objective function may be not stable with respect to errors if the noise level is 

high (Figure 6). The influence is non-local and can propagate into other locations because of the 

constraint of the total flow rate. Regardless, overall, the magnitude and main structure of 

hydraulic parameters can be largely estimated. The results of synthetic studies demonstrate the 

feasibility of the proposed method with low noise. The low noise level can be guaranteed by high 

accuracy (0.5 µε) and stability in the field measurement using DSS.
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4.2 Inversion results of the field study

Next, we inversely estimated the formation permeability and compressibility for the field 

study. In the field model, all settings (domain, boundary conditions, elastic and fluid flow 

properties) were the same as the synthetic model, but we used the true observations of strain 

recorded by DSS. To reduce the computational dimension, we upscaled the measured strain data 

from 5 cm intervals to 1 m length by arithmetic average. The entire 80 m-thick formation was 

divided into 80 layers with 80 series of strain records and 80 × 2 unknowns of permeability and 

compressibility in the inversion model. 

The parameter sensitivity shows similar characteristics to the synthetic study (Figure S6a–

i). Similar to the synthetic study with noise, it is difficult to obtain a unique global solution by 

reducing the residual by the gradient-based algorithm. Instead, multiple near-optimal local 

solutions with similar levels of residuals exist. Moreover, because of the parameter crosstalk 

problem, the local solutions may be very distinct in the values of hydraulic parameters. In our 

tests, the inverted permeability of local solutions can have a difference of two orders of 

magnitude. In all these solutions, the modeled strain changes seem well consistent with the 

measurements (Figure 8). We selected one preferred solution with the information of the water 

head change in Well3 (Figure S5). The preferred solution has a good correspondence between the 

modelled and measured aquifer water head change (Figure S8). This implies that the additional 

head constraint could be helpful in mitigating the trade-off between permeability and 

compressibility in the inversion. The solutions in the solving space of three points (Figure 9a) are 

shown in Figure S6g–i. 
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Figure 8. Modeled strain changes at several selected depths (170, 190, 210, and 230 m) of the 

best solution from inverse estimation compared with the field-measured strain data using DSS.

The inversely estimated permeability and compressibility (k and Cα) profiles are shown in 

Figure 9a and 9b. The estimated permeability ranges from approximately 0.1 mD to 1 D in 

different parts of the profile. There are several groups with higher permeability (>20 mD). The 

intervals with high and low permeability (near 190 and 215 m, respectively) are consistent with 

the strain peak and trough as shown in Figure 9d. Although there are some inconsistent parts, the 

depth intervals with higher permeability values generally point to layers that mainly comprise 

sandstones, as shown by the Electrical Micro Imaging (EMI) in Figure 10f. It seems that some of 

the low permeability intervals can be also matched to some featured spikes in the well logs (Vp, 

Vs and gamma ray) in Figure 10c–e. The estimated flow rate (Figure 9c) shows a similar shape to 

the permeability profile. The lithological changes and permeability structure determine the spatial 

migration of water as well as the propagation and distribution of pore fluid pressure, which 

further controls the formation deformation as described by poroelastic theory. 
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The permeability range is largely consistent with the estimated single permeability value 

(470 mD; Figure 9a) which is based on the data of hydraulic head changes for the entire formation

of a previous study (Lei et al., 2019). Some inconsistent parts between the estimated permeability 

structure and EMI can be attributed to the fact that, physically, the lithological changes may only 

partially reflect the permeability structure. For example, there may be invisible micro-fractures 

that increase permeability.

The estimated compressibility generally shows a pattern similar to the spatial strain 

distribution; however, the changes are subtler. The compressibility varies between 3.6×10-10 and 

2.8×10-9 1/Pa along the profile. As strain changes, two parts (from 160 to 215 m and from 215 to 

240 m) in the compressibility profile can be distinguished. It seems that the corresponding 

changes are also distinguishable from the Vp and Vs well logs. 

Overall, the permeability and compressibility determine the strain pattern. Some local 

strain fluctuations (e.g. peaks or troughs) are predominated by the permeability structure. For a 

multi-layer formation, the overall changes in the aquifer pressure and deformation are partitioned 

to the sub-layers. Layers with high permeability and compressibility can easily develop greater 

deformation and thus dominate the deformation pattern. Hydromechanically, the lithological 

layers may be grouped into several units. The inversely estimated hydraulic parameters can be 

generally and reasonably interpreted from the geological information.
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Figure 9. The inversely estimated profiles of (a) permeability, (b) compressibility and (c) flow 

rate (the Darcy velocity) with (d) the strain profile in the final. The dashed lines in (a) and (b) 

indicate the uncertainty of one standard deviation in the estimation obtained from the 

approximation of the Hessian matrix.

Figure 10. The inversely estimated profiles of (a) permeability and (b) compressibility, with well 

logs of (c) compressive wave velocity, (d) shear wave velocity, (e) gamma ray, and (f) EMI of the 

well showing the lithological structure (sandstone–mudstone alternations).

5. Discussions and conclusions

In conventional studies, one primary issue causing difficulty in obtaining hydraulic 

parameters is the measurement of either in situ formation pressure or hydraulic head for 

multilayer formation. It is not practical to measure the hydraulic head at each depth location of 

each layer in a well (or in many wells) when the formation develops many layers, such as the 
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sandstone–mud alternations in this study. The measurement of in situ formation pressure also has 

an intrinsic problem in that it is not feasible to embed many discrete pressure sensors in the 

formation along a wellbore. 

Unlike conventional pressure sensors, as shown by this study, an optical fiber cable placed

in the cement between the well casing and the sedimentary formation can be deployed for the 

distributed sensing of hydromechanical responses with high fidelity measurements.  Although the 

measured parameter is strain and not pressure, under the linear poroelastic deformation 

mechanism (Biot, 1941; Cheng, 2016; Rice & Cleary, 1976; Wang, 2017), the pore pressure 

induced strain change is closely associated with changes in pore pressure (Berg et al., 2015; 

Burbey, 2001; Hesse & Stadler, 2014). 

As demonstrated in this study, strain data can provide a similar function to pore pressure. 

The recorded strain data clearly show the spatial distribution and migration of pore pressure 

perturbations. Parameter estimation using DSS data can provide additional benefits with detailed 

information of formation properties in the vertical direction that are beyond previously mentioned

geomechanical applications. The information should be useful for understanding the contribution 

of each layer to the overall fluid transport and pressure evolution (Figure 9c and d), as well as for 

determining appropriate fluid injection or extraction strategy (such as interval and rate) in 

underground fluid storage (e.g., CO2 storage) projects. The responses at the initial stages can be 

used to characterize reservoir permeability and compressibility structure, which could assist in 

continued injection design and pressure management to avoid potential geomechanical risks 

(Buscheck et al., 2012).  

One of the limitations of the proposed method is concerned with the estimation of layers 

with low-permeability values. This can be attributed to the low sensitivity of strain changes for a 

permeability < 10-13 m2. Particularly, when a larger measurement noise (σ = 5 µε) is added in the 
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synthetic study, it is difficult to further reduce the residual of the objective function and obtain the

global solution, and the estimation of permeability becomes unstable using the current gradient-

based minimization method. In the field case, the errors coming from upscaling using the 

arithmetic averaging method may also affect the parameter estimation. Because of the combined 

effect of parameter crosstalk and data noise, the current solution may be solely a near-optimal 

solution. A choice of other inversion methods (such as the adjoint-based method; Vasco and Mail,

2020) and global optimization methods (Comola et al., 2016; Jones, et al., 1998), or a better 

regularization technique (Aster et al., 2018; Menke, 2018; Ren & Kalscheuer, 2020) may improve

the solution. 

Additionally, some unconsidered physical mechanisms may also affect the modelling. 

These may include the pressure or strain dependent permeability relationship, small inelastic 

contribution, depth dependent Biot’s coefficient, anisotropy in the properties, and neglected 

changes in Poisson’s ratio. Because there is no constraint of lateral strain, we only used one 

constant value for Poisson’s ratio. A future survey with measurements of lateral strain (e.g. by a 

helical installation of the fiber cable) may be helpful for improved estimation. 

In this study, for the experimental design and available data, we have attemped to 

simultaneously estimate both permeability and compressibility. The simultaneous estimation of 

two parameters significantly increases the inversion difficulty compared with estimating one 

parameter. In practice, the compressibility can be constrained first by an improved testing 

strategy. For example, two or more steady-state steps resulting from constant head testing can be 

used to analytically calculate compressibility, making the estimation of permeability less 

challenging. By constant head testing, the constraint from the total flow rate can be removed, and 

thus, the inverse modeling can be made effortless.  
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Furthermore, we approximated the aquifer as a one-dimensional layered property model 

(but with an axisymmetric two-dimensional model) and neglected lateral changes for simplicity. 

The approximation may result in model errors. A cross-well hydraulic tomography (Rucci et al., 

2010; Vasco et al., 2014), using the information of onset time, amplitude or phase changes in 

strain signals, may be helpful for resolving two-dimensional variations, as well as for reducing 

modeling errors and extending the method to more complex aquifers. The use of DSS makes 

cross-well tests easier to conduct; it also makes it easier to view time-lapse changes between tests.

The high-quality DSS data acquired in the field study and the good correspondence 

between strain and formation pressure suggest that the recorded strain can be attributed to 

formation deformation. One concern is that it is unclear whether the measured strain is partially or

fully representative of the formation deformation. Some studies have considered the strain 

transfer problem for unconsolidated formation with loose coupling between formation and cement

(Zhang et al., 2020). However, according to Becker et al. (2018), for a stiff rock formation with 

good coupling between formation and cement (without slippage), the strain measurement by DSS 

represents formation deformation. 

Another concern is related to the effect of parameter correlation between permeability and 

compressibility in the simultaneous estimation. The parameter correlation could lead to problems 

in hydraulic tomographic studies because the data used to estimate spatial parameters in the 

underdetermined problems were limited. However, in our study, we find that the estimations are 

unaffected when intentionally setting correlated or uncorrelated permeability and compressibility 

fields in synthetic testing. In our method, we calculated parameters with the strong constraint 

from the measurement of each individual layer. The permeability and compressibility of each 

layer are mostly constrained by the strain changes in each layer. Within each layer, the response is

similar to that of conventional well testing with an assumption of uniform properties between 
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wells; however, the response is still influenced by neighboring layers and the constraint from the 

total flow rate. 
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